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ABSTRACT The computer-aided diagnosis (CAD) of skin diseases relies heavily on automated skin
lesion segmentation, albeit presenting considerable challenges due to lesion diversity in shape, size, color,
and texture, as well as potential blurry boundaries with surrounding tissues. Traditional Convolutional
Neural Networks (CNN) typically underperform in this domain, given their inherent constraints in global
context information capture. In the present study, we present a new U-shaped network, Dual-Encoder U-Net
(DEU-Net), which is based on an encoder-decoder architecture. DEU-Net integrates a dual-encoder branch
comprising a convolutional encoder and a transformer encoder, thereby facilitating the concurrent extraction
of local features and global contextual information. Additionally, in order to enhance the performance
of DEU-Net, we employ an integrated test-time augmentation technique. To ascertain the efficiency and
superiority of our proposed methodology, we performed comprehensive experiments across four widely
accessible skin lesion datasets, namely ISIC 2016, ISIC 2017, ISIC 2018, and PH2. The Dice coefficients
achieved on these datasets were 92.90%, 87.16%, 90.81%, and 95.65%, respectively. These results demon-
strate superior performance compared to most current state-of-the-art methods. The source code is released
at https://github.com/alikm6/DEU-Net.

INDEX TERMS Convolutional neural networks, dermoscopy images, skin lesion segmentation, transformer.

I. INTRODUCTION
Skin cancer is a widespread and potentially lethal disease
with four main types: basal cell carcinoma, typically caused
by sun exposure and radiation therapy, which grows slowly
and rarely spreads; squamous cell carcinoma, often a result
of sun exposure or skin damage, with a 2-5% likelihood
of spreading; Merkel cell cancer, a rare, highly aggressive
type that originates in hormone-producing cells beneath the
skin; and melanoma, the most aggressive type, originating
from melanocytes and responsible for the majority of skin
cancer-related deaths, despite accounting for just 1% of cases.
Projections by the American Cancer Society (ACS) for the
year 2023 anticipate around 97,610 new melanoma cases in
the United States alone, with approximately 7,990 fatalities
resulting from the disease [1]. However, the prognosis can
be drastically improved with early detection and diagnosis,
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allowing for the simple excision of the melanoma and
ensuring a full recovery. The 5-year survival rate surpasses
99% with early diagnosis, while it plummets below 32% in
cases of late detection [2]. These statistics underscore the vital
role of precise medical image analysis in the timely diagnosis
and treatment of skin ailments.

Dermoscopy, a non-invasive dermatological imaging
modality [3], enhances the visibility and clarity of skin
lesions by providing magnification and illumination. Apply-
ing specific materials to the skin reduces light reflection of
the skin surface, making visual features more discernable.
Clinical examinations leveraging dermoscopic imaging are
significantly more accurate than diagnoses based solely on
unaided observation, boosting diagnostic sensitivity indices
by 10-27% [4].
Historically, dermatologists have visually identifiedmalig-

nant melanoma from dermoscopy images. However, this
approach is often time-consuming and monotonous [5] and
can result in diagnostic inaccuracies or inconsistencies,
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FIGURE 1. Examples of skin lesions obtained from the ISIC 2017 dataset [12] highlight challenges in automated
segmentation due to variations in skin color, texture, lesion size, site shape, contrast with the surrounding skin,
and presence of artifacts.

given its reliance on individual expertise [6]. With the
advent of computer vision, skin lesion segmentation has
become crucial in computer-aided diagnosis (CAD) of skin
diseases. This advancement aids clinicians in quickly and
accurately interpreting dermoscopic images while provid-
ing insightful medical image analyses [7]. Studies have
confirmed that accurate skin lesion area segmentation and
subsequent background noise reduction enhance the diag-
nostic accuracy of both dermatological and computational
methods [8], [9], [10].

However, automated segmentation of skin lesions in der-
moscopic images, aiming to differentiate them from the
healthy surrounding skin, is a complex and challenging task.
This difficulty arises from the diverse range of patient-
specific factors, including skin color, texture, lesion size,
lesion site shape, contrast between the lesion and non-
lesion areas, and the existence of multiple artifacts such as
shadows, reflections, uneven lighting, body hair, and air bub-
bles [11]. Fig. 1 illustrates several skin lesions for which these
challenges hinder accurate segmentation. Therefore, deep
learning algorithms must achieve high accuracy to tackle skin
lesion segmentation tasks effectively.

Traditional skin lesion segmentation methods typically
employ hand-crafted feature-based techniques to distin-
guish lesion borders from the surrounding skin. These
techniques include thresholding methods [13], region-based
methods [14], clustering-based methods [15], and others.
However, these methods generally lack stability and robust-
ness, resulting in less-than-ideal segmentation outcomes,
especially when dealing with lesions with significant varia-
tions. Additionally, these conventional techniques typically
necessitate the extraction of pre-defined image features. Deep
learning methodologies have been developed to improve
upon these limitations, leveraging convolutional neural net-
works (CNNs) to learn image features, thereby enhancing
segmentation performance.

Over the past several years, a range of deep convolutional
neural networks, such as the Fully Convolutional Network
(FCN) [16] and U-Net [17], have found extensive use
across multiple domains, especially in the realm of medical
image segmentation. U-Net, in particular, has emerged as a

commonly employed network architecture for medical image
segmentation composed of encoding and decoding path-
ways. Numerous U-Net variants, including U-Net++ [18],
3D U-Net [19], V-Net [20], and others, have demonstrated
exceptional performance across a range of medical image
segmentation tasks employing various imaging techniques.
Nonetheless, these approaches often overlook the criti-
cal global contextual information, which is imperative for
accurate skin lesion localization. In essence, the semantic
segmentation of pixels involves long-range dependencies that
hold substantial significance in medical imagery, particularly
for delineating boundary pixels. Consequently, enriching
featuremaps with global context information and understand-
ing long-range dependencies among pixels within medical
images could contribute to more precise localization and
boundary demarcation of skin lesions, thereby improving
segmentation performance.

The practical utility of U-Net in elevating the outcomes of
numerous medical segmentation tasks is mainly attributable
to the skip connections bridging the encoder and decoder.
This encoder-decoder framework, strengthened by skip con-
nections, enables U-Net to facilitate the effective extraction
of input data’s low-level and high-level features. However,
during sequential sampling processes, the loss of spatial
and global contextual information may restrict improve-
ments to segmentation accuracy. Additionally, the successive
up-sampling in the decoding phase, which relies on fea-
ture maps of a higher level, often overlooks the intricate
spatial information embedded within feature maps of a
lower level. Consequently, acquiring more global contextual
information is critical to improving segmentation perfor-
mance [5]. Researchers have proposed various strategies to
enlarge receptive fields inspired by advancements in dilated
convolution [21], [22]. Lee et al. [23] utilized dilated con-
volution throughout their network to remedy the issue of
ambiguous boundaries, enabling the prediction of boundary
key-point maps to steer the attention module. Furthermore,
Wang et al. [24] have implemented non-local interaction
modeling to calculate the response at a specific location
through a weighted summation of features across all loca-
tions within the given feature maps, aiming to comprehend
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long-range dependencies. The non-local attentionmechanism
can be regarded as a basic form of self-attention, given its
ability to compute the interrelations amongst all pair-wise
positions present within the input feature maps. In contem-
porary times, the transformer model [25] effectively extracts
long-range dependencies by utilizing self-attention mech-
anisms, which have proven beneficial in natural language
processing and computer vision. In contrast to non-local
neural networks, the Vision Transformer (ViT) [26] can
capture long-range dependencies with multiple parallel atten-
tion heads. Additionally, the Swin transformer [27] uses
shifted windows and hierarchical feature fusion, effectively
handling long-range dependencies within the data. Fur-
thermore, the MaxViT [28], by introducing the multi-axis
self-attention (Max-SA) block, reduced the computational
complexity of ViT from quadratic to linear without losing
non-locality.

In this study, we introduce Dual-Encoder U-Net (DEU-
Net), an innovative segmentation network derivative of the
U-Net [17], specifically crafted to tackle the complex task
of skin lesion segmentation. Drawing inspiration from the
pioneering FAT-Net [5], our approach utilizes a dual encoder
comprising convolutional and transformer branches. This
dual framework allows us to extract local features and global
contextual information concurrently, a vital component in
skin lesion segmentation. To optimize the fusion of features
derived from the final layer of both the convolutional and
transformer encoders, we adopt the use of the squeeze and
excitation (SE) module [29]. The SE module effectively acti-
vates the more efficient channels and suppresses the less
useful ones by adjusting the channel weights within the
feature map. Furthermore, inspired by PCANet [30] and
recognizing the proven success of data distillation [31] and
model distillation [32] methods, we have incorporated the
integrated test-time augmentation technique in our network
testing phase. This method synthesizes insights from several
models and transformations at the testing stage, enhanc-
ing model robustness and improving performance. Finally,
to assess the effectiveness of our proposed approach, we have
conducted tests on four separate datasets: ISIC 2016 [33],
ISIC 2017 [12], ISIC 2018 [34], [35], and PH2 [36]. The
results confirm that our novel approach yields promising
results. Our research can be encapsulated within the follow-
ing main contributions:

• Introducing a novel network, DEU-Net, amalgamates
the strengths of convolutional and transformer networks
for superior skin lesion segmentation. By replacing the
single branch encoder characteristic of traditional U-Net
architectures with a dual encoder in our DEU-Net,
we can capture rich global contextual information for
skin lesion segmentation alongside local features.

• The application of the integrated test-time augmentation
technique, which consolidates the predictions of several
models and various transformations at the test stage.
This method leads to enhanced robustness of the model
and superior results.

• A comprehensive comparison of our approach with
pre-existing approaches using ISIC 2016, ISIC 2017,
ISIC 2018, and PH2 datasets. The results of our exper-
iments demonstrate superior accuracy with our model.
The visual results also validate the effectiveness of our
approach in detailed segmentation.

This paper is structured as follows: Section II presents
related works, Section III describes the methodology,
Section IV presents the validation and results, Section V
presents the discussion and limitations, and Section VI pro-
vides the conclusion.

II. RELATED WORKS
A. SKIN LESION SEGMENTATION NETWORK
In the realm of skin lesion segmentation, conventional
approaches primarily relied on hand-crafted low-level fea-
tures extracted from the images. Celebi et al. [37] proposed
a novel unsupervised approach that utilizes the statistical
region merging algorithm for detecting boundaries in der-
moscopic images. Peruch et al. [38] developed a skin lesion
segmentation system that mimics the process followed by
dermatologists, involving feature detection, dimensionality
reduction, noise reduction, clustering, and post-processing.
However, these feature-based methods face challenges in
selecting discriminative features and determining appropriate
hyperparameters, which limits their development.

In the past few years, there has been a notable advancement
in image processing by applying deep learning techniques.
Specifically, segmentation approaches based on convolu-
tional neural networks (CNNs) have proven highly effective
in skin lesion segmentation, delivering exceptional out-
comes. In contrast to conventional feature-based approaches,
CNN-based approaches for skin lesion segmentation do
not rely on explicit feature definitions. Yuan et al. [39]
introduced a 19-layer deep CNN with a novel loss func-
tion and a set of training strategies for fully automatic
skin lesion segmentation. Jha et al. [40] introduced the
DoubleU-Net, which stacks two U-Net architectures in par-
allel to capture multi-scale image features and improve
accuracy. Hasan et al. [41] employed depth-wise separable
convolutions in their model to optimize parameter count and
enhance network efficiency. Dong et al. [42] proposed the
FAC-Net, which consists of a feedback fusion block and
an attention block to extract critical features and achieve
superior segmentation performance effectively. Dai et al. [43]
presented the Ms RED network, which utilizes multi-scale
residual encoding and decoding to handle challenging cases
and achieve robustness. Bi et al. [44] developed a novel
semi-automatic segmentation approach utilizing fully convo-
lutional networks (FCN), which mitigates information loss
by combining user inputs and image features in multiple
steps. Lei et al. [45] introduced a novel approach for skin
lesion segmentation by employing a generative adversarial
network (GAN) and leveraging joint learning to enhance
the decision-making process of the discriminative module.
Despite their substantial contributions to the progress of skin
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lesion segmentation, these methods often overlook the impor-
tance of extracting global contextual information, which is
crucial for accurate segmentation.

B. TRANSFORMER-BASED NETWORK
The Transformer [25] model, originally derived from nat-
ural language processing, has recently gained significant
attention in image classification, semantic segmentation, and
object recognition. Dosovitskiy et al. [26] introduced the
Vision Transformer (ViT), which divides the input image
into patches of size 16 × 16, flattens them into a sequence,
and employs the vanilla transformer encoder for classifica-
tion. Nevertheless, the computational cost of training these
models is significantly elevated due to the substantial param-
eter count and intricate computations involved. To tackle
this problem, Liu et al. [27] proposed a hierarchical Swin
Transformer that enables the exchange of information across
windows and reduces computational complexity through
a sliding window strategy while maintaining high perfor-
mance. Tu et al. [28] developed MaxViT, which preserves
non-locality while reducing the computational complexity
of ViT from quadratic to linear by utilizing the multi-axis
self-aware (Max-SA) block.

The applicability of the Transformer model in semantic
segmentation tasks has garnered attention from researchers
due to its remarkable capabilities. Several studies have inves-
tigated the utilization of the vanilla Transformer in semantic
segmentation. Cao et al. [46] introduced the Swin-Unet
model, where Swin Transformer blocks are employed in
the U-Net architecture without any convolutional opera-
tions. Lin et al. [47] introduced DS-TransUNet, which uti-
lizes input patches of different scales and two parallel Swin
Transformers as encoders to capture richer information. The
results demonstrated that Transformers significantly aid in
capturing global contextual information, which can compen-
sate for the limitations of CNNs. This has led to various
hybrid models that integrate both CNNs and Transform-
ers. Chen et al. [48] presented TransUNet, which integrates
Transformer blocks between the encoder and decoder to
model low-level CNN features globally. Zhang et al. [49]
employed both CNN and Transformer in parallel to pro-
cess the input image. To merge these processing results,
they incorporated the BiFusion module. Wu et al. [5] pre-
sented a dual encoder system, which effectively captures
local and global contextual information by combining CNN
and Transformer architectures within a novel feature-adaptive
transformer network (FAT-Net). Wang et al. [50] proposed
the boundary-aware transformer (BAT) network, employing
the boundary-wise attention gate (BAG) to leverage prior
knowledge of boundaries.

III. METHODS
A. NETWORK
The proposedDEU-Net (Dual-Encoder U-Net) network takes
inspiration from U-Net [17], FAT-Net [5], EfficientNet [51],

MaxViT [28], and SENet [29] and targets skin lesion seg-
mentation. As illustrated in Fig. 2, DEU-Net’s architecture
closely follows the encoder-decoder pattern seen in the U-Net
network, enhanced by skip connections for optimal segmen-
tation performance. It comprises three sections: an encoder,
a center, and a decoder. Uniquely, our encoder integrates two
separate encoders - an EfficientNet convolutional encoder
and a MaxViT transformer encoder - working in parallel
to facilitate extracting local features and global contextual
information correspondingly. These features are crucial for
accurately segmenting skin lesions. The feature maps gen-
erated by these two encoders are subsequently merged in
the center part of the network and fed into the decoder. The
decoder performs the up-sampling operation progressively
until a dense prediction map is generated. It is noteworthy
that the skip connections only leverage the feature map of the
convolutional encoder.

1) ENCODER
The sophisticated task of skin lesion segmentation, character-
ized by their ambiguous boundaries, irregular patterns, and
variations in shape, necessitates excellent feature extraction.
This extraction ranges from local to global long-range depen-
dencies, pivotal for differentiating lesion and background
pixels. Inspired by FAT-Net [5], our U-Net network employs a
dual encoder, illustrated in Fig. 2, that utilizes a convolutional
encoder to derive local features and a transformer encoder to
capture global long-range dependencies.

The convolutional encoder harnesses the power of the
EfficientNet network, a high-performing imagemodel known
for its efficient use of computing resources. The heart of
this network is the Mobile Inverted Bottleneck Convolution
(MBConv), detailed in Fig. 2. MBConv consists of four
layers; the first layer expands the input into a higher dimen-
sional space using a 1 × 1 convolution; the second employs
depthwise convolution, a more computationally efficient
alternative to traditional convolutions, as it operates on each
input channel individually; the third layer deploys the squeeze
and excitation (SE) module [29], which enables adaptive
reweighting of channel-wise feature responses, and the fourth
‘‘compresses’’ the features into a lower dimensional space
using a 1×1 convolution, thereby retaining only essential fea-
tures. To aid rapid convergence and prevent the gradient van-
ishing problem, a residual connection similar to ResNet [52]
is utilized. In summary, the MBConv module is formulated
as follows:

X ′
= Conv1×1 (SE (DepthwiseConv (Conv1×1 (X)))) (1)

Y = X + X ′ (2)

where X represents the input feature map, Y represents the
output feature map, and SE (·) represents the squeeze and
excitation operation.

Nevertheless, this CNN-based encoder suffers from a lim-
ited effective receptive field that prevents it from capturing
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FIGURE 2. Overview of the proposed DEU-Net. The architecture, based on U-Net, incorporates a dual-encoder configuration. The symbols’ +’ and ‘C’
represent element-wise summation and concatenation, respectively. For simplification, the normalization and activation layers are excluded.

global contextual information, leading to potential inaccura-
cies in skin lesion segmentation.

Recognizing the successes of transformers in computer
vision tasks [26], our encoder integrates an additional
transformer-based branch to capture global features. In con-
trast to convolutional layers, which extract information in the
vicinity of pixels and gradually build long-range dependen-
cies through layer stacking, transformer layers capture global
context information directly. We use the MaxViT [28] net-
work for the encoder’s second branch, a convolution and
transformer hybrid. It introduces a novel attention mod-
ule, the multi-axis self-attention (Max-SA), visually shown
in Fig. 3. It decomposes the fully dense attention mecha-
nisms into two more lightweight variants – block attention
and grid attention. This restructuring effectively mitigates

the quadratic complexity associated with vanilla attention,
resulting in a linear complexity, all while retaining the crucial
non-locality aspect. In the MaxViT framework, Relative self-
attention [27], [53], [54], [55] has been chosen over standard
self-attention [25], [26] to introduce a relative learned bias to
the attention weights. This strategy has demonstrated supe-
rior performance on multiple vision tasks compared to the
original attention mechanism [27], [53], [54].

The advantage of self-attention over local convolution is
its capability for global interaction. However, due to the
quadratic complexity of the attention operator, it is com-
putationally untenable to apply attention across the entire
space. The MaxViT network proposes a multi-axis approach
to tackle this issue, decomposing full-size attention into
local and global forms through spatial axes decomposition.
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FIGURE 3. The visual representation of the multi-axis self-attention (Max-SA) featuring two modules: block-attention, which operates within specific
windows, and grid-attention, which globally attends to pixels using a sparse, uniform grid spanning the entire 2D space; both exhibit linear
complexity relative to input size due to the utilization of consistent attention footage. [28].

Consider an input feature map represented as X ∈ RH×W×C .
Rather than deploying attention to the flattened spatial
dimension HW, the feature map is partitioned into a tensor
conforming to the shape

(H
P ×

W
P ,P× P,C

)
. This operation

results in non-overlapping windows, each of which is P×P in
size. Employing self-attention on this local spatial dimension,
specifically P× P, is equipollent to focus within a restricted
window. This process is colloquially known as ‘‘block atten-
tion’’ and is instrumental in fostering local interactions.

Local-attention models, while avoiding the hefty compu-
tation of full self-attention, tend to underfit on large-scale
datasets. The concept of grid attention is introduced to rem-
edy this. Inspired by block attention, grid attention eschews
fixed window size partitioning in favor of gridding the tensor
into the shape

(
G× G, HG ×

W
G ,C

)
with a fixed G × G uni-

form grid. This results in adaptive-size windows H
G ×

W
G , and

applying self-attention on the subdivided grid axis, denoted
by G × G, is equivalent to a dilated, global fusion of tokens
in the spatial domain. Maintaining consistent window and
grid dimensions (where P = G = 7) harmonizes the
computational load among local and global processes, each
demonstrating a linear complexity concerning spatial dimen-
sions or sequence length.

The MaxViT Block, seen in Fig. 2, combines MBConv,
block attention, and grid attention modules, empowering
the network to capture local and global features from shal-
low to deep stages. The combined use of MBConv and
attention increases network generalizability and trainability.
An additional benefit arises from placing MBConv layers
before attention, wherein depth-wise convolutions function
as conditional position encoding (CPE) [56], eliminating the
requirement for separate positional encoding layers within
the model.

2) CENTER
In the center part of the network, features from the convolu-
tional and transformer encoders are merged and forwarded
to the network decoder. Initially, a 3 × 3 convolution is
applied to the transformer encoder’s feature map, equalizing
its channel count to the convolutional encoder’s feature map.
Subsequently, these feature maps are concatenated, doubling

the channel count compared to a single encoder. Such an
increase could potentially compromise memory efficiency.
Therefore, the features must be compacted. Although com-
bining local and global contexts through simple convolution
reduces channel numbers, it often fails to capture crucial fea-
ture correlations among channels, inhibiting improvements
in segmentation accuracy. The squeeze and excitation (SE)
module [29] addresses this issue. Initially, global average
pooling is employed to squeeze the input feature maps f ∈

RH×W×C into channel-wise statistics s ∈ R1×1×C . After-
ward, utilizing a sigmoid activation function, a simple gating
mechanism effectively adapts channel-wise statistics into
input feature maps by capturing channel-wise dependencies.
Finally, the channels of the dual encoder’s feature maps
were reweighted via the SE module, selectively activating
beneficial channels and suppressing redundant ones, leading
to improved fusion of local and global contexts. Following
the SE module, a 1 × 1 convolution halves the number of
feature map channels. Finally, this processed feature map is
delivered to the network decoder for further operations. The
computation in the center part can be summarized as follows:

F ′
tra = Conv3×3 (Ftra) (3)

Fcenter = Conv1×1
(
SE

(
Concat

(
Fcnn,F ′

tra
)))

(4)

where Ftra represents the feature map obtained from the last
layer of the transformer encoder, Fcnn represents the feature
map obtained from the last layer of the convolutional encoder,
and SE (·) represents the squeeze and excitation operation.

3) DECODER
The decoder part of the network conducts up-sampling
layer by layer to generate pixel-level prediction results.
As depicted in Fig. 2, the feature map procured from the
antecedent decoder layer and the corresponding convolu-
tional encoder layer’s feature map is amalgamated within
each decoder layer. Initially, the feature map from the previ-
ous decoder layer is up-sampled via a transposed convolution,
effectively doubling its dimensions while halving its channel
count. Subsequently, this updated featuremap is concatenated
with the feature map obtained from the corresponding con-
volutional encoder layer. Two 3 × 3 convolutional layers are
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FIGURE 4. Diagram of the integrated test-time augmentation (ITTA)
technique.

then utilized to integrate these two feature maps. In the final
decoding layer, after applying transposed convolution, the
feature map from the preceding decoder layer matches the
input image’s dimensions. This feature map is concatenated
with the input image and forwarded through two 3 × 3 con-
volution layers. The above process can be summarized as
follows:

F ′

decoder(i)

=


Concat

(
Fcnn(i−1) ,Deconv (Fcenter)

)
i = 4

Concat
(
Fcnn(i−1) ,Deconv

(
Fdecoder(i+1)

))
i = 3, 2

Concat
(
Input,Deconv

(
Fdecoder(i+1)

))
i = 1

(5)

Fdecoder(i)

= Conv3×3

(
Conv3×3

(
F ′

decoder(i)

))
i = 1, 2, 3, 4 (6)

where Input represents the input image, Fcnn(i) represents the
feature map obtained from the i-th layer of the convolutional
encoder, Fcenter represents the feature map obtained from the
center part, Fdecoder(i) represents the output feature map of
the i-th layer of the decoder, and Deconv (·) represents the
transposed convolution operation.

The final step towards pixel-level prediction employs a
1 × 1 convolution, which diminishes the number of feature
map channels to two. These channels are subjected to a soft-
max function, generating the ultimate segmentation result.
The above process can be summarized as follows:

Ffinal = Softmax (Conv1×1 (Fdecoder)) (7)

where Ffinal represents the network output and Fdecoder rep-
resents the feature map obtained from the final layer of the
decoder.

B. INTEGRATED TEST-TIME AUGMENTATION
We adopted the integrated test-time augmentation (ITTA)
technique inspired by PCANet [30] to boost our network’s
test phase accuracy. The procedural diagram can be found
in Fig. 4. The ITTA concept hinges on two primary principles.
First, applying multiple transformations to test images and
subsequent aggregation of results often lead to improved

final predictions compared to single-transformation infer-
ences [31]. Second, using an ensemble of models usually
yields superior performance than any single model [32].
These principles highlight the merit of combining diverse
models and transformations, as they provide complementary
information-enhancing test outcomes.

The ITTA methodology follows a four-step process:
• Model Construction and Training: We build and train a
group of base models on the training set, allowing each
model to learn the dataset’s unique features.

• Test Data Transformation: Test data is subjected to mul-
tiple transformations, creating distinct versions of each
test image.

• Prediction of Transformed Images: Each transformed
image is inputted into the trained models, generating
unique predictions.

• Aggregation of Predictions: We combine all predictions
from the several models and various transformations
by averaging all outputs, leading to the final prediction
result.

We leverage the synergistic potential of multiple models
and transformations through this approach, thereby improv-
ing our model’s skin lesion segmentation capability.

C. LOSS FUNCTION
The design of our loss function is based on a hybrid approach
incorporating both the Dice loss [20] and Cross-Entropy loss,
each chosen due to their respective attributes that contribute
significantly to the model’s performance.

The Dice loss function, named after the Dice coefficient
(a measure of the overlap between two samples), is notably
effective in improving convergence speed and mitigating
overfitting. The definition of the Dice loss function is as
follows:

Ldice (p, y) = 1 −
2

∑N
i piyi + ϵ∑N

i p
2
i +

∑N
i y

2
i + ϵ

(8)

Here, pi denotes the predicted probability of a pixel being
part of the lesion class, yi is the corresponding ground truth
label, N is the total number of pixels in the image, and ϵ is a
small constant to ensure numerical stability.

In the context of pixel-level classification tasks, the
Cross-Entropy loss function demonstrates its suitability by
efficiently classifying individual pixels into specific classes.
The definition of the Cross-Entropy loss function is as
follows:

LCE (p, y)= −

∑N

i

[
yi log (pi)+(1 − yi) log (1 − pi)

]
(9)

Here, pi denotes the predicted probability of a pixel being
part of the lesion class, yi is the corresponding ground truth
label, and N is the total number of pixels in the image.

The combined loss function L is expressed as a weighted
sum of the Dice and Cross-Entropy losses, calculated as
follows:

L (p, y) = 0.4 ∗ Ldice (p, y) + 0.6 ∗ LCE (p, y) (10)
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TABLE 1. Details of the ISIC 2016, ISIC 2017, ISIC 2018, and PH2 datasets.

The amalgamation of the Dice and Cross-Entropy losses
ensures accurate pixel classification (a strength of the Cross-
Entropy loss) and the creation of cohesive, continuous
segments (an advantage of the Dice loss). The resulting
combined loss function exploits the strengths of both loss
mechanisms, compensating for their limitations, thereby
enhancing overall model performance.

IV. EXPERIMENTS
A. DATASETS
Our approach underwent rigorous testing across four distinct
skin lesion segmentation datasets, all publicly accessible and
widely recognized for their significance in this field. The
details of these datasets are outlined in Table 1. The Inter-
national Skin Imaging Collaboration (ISIC) supplied the first
three datasets, namely ISIC 2016 [33], ISIC 2017 [12], and
ISIC 2018 [34], [35]. The ISIC’s commitment to providing
globally accessible, annotated skin lesion image datasets is
instrumental in advancing computer-aided diagnosis (CAD)
techniques for melanoma and other skin diseases, fostering
the progression of automated diagnostic procedures [12]. The
fourth dataset, PH2 [36], was contributed by the Dermatology
Department at the Pedro Hispano Hospital in Matosinhos,
Portugal. Each of these datasets has been previously used
to evaluate various methodologies. Let us delve into the
specifics of each dataset:

• ISIC 2016: The ISIC 2016 dataset includes 1279 skin
lesion images, with 900 designated for training and
379 for testing. Without a pre-defined validation set,
we randomly selected 112 images from the training
dataset as validation data, leaving 788 images for
training.

• ISIC 2017: The ISIC 2017 dataset features 2000 images
for training, and 150 for validation, with an additional
600 images set aside for testing.

• ISIC 2018: The ISIC 2018 dataset includes 2594 train-
ing images, 100 validation images, and 1000 test images.
As the ground truths for the test data are not pub-
licly available, we randomly divided the training images
into three groups: 1815 images (70%) for training, 259
(10%) for validation, and the remaining 520 (20%) for
testing.

• PH2: The PH2 dataset has 200 skin lesion images.
We distributed these randomly, assigning 140 (70%)
images for training, 20 (10%) for validation, and the
remaining 40 (20%) for testing.

B. IMPLEMENTATION DETAILS
Our proposed network has been developed using the PyTorch
platform on a computer equipped with an AMD Ryzen 9
5900HX CPU, 16GB DDR4 RAM, and an Nvidia GeForce
RTX 3080 Laptop GPU. All training and testing were carried
out under identical hardware conditions. The computational
environment was configured with Python 3.9 as the program-
ming language, utilizing PyTorch 2.0.0 as the fundamental
framework for building the neural network structure and
aiding in model debugging. Throughout the experiment, the
resolution of all images utilized for training, validation, and
testing was adjusted to a size of 224 × 224.
In order to optimize the initialization of model weights,

we utilized the pre-trained EfficientNet-B6 [51] and
MaxViT-T [28] weights from the ImageNet 2012 dataset [57]
as the network encoder’s foundation.

The Adam optimizer was utilized to conduct end-to-end
training of the network. Each network underwent a 50-epoch
training cycle, utilizing an initial learning rate of 0.001,
momentum parameters set at b1 = 0.5 and b2 = 0.999,
no weight decay, and batch size 16. After every epoch, eval-
uation metrics were calculated on the validation set, and if
the Dice score improved, the model weights were saved for
evaluation on the test set.

To diversify image samples, we adopted an augmentation
approach inspired by the strategy delineated in FAT-Net [5].
Five distinct augmentation techniques were employed, such
as vertical and horizontal rotations, angular rotations ranging
from −15 to 15 degrees, random adjustments to the contrast
and brightness within a −3% to 3% ratio, and random alter-
ations to the hue, value, and saturation within the same ratio.
While extensive augmentations risk distorting the distribution
of color or brightness and compromising the integrity of
original image information, the experiments demonstrated
that any such corruption was negligible due to the mini-
mal augmentation ratio. Crucially, this strategy of sample
enrichment enhances our proposed segmentation network’s
generalization capability, facilitating a more effective capture
of global contextual information and local features [5].

C. EVALUATION METRICS
The effectiveness of the proposed network was gauged
through widely accepted performance metrics used in skin
lesion segmentation, namely Accuracy (ACC), Intersection
over Union (IoU), Dice coefficient (Dice), Sensitivity (SE),
and Specificity (SP).
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TABLE 2. Distribution of TP, TN, FP, and FN based on segmentation result and ground truth mask.

TABLE 3. Performance comparison between single-encoder and dual-encoder architectures. The first value indicates the performance in the test set, and
the second value indicates the performance in the validation set.

Accuracy is a comprehensive measure of the overall effi-
cacy of the lesion image segmentation process. IoU, also
known as the Jaccard index, assesses the intersection ratio
between the derived segmentation outcomes and the actual
ground truth mask. The Dice coefficient is another critical
metric used to gauge similarity; it defines the extent of over-
lap between the predicted results and the ground truth in
image segmentation. Sensitivity provides insight into the pre-
cision of skin lesion pixel segmentation, whereas Specificity
quantifies the accurate segmentation of lesion-free regions.

The definitions for these metrics used to appraise segmen-
tation outcomes are provided below:

ACC =
TP + FN

TP + TN + FP + FN
(11)

Dice =
2.TP

2.TP + FP + FN
(12)

IoU = JAC =
TP

TP + FP + FN
(13)

SE =
TP

TP + FN
(14)

SP =
TN

TN + FP
(15)

In these definitions, TP (True Positive) denotes the count
of accurately segmented skin lesion pixels, while TN (True
Negative) signifies the count of accurately segmented back-
ground pixels. Conversely, FP (False Positive) represents the
misclassification of background pixels as skin lesion pixels,
and FN (False Negative) indicates the incorrect prediction of
skin lesion pixels as background pixels. A detailed break-
down of TP, TN, FP, and FN is provided in Table 2.

D. ABLATION STUDIES
In this section, we provided an extensive ablation analysis to
assess the individual contributions of different components
to our proposed dual-encoder architecture. Our experiments
exclusively utilized the ISIC 2017 dataset [12], and the other
implementation settings remained consistent across all trials.

1) SINGLE VERSUS DUAL-ENCODER ARCHITECTURE
In our first set of experiments, we investigated the impact
of the dual-encoder architecture. To this end, we constructed
two typical U-Net networks, each with a single encoder: one
with an EfficientNet-B6 [51] encoder and another with a
MaxViT-T [28] encoder. It is crucial to note that all back-
bones utilized in these networks were pre-trained on the
ImageNet-1K dataset [57]. Two modes were considered for
these single-encoder networks: one utilizing all five layers
of the encoder backbone and another using only the first
four layers. According to the results presented in Table 3,
our dual-encoder architecture demonstrated superior perfor-
mance compared to the single-encoder networks. Such a
decrease occurs despite using all five layers of the backbone,
which, although it increases the model parameter count, does
not improve performance over the proposed dual-encoder
configuration.

2) CONVOLUTIONAL AND TRANSFORMER BACKBONES IN
DUAL-ENCODER ARCHITECTURE
In our second series of experiments, we examined the
influence of using different networks for the convolutional
and transformer backbones in the dual-encoder architecture.
We tested the ResNet-50 [52] and EfficientNet-B6 [51]
as convolutional backbones and MaxViT-T [28] and
Swin-V2-T [58] as transformer backbones, thus generat-
ing four distinct combinations. All these backbones were
pre-trained on the ImageNet-1K dataset [57]. For each combi-
nation, similar to the previous experiment, we considered two
modes: the first employing all layers of the backbones and the
second omitting the last layer to create a lighter network.

Table 4 presents the outcomes of these experiments,
demonstrating that the EfficientNet-B6 + MaxViT-T com-
bination, utilizing only their initial four layers, yielded the
most superior performance. In the earlier experiments, as seen
in Table 3, increasing the layers in the encoding path in the
single-encoder architecture enhanced network performance.
However, as Table 4 reveals, this trend was reversed in the
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TABLE 4. Performance comparison between different convolutional and transformer backbones in the dual-encoder architecture. The first value indicates
the performance in the test set, and the second value indicates the performance in the validation set.

TABLE 5. Performance comparison of the models and the impact of integrated test-time augmentation technique. The first value indicates the
performance in the test set, and the second value indicates the performance in the validation set.

dual-encoder architecture, where adding more encoding lay-
ers diminished the model’s performance. This observation
can be rationalized by considering the substantial escala-
tion in the model parameters (approximately 3 to 5 fold)
when more layers are used in the dual-encoder setup. Given
that the skin lesion segmentation task has a finite number
of training images, the optimization of model parameters
becomes challenging, inevitably leading to a decline in the
final performance of the model.

In conclusion, our ablation studies substantiated the effec-
tiveness of the dual-encoder architecture and the superiority
of the EfficientNet-B6 + MaxViT-T combination for this
task.

3) INVESTIGATION OF INTEGRATED TEST-TIME
AUGMENTATION TECHNIQUE
In the third part of our ablation study, we aimed to explore
the effectiveness of the integrated test-time augmentation
technique. We used the proposed model (EfficientNet-B6 +

MaxViT-T Without Last Layer) as the baseline architecture
for this experiment.

Initially, we trained three base models, M1, M2, and M3,
on the ISIC 2017 training set. Owing to the stochastic nature
of the training process, wherein a portion of the model
weights are randomly initialized at each step, and the train-
ing images are provided in a randomized manner, the final
weights for each model occupy unique spaces. Consequently,
this leads to slight variances in the evaluation outcomes of the

test data across these models. These performance metrics for
M1,M2, andM3 are reported in the first three rows of Table 5.

Following this, we applied the common test-time augmen-
tation technique. In this method, three new images are derived
from the input test image using transformations: horizontal
rotation, vertical rotation, and simultaneous horizontal and
vertical rotation. These three transformed images, plus the
original image are inputted into the model for prediction. The
resulting outputs from these four images are then averaged to
yield the final result. This process enhanced the performance
of models M1, M2, and M3 during test time, as presented in
rows four to six of Table 5.

In implementing the integrated test-time augmentation,
we first performed the common test-time augmentation on the
three base models. Following this, we calculated the average
output from the ensemble of 12 heatmaps to generate the final
result. As evident from the last row of Table 5, the integrated
test-time augmentation technique improves the results and
outperforms both the three base models and the common
test-time augmentation technique.

E. COMPARISON WITH STATE-OF-THE-ART METHODS
In this section, we comprehensively evaluated the effective-
ness of our proposed approach compared to state-of-the-art
methods. To establish a rigorous benchmark, we assessed
the performance on multiple datasets: ISIC 2016, ISIC 2017,
ISIC 2018, and PH2. The experimental results are presented
below.
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TABLE 6. Comparative analysis of various state-of-the-art segmentation methods on the ISIC 2016 test set.

FIGURE 5. Comparative visualization of various state-of-the-art methods on the ISIC 2016 dataset. (a) Input images. (b) Ground truth. (c) U-Net [17].
(d) Ms RED [43]. (e) FAT-Net [5]. (f) EIU-Net [61]. (g) Ours. The ground truth and segmentation outcomes from various methods are represented by the red
and blue lines correspondingly.

1) EVALUATION ON THE ISIC 2016 DATASET
We conducted a comparative analysis of the proposed
DEU-Net with eight state-of-the-art approaches on the
ISIC 2016 dataset, including U-Net [17], FAC-Net [42],
Ms RED [43], FAT-Net [5], TC-Net [59], GFANet [60],
EIU-Net [61], and autoSMIM [62]. While U-Net is a
general model for medical image segmentation, the other
approaches were developed specifically for skin lesion
segmentation, among which FAT-Net and TC-Net lever-
age transformer-based methods for this task. As illustrated
in Table 6, our DEU-Net demonstrated superior perfor-
mance, scoring 96.64%, 87.48%, 92.90%, 92.81%, and
97.40% in ACC, IoU, Dice, SE, and SP metrics, respectively.

It outperformed the other approaches in the critical met-
rics of ACC, IoU, and Dice, achieving marginal improve-
ments of 0.22% in ACC over the second-ranked Ms RED
and autoSMIM, 0.43% in IoU over the second-ranked
autoSMIM, and 0.08% in Dice over the second-ranked
TC-Net. Furthermore, our DEU-Net demonstrated consider-
able enhancements compared to U-Net, achieving improve-
ments of 2.27%, 5.95%, and 4.33% in ACC, IoU, and Dice
metrics, respectively.

Additionally, we visually compared the segmentation out-
put from our proposed DEU-Net and four other approaches,
namely U-Net, Ms RED, FAT-Net, and EIU-Net, in Fig. 5.
These images depict five challenging skin lesion samples.
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TABLE 7. Comparative analysis of various state-of-the-art segmentation methods on the ISIC 2017 test set.

Our proposed DEU-Net showed superior performance,
generating results closer to the ground truth mask, particu-
larly in cases involving ambiguous boundaries and artifacts
such as patient hair and color calibration charts. This
improved performance is attributed to the DEU-Net’s ability
to extract richer global context information compared to the
other methods.

2) EVALUATION ON THE ISIC 2017 DATASET
In the case of the ISIC 2017 dataset, we conducted a compre-
hensive evaluation of our proposed approach in comparison to
eleven state-of-the-art approaches, namely U-Net [17], FAC-
Net [42], Ms RED [43], FAT-Net [5], Act-AttSegNet [63],
NCRNet [64], TC-Net [59], GFANet [60], CL-DCNN [65],
RMMLP [66], and EIU-Net [61]. Among them, FAT-Net
and TC-Net stand out as transformer-based approaches for
skin lesion segmentation. Table 7 shows the statistical out-
comes regarding the segmentation of skin lesions on the ISIC
2017 dataset for different approaches. Our approach achieved
superior performance across most metrics, with 94.45%,
79.51%, 87.16%, 84.50%, and 98.25% in ACC, IoU, Dice,
SE, and SP metrics, respectively. Compared to U-Net, our
approach achieved improvements of 1.78%, 5.11%, 3.89%,
2.76%, and 0.78% in ACC, IoU, Dice, SE, and SP metrics,
respectively. Regarding the Dice score, our approach ranks
second with a negligible difference of 0.04% compared to
Act-AttSegNet. However, it outperforms Act-AttSegNet by
0.95% and 0.31% in the ACC and IoU metrics, which are
crucial for accurate lesion segmentation.

Furthermore, a visual comparison is provided in Fig. 6,
showcasing several examples of the segmentation results
from our proposed approach and other methods. To facilitate
this analysis, we have specifically chosen four approaches
for evaluation: U-Net, Ms RED, FAT-Net, and EIU-Net. The
comparative analysis of the visual results substantiates the
superior performance of our approach against other partici-
pants, mainly when dealing with challenging cases involving

ambiguous boundary situations. The illustrations showcase
how our proposed approach successfully delineates lesion
boundaries, even in the presence of hair and other artifacts,
and in images with minimal differentiation between the skin
and the lesion.

3) EVALUATION ON THE ISIC 2018 DATASET
We evaluated the proposed DEU-Net’s performance on
the ISIC 2018 dataset in comparison to ten state-of-the-
art methods, including U-Net [17], Ms RED [43], FAT-
Net [5], FTN [67], AS-Net [68], UNeXt [69], ICL-Net [70],
GFANet [60], EIU-Net [61], and autoSMIM [62]. Among
these methods, U-Net and UNeXt were designed for medical
image segmentation, while the rest were tailored specifically
for skin lesion segmentation. Notably, three of these meth-
ods, FAT-Net, FTN, and ICL-Net, are transformer-based.
As depicted in Table 8, our DEU-Net exhibited competi-
tive performance against these methods, securing scores of
96.57%, 84.44%, 90.81%, 92.40%, and 97.51% across the
ACC, IoU, Dice, SE, and SP metrics, respectively. Our tech-
nique outperformed all others in the critical IoU and Dice
metrics, enhancing the IoU and Dice scores by 0.48% and
0.41%, respectively, compared to the runner-up, autoSMIM.
In the ACC metric, our method ranked third, trailing slightly
by 0.53% and 0.13% to ICL-Net and EIU-Net, respectively.
However, we surpassed these two techniques in the pivotal
IoU and Dice metrics. Moreover, compared to U-Net, our
approach demonstrated significant improvements, enhancing
theACC, IoU, andDicemetrics by 1.26%, 4.66%, and 3.59%,
respectively.

To further illustrate the performance of DEU-Net,
we showcased the segmentation results from five chal-
lenging ISIC 2018 dataset samples in Fig. 7, using our
proposed method alongside four other approaches: U-Net,
FAT-Net, UNeXt, and EIU-Net. It is apparent that our tech-
nique excelled in skin lesion segmentation compared to
the other methodologies. Our method demonstrated robust
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FIGURE 6. Comparative visualization of various state-of-the-art methods on the ISIC 2017 dataset. (a) Input images. (b) Ground truth. (c) U-Net [17].
(d) Ms RED [43]. (e) FAT-Net [5]. (f) EIU-Net [61]. (g) Ours. The ground truth and segmentation outcomes from various methods are represented by the red
and blue lines correspondingly.

TABLE 8. Comparative analysis of various state-of-the-art segmentation methods on the ISIC 2018 test set.

performance even with complex samples featuring blurred
lesion borders, low lesion-to-skin contrast, patient hair arti-
facts, and varied lesion dimensions. Despite these challenges,
DEU-Net generated segmentation results that closely resem-
bled the ground truth masks.

4) EVALUATION ON THE PH2 DATASET
The performance of the proposed DEU-Net on the PH2
dataset was evaluated by comparing it to eight state-of-
the-art segmentation methods: U-Net [17], Ms RED [43],

FAT-Net [5], Act-AttSegNet [63], AttSwinUNet [71], GFA-
Net [60], ULFAC-Net [72], and AMCC-Net [73]. Notably,
FAT-Net and AttSwinUNet are transformer-based methods
specifically designed for skin lesion segmentation. A statisti-
cal comparison for the PH2 dataset can be found in Table 9.
As the result indicates, our proposed methodology out-
shines most competitors across various metrics. Specifically,
the DEU-Net achieved scores of 97.58%, 91.81%, 95.65%,
94.60%, and 98.13% in ACC, IoU, Dice, SE, and SP met-
rics, respectively. Compared to the conventional U-Net,
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FIGURE 7. Comparative visualization of various state-of-the-art methods on the ISIC 2018 dataset. (a) Input images. (b) Ground truth. (c) U-Net [17].
(d) FAT-Net [5]. (e) UNeXt [69] (f) EIU-Net [61]. (g) Ours. The ground truth and segmentation outcomes from various methods are represented by the red
and blue lines correspondingly.

TABLE 9. Comparative analysis of various state-of-the-art segmentation methods on the PH2 test set.

our DEU-Net enhances skin lesion segmentation perfor-
mance by 4.42%, 10.11%, and 6.65% in ACC, IoU, and
Dice metrics, respectively. These significant improvements
underscore the importance of leveraging global long-range
context when segmenting skin lesions.

Continuing the trend observed in other datasets, Fig. 8
offers a visual comparison of segmentation results for
five challenging samples from the PH2 dataset test set.
These results were obtained using our proposed DEU-Net
method and four other approaches: U-Net, Ms RED, FAT-
Net, and AttSwinUNet. The comparative analysis clearly
demonstrates that our proposed method performs superiorly

to competitors, producing results that closely align with the
ground truth mask. DEU-Net is particularly successful in
demarcating lesion boundaries within samples characterized
by ambiguous boundaries, which is a testament to its effi-
ciency and robustness.

V. DISCUSSION AND LIMITATIONS
In medical image segmentation, encoder-decoder structures
have gained significant popularity. Nevertheless, many of
these models have overlooked the significance of capturing
long-range dependencies, resulting in subpar network per-
formance. Incorporating ample global context information
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FIGURE 8. Comparative visualization of various state-of-the-art methods on the PH2 dataset. (a) Input images. (b) Ground truth. (c) U-Net [17]. (d) Ms
RED [43]. (e) FAT-Net [5]. (f) AttSwinUNet [71]. (g) Ours. The ground truth and segmentation outcomes from various methods are represented by the red
and blue lines correspondingly.

FIGURE 9. Visualization of challenging and unsuccessful cases of skin lesion
segmentation. (a) Input images. (b) Ground truth. (c) DEU-Net.

proves invaluable in enabling the network to accurately
delineate lesion boundaries, particularly in complex cases
characterized by indistinct lesion-background boundaries,
irregular shapes, and large dimensions. We incorporated
a dual encoder within the U-Net framework to enhance

feature extraction in the skin lesion segmentation task. This
dual encoder combines two branches, one with convolu-
tional layers and the other with transformer components,
allowing us to extract local features and global contex-
tual information simultaneously. In certain earlier methods,
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such as FAT-Net [5], there was an attempt to extract local
features and global contextual information concurrently by
employing a fusion of convolutional and transformer net-
works. However, they did not prioritize choosing the most
compatible convolutional and transformer backbones for
seamless cooperation. In our research, we have thoroughly
assessed several backbones for this specific task, and the
pairing of EfficientNet-B6 and MaxViT-T networks has
proven to deliver the most outstanding performance. Com-
prehensive ablation studies and comparative experiments on
diverse datasets, including ISIC 2016, ISIC 2017, ISIC 2018,
and PH2, showcase the advantages of our dual encoder. Fur-
thermore, we employed the integrated test-time augmentation
technique, which improved results by combining predic-
tions from multiple models and various transformations and
increased the model’s robustness.

However, despite our segmentation network outperform-
ing previous approaches in most evaluation metrics, it still
has limitations when confronted with samples characterized
by high irregularities and low contrasts. Fig. 9 illustrates
instances of these complex cases where our method failed to
segment the lesion accurately.

VI. CONCLUSION
In this study, we presented the Dual Encoder U-Net
(DEU-Net), a novel U-shaped network architecture crafted
specifically for skin lesion segmentation. The DEU-Net
incorporates a convolutional branch in its encoder responsible
for extracting local features and an auxiliary transformer
branch to amplify the extraction of more complex long-range
dependencies. Such an approach is pivotal in handling the
challenging task of skin lesion segmentation. To boost the
network’s effectiveness and robustness, we further incorpo-
rated the Integrate test-time augmentation strategy during the
testing phase of the network. Moreover, we implemented a
thorough evaluation of the suggested approach by conducting
a series of rigorous experiments across four publicly avail-
able skin lesion datasets: ISIC 2016, ISIC 2017, ISIC 2018,
and PH2. The empirical results indicated that our approach
outperformed other state-of-the-art skin lesion segmentation
methodologies and yielded outputs more aligned with the
ground truth mask.

In our proposed approach, we used a simple method
in the central part of the DEU-Net to fuse the feature
maps obtained from the two convolutional and transformer
branches. In future work, we aim to improve the model’s per-
formance by enhancing the fusion of feature maps obtained
from the two encoder branches.
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