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ABSTRACT Sentiment classification is a natural language processing task to identify opinions expressed
in texts such as product or service reviews. In this work, we analyze the effects of different deep-learning
model combinations, embedding methods, and tokenization approaches in sentiment classification. We feed
non-contextualized (Word2Vec and GloVe) and contextualized (BERT and RoBERTa/XLM-RoBERTa)
embeddings and also the output of the pretrained BERT and RoBERTa/XLM-RoBERTa models as input
to neural models. We make a comprehensive analysis of eleven different tokenization approaches, including
the commonly used subword methods and morphologically motivated segmentations. The experiments are
conducted on three English and two Turkish datasets from different domains. The results show that BERT-
and RoBERTa-/XLM-RoBERTa-based and contextualized embeddings outperform other neural models.
We also observe that using words in raw or preprocessed form, stemming the words, and applyingWordPiece
tokenizations give the most promising results in the sentiment analysis task. We ensemble the models to find
out which tokenization approaches produce better results together.

INDEX TERMS Machine learning, deep neural networks, natural language processing, sentiment
classification, word embedding, tokenization, morphology.

I. INTRODUCTION
Sentiment classification is a natural language processing
task of determining and understanding a text’s emotions,
attitudes, and opinions in social media posts, customer
reviews, news articles, and the like. It involves analyzing
the text’s language, context, and tone to identify whether the
sentiment expressed is positive, negative, or neutral. The
sentiment of a text provides valuable information for various
applications. Today, comments posted on the Web are
far beyond the scale that people can handle manually.
For this reason, it has become essential to automate the
sentiment analysis task. In addition to obtaining positive
and negative sentiments, sentiment analysis studies are also
conducted to extract emotions from texts. For example,
Raman et al. [1] analyzed the performance of different algo-
rithms in detecting aggression and hate speech from Twitter
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and Facebook messages. Similarly, Rana et al. [2] studied
sentiment analysis based on customer loyalty by using text
mining and machine learning models to extract customer
feelings.

The importance of sentiment analysis lies in its ability
to extract valuable insights and make informed decisions
in various domains. Here are some areas where sentiment
analysis is important and the key reasons:

• Customer feedback and reputation management: Senti-
ment analysis allows businesses to monitor and analyze
customer feedback in real time. It helps manage
reputation, enhance customer satisfaction, and maintain
brand loyalty.

• Market research and competitive analysis: Companies
can identify market trends, understand customer pref-
erences, and gain a competitive edge by analyzing
sentiment across different demographics, locations,
or time periods. It helps in decision making, product
development, and marketing strategies.

VOLUME 11, 2023

 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 134951

https://orcid.org/0000-0003-0125-8110
https://orcid.org/0000-0001-9448-9422
https://orcid.org/0000-0001-6623-1758


A. Erkan, T. Güngör: Analysis of Deep Learning Model Combinations and Tokenization Approaches

• Social media monitoring: By tracking mentions and
analyzing sentiment, businesses can gauge the effective-
ness of their social media campaigns, identify potential
crises, and engage with customers in real time. It helps
in brand management, crisis response, and social media
marketing.

• Financial analysis and stock market prediction: Senti-
ment analysis is employed in the financial sector to
analyze news articles, social media posts, and financial
reports to gauge market sentiment.

• Public opinion and policy analysis: Sentiment analysis
is used in politics and governance to analyze public
sentiments and opinions toward government policies,
public figures, or political events.

Although rule-based approaches exist to extract sentiment
from a document, the studies showed that machine learning
algorithms are superior in obtaining more accurate results.
Previous works based on machine learning methods mostly
used frequency models such as term frequency-inverse
document frequency (TF-IDF) [3] as features for sentiment
analysis. On the other hand, recent studies use word
embeddings as input to the machine learning models. The
most commonly used word embeddings in this domain are
Word2Vec [4], GloVe [5], and BERT [6].
This paper uses different tokenization methods and embed-

ding types with different machine learning models to extract
sentiment from reviews and analyzes which combinations
produce better results. We compare the results for the
agglutinative language Turkish and the analytical language
English. Due to its agglutinative nature, Turkish poses several
challenges in NLP studies. The rich morphological structure
of the language makes it an open question of how words
should be tokenized in different types of tasks. In addition,
the free-word order of the sentences brings complications
in capturing the semantics of different types of sentences.
We include the Turkish language in this work, in addition to
the English language, to analyze the effects of these challeng-
ing issues in the sentiment analysis domain. Our hypothesis is
that the choice of tokenization methods, embedding schemes,
and learning models significantly influences the performance
of sentiment analysis on various datasets in both agglutinative
and analytical languages.

As in recent sentiment analysis studies, we use Word2Vec,
GloVe, BERT, and RoBERTa [7] (XLM-RoBERTa [8] for
Turkish) embeddings as features. These embeddings can be
produced for individual words/tokens or entire documents.
We use these embeddings as input to the machine learning
models Feed Forward Neural Network (FFNN) and Convo-
lutional Neural Network (CNN) [9]. We use the embedding
vectors of BERT and RoBERTa (XLM-RoBERTa) in two
ways: for FFNN, we get the embedding vector of the sentence
marker ([CLS] token) in the last layer, while for CNN, we get
the embedding vectors of all tokens in the last layer.

As a novel approach, we produce embeddings for eleven
different tokenization schemes, which are surface form,

preprocessed form, surface form with stopwords eliminated,
stem, lemma, morphemes, byte pair encoding (BPE) [10],
WordPiece [11], unigram language model (ULM) [12],
syllables (for Turkish) and partial surface form (for Turkish).
Most of the tokenization schemes that we employ in this
work are widely used in different types of NLP tasks in the
literature [13], [14]. Using surface or root forms of words
and some variations of these forms, such as the preprocessed
form, is a common approach in the NLP domain [15], [16].
The tokenization methods BPE, WordPiece, and ULM are
referred to as subword methods and are used mainly in deep
learning-based studies [10], [17]. Besides these widely used
schemes, syllables and partial surface forms are not used
much as tokenization approaches in the literature. In this
work, we make a comprehensive analysis of a large number
of tokenization strategies, including those that are commonly
used in NLP tasks and those that are not common but may
have value in morphologically rich languages.

We use Stanford IMDBMovie Reviews [18], Semeval 2016
Task 5 Restaurant Reviews [19], and Semeval 2017 Task 4
Twitter [20] datasets for English, and Semeval 2016
Task 5 Turkish Restaurant Reviews [19] and Beyazperde
Movie Reviews [21] datasets for Turkish. For each dataset,
we generate words and subwords based on the tokenization
schemes and their embeddings. Then, we train the machine
learning models with these embeddings. The analysis of the
results shows which models and tokenization types perform
better. We also observe that some proposed approaches
outperform the current state-of-the-art results. We make the
codes publicly available for research purposes.1

The main contributions of the paper are as follows:
• We analyze the interactions between different tokeniza-
tion methods, embedding schemes, and learning models
on several datasets in two languages.

• We obtain state-of-the-art results for sentiment analysis
on some of the datasets.

• We conduct a stability analysis for the learning models
and the tokenization methods.

The rest of the paper is organized as follows: Section II briefly
introduces the word embedding approaches, the machine
learning models, and the tokenization methods used in this
work. Section III presents the previous studies related to
sentiment classification. We outline the datasets used in this
work in Section IV and describe the proposed models in
Section V. The results are given in Section VI. Section VII
explains the ensembling of different tokenization methods
to increase performance. Finally, Section IX concludes the
article.

II. BACKGROUND
A. WORD EMBEDDINGS
Word embeddings are representations of words using vectors
that show semantic and syntactic similarities between words.
The simplest embedding model is one-hot encoding, where a

1https://github.com/alierkan/TokenizedSentimentClassification
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vector is created with a size equal to the number of words in
the vocabulary.

More efficient word embedding models have been devel-
oped and used in recent NLP studies. The most commonly
used word embedding models can be cited as Word2Vec [4],
GloVe [5], FastText [22], BERT [6], RoBERTa [7], XLM-
RoBERTa [8], GPT-2 [23], and GPT-3 [24]. We briefly
explain below the models that are used in this work.

1) Word2Vec
Word2Vec is an unsupervised embedding model developed
by Mikolov et al. [4]. It has two versions: Skip Gram (SG)
and Continuous Bag of Words (CBOW) [25]. The Skip Gram
model with negative sampling usually yields more efficient
results [26].

2) GloVe
GloVe is another unsupervised model based on word-to-
word co-occurrence statistics on which training is performed.
The output of training provides linear substructures of the
word vector space. It encodes the co-occurrence probability
ratio between two words as vector differences. Similarly to
Word2Vec, GloVe embeddings give a single embedding for a
token independent of its context.

3) BERT
BERT (Bidirectional Encoder Representations from Trans-
formers) is a multilayer bidirectional transformer encoder
model that can be used in two ways. Unlike Word2Vec
/ Love, BERT produces contextual embeddings in the
sense that the embedding of a token will be different
depending on its context. The first way to use BERT for
sentiment classification is, given an input sequence, the
embeddings of the words in the sequence can be obtained,
and these embedding vectors are used as the feature. As a
second way, only the output [CLS] token can be used to
classify the sequence. In this work, we make use of both
approaches.

BERT has two models: BERT-base and BERT-large. The
BERT-base (BERT-large) model consists of an encoder with
12 (16) transformer blocks, 12 (24) self-attention heads, and
a hidden size of 768 (1024). The length of the input sequence
is limited to 512 tokens.

4) RoBERTa
RoBERTa is a replication of BERTwith somemodifications.
The next sentence prediction objective was removed from
the model. The model was trained with larger batch sizes
and more data. In addition to the dataset used in BERT for
pretraining, Liu et al. [7] used a new large dataset.

5) XLM-RoBERTa
XLM-RoBERTa is a multilingual version of the RoBERTa
model. The masked language model was trained in 100 lan-
guages using the Common Crawl corpus [27].

B. TOKENIZATIONS
Tokenization is the process of dividing a sentence into tokens.
Tokens can be formed of words as written in the sentence,
or they can be formed of different forms of words. In this
work, we make a comprehensive analysis of the effect of
different tokenization approaches explained in the following
on the sentiment classification task.

1) WORDS
In this approach, tokens are formed of character sequences
separated by a white space. This is the simplest tokenization
approach used in NLP tasks. In this model, a token usually
corresponds to a word. However, since no preprocessing is
applied to the sentence, tokens may correspond to words
mixed with punctuation marks or other kinds of characters.

2) WORDS - PREPROCESSED
It is common practice to preprocess sentences or documents
before tokenization. In this approach, we use the following
preprocessing operations, some of which are tailored to the
sentiment analysis domain:

• Lowercase the sentence.
• Change ‘‘n’t’’ to ‘‘not.’’
• Remove ‘‘@name’’.
• Isolate and remove punctuations except ‘‘?’’.
• Remove other non-alphanumeric characters.

3) WORDS - NO STOPWORDS
Stopwords are words that are frequently used in all types of
documents in a language and thus do not have discriminative
power. In this tokenization approach, we eliminate stopwords
in sentences by using the stopword list of the Python NLP
library NLTK [28].

4) STEM
Stemming is a rule-based process that strips off suffixes
in a word in order to obtain the stem (root form) of
the word [29]. In this approach, we use the stems of
words as tokens in the sentiment analysis models. For
stemming, we use Stanford CoreNLP [30] for English and
the morphological parser of Sak et al. [31] for Turkish. Also,
we used Sak et al.’s morphological parser in lemmatization
and morpheme extraction for Turkish.

5) LEMMA
Lemmatization [32] is similar to stemming in the sense that
the root form of the word is extracted. The difference is
that it also takes into account morphophonemic rules and
irregular cases. Similar to stemming, we use the lemma forms
of the words in the models. We use Stanza [33] for the
lemmatization in English.

6) MORPHEMES
Similar to the previous two approaches, morphological
parsing finds the root form of a word, but also extracts all
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the suffixes. In this tokenization approach, a word is divided
into its morphemes (root and suffixes), and each morpheme
is used as a separate token [34], [35]. We use Morfessor [36]
for English morpheme extraction.

7) BYTE PAIR ENCODING
Byte pair encoding (BPE) [10] has originated from a data
compression algorithm [37]. Its variants are used in Google’s
SentencePiece tokenization method [38] and OpenAI’s GPT-
3 model [24]. The intuition behind the BPE algorithm is,
given a corpus, to divide the tokens in the corpus into smaller
parts (subwords) such that frequently occurring character
sequences are represented together. In this approach, we use
the subwords as tokens.

8) WordPiece
The WordPiece algorithm [11] is very similar to the BPE
tokenization method. The difference is that it combines the
sequences that increase the language model probability of the
corpus the most.

9) UNIGRAM LANGUAGE MODEL
BPE and WordPiece are bottom-up algorithms that start with
individual characters as subwords and form longer subwords
by combining consecutive sequences at each iteration. On the
other hand, the unigram language model (ULM) [12] is
similar to a top-down approach in the sense that it begins with
tokens and subwords and eliminates some of these units at
each iteration.

10) SYLLABLES
A syllable is a unit of pronunciation that has one vowel sound.
Turkish has well-defined rules for syllabification. We use the
syllables in the words as tokens.

The Turkish syllabification algorithm is shown in
Figure 1 [39]. The algorithm begins by scanning the end of
the word and finds the rightmost vowel in the word. If the
letter to the left of this vowel is a vowel, then the part of the
word from the rightmost vowel up to the end is accepted as a
syllable. Otherwise, the part of the word from the consonant
on the left up to the end is a syllable. The detected syllable is
removed and the algorithm iterates. If no vowel can be found
at a step, the remaining word is accepted as a syllable.

11) PARTIAL SURFACE FORM
The partial surface form of a word is an intermediate form
between the root form and the surface form [40]. Inspired
by this idea, we propose a tokenization method in which the
inflectional suffixes are detached from the word, while the
derivational suffixes are kept. After the partial surface form
and the inflectional suffixes of the word are obtained, each is
used as a separate token.

We can explain the intuition behind this method as follows.
In morphologically rich languages, using surface forms of
words without any segmentation increases the number of

FIGURE 1. Syllable extraction algorithm for Turkish.

words drastically. It causes sparse data problems, while
reducing the words to a base form like the stem form causes
a loss of information in the suffixes. A remedy to this
problem may be to keep the derivational suffixes, which give
a semantic shift to the root meaning, and to separate the
inflectional suffixes, which do not add to the meaning. In this
work, we test this argument in Turkish sentiment analysis
models.

Table 1 exemplifies the tokenization methods explained in
this section. The first nine methods are shown on a sentence
from the IMDB Movie Reviews dataset and the last two are
specific to Turkish on a sentence from the BeyazPerde Movie
Reviews dataset.

III. LITERATURE REVIEW
Sentiment analysis is a prevalent task in natural language
processing and there is plenty of work on this topic. In this
section, we only review the recent studies on this subject,
especially the studies that use the same datasets as we do. For
further reading, Suneetha and Row provide a recent survey of
the topic [41].
The approaches used in sentiment analysis can be divided

into three: lexicon-based,machine learning-based, and hybrid
approaches. Lexicon-based approaches make use of lexicons
such as SentiWordNet and WordNet. In machine learning
approaches, different methods have been employed, such as
support vector machines (SVM) [42], k-nearest neighbors
(k-NN) [43], conditional random field (CRF) [44], hidden
Markov models (HMM) [45], naïve Bayes (NB) [46],
maximum entropy [47], and finally deep learning. Deep
learning models based on the LSTM and CNN architectures
and their variants currently dominate the field. Hybrid
approaches combine lexicon information with machine
learning models [48].

There are many surveys related to sentiment analysis.
Dang et al. [49] summarized deep learning-based sen-
timent analysis studies. They analyzed 32 studies that
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TABLE 1. Tokenizations of example sentences.

use deep neural networks (DNN), CNNs, and recurrent
neural networks (RNNs) with Word2Vec embeddings and
TF-IDF. Kastrati et al. [50] used CNN and BiLSTM to
identify the opinions in Facebook comments related to
COVID-19 in the Albanian language. They used FastText
and BERT embeddings. Chandra and Krishna [51] employed
a BiLSTM model with BERT embeddings in Twitter
messages. Hung [52] studied document-level opinion mining
using different models such as CNN, LSTM, BiLSTM
and CNN-LSTM for the Vietnamese language. He used
different tokenization approaches and domain-specific and
nondomain-specific embeddings. Shin et al. [53] used
lexicon-based embeddings in the CNNmodel. They proposed
three ways of integrating the information from the lexicon
into the model. They developed an embedding attention
vector to transform the embedding document matrix into
a vector. Camacho-Collados and Pilevar [54] analyzed
the sentiment classification performance of three different
preprocessing techniques, which are lemmatization, lower-
casing, and multiword grouping by using the CNN model.

For the IMDB Movie Reviews dataset, Haonan et al. [55]
used a pretrained large BERT model for encoding and devel-
oped a graph neural network. Each review was represented
by a node in the graph. They linked nodes that belong
to the same topic, created a graph dataset, and developed
the graphstar model architecture, which performs inductive
tasks on previously unseen graph data and aggregates local
and long-range information. Wang et al. [56] reformulated
sentiment classification as a textual entailment task such that
an input sentence is combined with user sentiment. They used
few-shot learning as a kind of meta-learning by employing a
limited number of samples. Meta-learning uses a support set
that is a small set of labeled instances instead of a training
set, and every class has at most a few samples n (n-shot).
The model yielded 96.1 percent accuracy with the complete
training set and 87.1 percent accuracy with an 8-shot.

Chi et al. [57] used pretrained BERT with fine-tuning and
obtained 95.79 percent accuracy. Qizhe et al. [58] proposed
the unsupervised data augmentation (UDA) model and used
the model with pretrained BERT data. They transformed
unlabeled data instances into realistic-looking training data
using the UDA model. Table 2 lists the studies related to this
dataset.

TABLE 2. Summary of related works on IMDB movie reviews dataset.

For the Semeval 2016 Restaurant Reviews dataset,
Khalil et al. [59] used Kim’s CNN model [9] with Word2Vec
embeddings. They used ensemble models with simple voting.
Kumar et al. [60] used SVM as the classifier. The features
are word polarities retrieved from lexicons, token unigrams
and bigrams, and entity-attribute pairs. Brun et al. [61]
used a syntactic parser [62] to extract POS tagging, lemma,
and surface form of the tokens. The polarities are found
by using an ensemble of singular value decomposition
(SVD) [63] and elastic net [64]. Wallaart and Frasincar [65]
combined domain knowledge in the form of an ontology and
a neural rotatory attention model [66] and used GloVe as
word embeddings. Trusca et al. [67] extended the model of
Wallaart and Frasincaret [65] and used hierarchical attention
by adding an extra attention layer to the hybrid approach
and replaced GloVe embeddings with ELMo and BERT.
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Reddy et al. [68] developed a multi-headed self-attention
model with the last five layers of the fine-tuned BERT
(BERT-IL). Table 3 summarizes the related works on this
dataset. Since it is a small dataset for a specific domain,
models with lexicon-based features yielded high accuracies.

TABLE 3. Summary of related works on semeval 2016 restaurant reviews
dataset.

For the Semeval 2017 Twitter dataset, Cliche [69] used
CNN and LSTM with GloVe, Word2Vec, and FastText
embeddings. He trained CNN and LSTM models sepa-
rately and then ensembled the output of the two models.
Yin et al. [70] employed Recurrent-CNN (RCNN) with
GloVe and Word2Vec embeddings. RCNN integrates recur-
rent networks with cohesive convolutional models [71]. Ham-
dan [72] used CNN with structured skip-gram embeddings.
Baziotis et al. [73] used bidirectional LSTM (BiLSTM) with
GloVe and Word2Vec embeddings. Table 4 summarizes the
related studies and shows their accuracies.

TABLE 4. Summary of related works on semeval 2017 twitter dataset.

For the Semeval 2016 Turkish Restaurant Reviews dataset,
similar to their experiments on the English Restaurant
Reviews dataset, Kumar et al. [60] usedword polarities, token
n-grams, and entity-attribute pairs as features in an SVM
classifier. Ruder et al. [74] used CNN [9] for aspect-based
sentiment analysis. They first extracted the aspect tokens
and then fed the embeddings of the aspects and words
together to the CNN model. Table 5 summarizes the related

works on this dataset. Similar to the English counter-
part of this dataset, the lexicon-based model yields high
performance.

TABLE 5. Summary of related works on semeval 2016 turkish restaurant
reviews dataset.

Finally, for the Beyazperde Movie Reviews dataset,
Uçan et al. [21] used a lexicon and SVM to predict the senti-
ments of the reviews. They obtained 84.6 percent accuracy.
Aydın et al. [75] combined Word2Vec with lexicon-based
polarity scores to obtain features and used SVM as the
classifier. In another work, Aydın and Güngör [40] used
SVM with the so-called partial surface forms of the words.
They combined an unsupervised model with the supervised
model using majority voting. For the unsupervised model,
they used the sentiment score of a word based on pointwise
mutual information (PMI) [76] to decide the sentiment. For
the supervisedmodel, they used TF-IDF and a neural network
model. The related works on this dataset are summarized in
Table 6.

TABLE 6. Summary of related works on beyazperde movie reviews
dataset.

There are also several other sentiment analysis studies
for the Turkish language. Kaya et al. [77] used maxi-
mum entropy, n-gram language model, SVM, and naïve
Bayes to classify sentiments of Turkish political columns.
Çetin and Amasyali [78] employed active learning for
sentiment analysis on Turkish tweets. Türkmenoğlu and
Tantuğ [79] translated an English sentiment lexicon to
Turkish and employed both lexicon-based and machine
learning-based methods. Vural et al. [80] customized the
SentiStrength sentiment analysis library by translating its
lexicon to Turkish and using an unsupervised learning model.
Dehkharghani et al. [81] created SentiTurkNet, a Turkish
polarity lexicon for sentiment analysis.

To provide a summary of the previousworks covered in this
section, we show in Table 7 the embedding methods/features
and the learning models used in these works.
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TABLE 7. List of embedding methods/features and the learning models
used in related studies.

IV. DATASETS
In this work, we use three datasets in English and two
datasets in Turkish to analyze the effects of different model
architectures and tokenization methods on both languages.

TABLE 8. Number of reviews in the datasets.

The English datasets are the Stanford IMDB Movie
Reviews dataset [18], Semeval 2016 Task 5 Restaurant
Reviews dataset [19], and the Semeval 2017 Task 4 Twitter
dataset [20]. The Turkish data sets are the Semeval 2016
Task 5 Restaurant Reviews dataset [19] and the Beyazperde
Movie Reviews dataset [21]. Table 8 shows the number
of reviews in the sentiment classes in the datasets. The
movie review datasets (IMDB and Beyazperde) are two-class
datasets and are balanced. The Semeval Restaurant Reviews
and Twitter datasets, on the other hand, are skewed datasets
formed of three sentiment classes. We used the train and
test splits of the datasets shown in Table 8 in order to be
able to compare our results with the results in the literature.
Additionally, to avoid fitting the models to the specifics of

the test sets and to generalize the results, we employed k-fold
cross-validation (k = 5) for all the datasets, learning models,
and tokenization methods.

We evaluate the results in terms of accuracy. For unbal-
anced datasets, we also give weighted averaged F1 value
scores. The weighted-averaged F1-value is computed by
averaging the F1-values of the classes while considering the
support of each class. The support of a class is the number
of instances in the dataset that belong to that class. F1-value
of a class is calculated using Equation 1, where TP, FP, and
FN correspond to true positives, false positives, and false
negatives, respectively.

F1 =
TP

TP +
1
2 ∗ (FP + FN)

(1)

V. MODELS
In this work, we use two machine learning models: feed-
forward neural network (FFNN) and convolutional neural
network (CNN). We also use two different input represen-
tations. The first one is the combination of Word2Vec and
GloVe embedding vectors, and the second one is pretrained
BERT and RoBERTa (XLM-RoBERTa) embeddings. Thus,
we build different models, which are explained in the
subsections below.

As stated in Section II-B, we employ eleven different
tokenization methods (Words, Words-Preprocessed, Words-
No Stopwords, Stem, Lemma, Morphemes, Byte pair
encoding, WordPiece, Unigram language model, Syllables,
Partial surface form) and compare their effects on sentiment
analysis. Each model is experimented with these tokenization
schemes and the results are given in Section VI. Although
we use pre-trained BERT and RoBERTa (XLM-RoBERTa)
embeddings with these tokenizations in our models, we train
Word2Vec and GloVe embeddings from scratch with these
tokenizations and use them.

A. CNN WITH Word2Vec AND GloVe EMBEDDINGS
We generate Word2Vec and GloVe embeddings from our
datasets. We also use the YELP dataset [82] to generate
embeddings for the Semeval 2016 restaurant dataset. Figure 2
shows the CNN model used in this work. The model consists
of one convolution layer, one max-pooling layer, and one
feed-forward layer. The rows in the two-dimensional input
tensor correspond to the words in the review. We use padding
and set the number of rows N to the number of words in
the longest review in the dataset. Words have dimension
d1 + d2, where d1 and d2 are, respectively, Word2Vec and
GloVe embedding dimensions of the word. We concatenate
the Word2Vec embedding and the GloVe embedding of the
word.
M is the number of filters applied at the convolution layer.

In the max-pooling layer, the maximum value of each filter
output is taken to form the first hidden layer. There are
two hidden layers. We use the rectified linear unit (ReLU)
function for the max-pooling layer and the first hidden
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FIGURE 2. CNN model with Word2Vec and GloVe embeddings.

FIGURE 3. FFNN model with Bert/RoBERTa/XLM-RoBERTa embeddings.

FIGURE 4. CNN model with Bert/RoBERTa/XLM-RoBERTa embeddings.

layer. We use sigmoid for two-class datasets and softmax for
three-class datasets for the output layer. The dropout after the
max-pooling layer is set to 0.20. As the optimizer, we use
adaptive learning rate (Adadelta) [83]. We use CNN with
static and dynamic embeddings. In the static CNN model
(CNN Static), initial embedding vectors are not updated
during training, whereas in the dynamic CNN model (CNN

Dyn), initial embedding vectors are updated according to the
learned weights during backpropagation.

B. BERT/RoBERTa/XLM-RoBERTa AND FFNN
In this model, we use BERT and RoBERTa (XLM-
RoBERTa) as a classifier and combine its output with
FFNN. The review is given as input to the BERT/RoBERTa/
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XLM-RoBERTa-base model, which comprises 12 layers with
an embedding size of 756. The [CLS] token of the last layer
that is used for classification is taken and given to an FFNN
model with one hidden layer. In this way, we can represent
every review by one embedding vector. In the output layer,
sigmoid/softmax is applied as the activation function to get
the classification decision. The model is shown in Figure 3.

C. CNN WITH BERT/RoBERTa/XLM-RoBERTa
EMBEDDINGS
This model is the same as the model in Section V-A, with
the difference that BERT and RoBERTa (XLM-RoBERTa)
embeddings are used instead of Word2Vec and GloVe
embeddings. Figure 4 shows the combinedmodel. The review
is given as input to the BERT/RoBERTa/XLM-RoBERTa-
base model and output vectors of all tokens at the last layer
are used to construct a two-dimensional convolution tensor
instead of using only the [CLS] token of the last layer.
Following the convolution layer, similar to the previous CNN
model, we apply filters and continue with the max-pooling
layer, two hidden layers, and the sigmoid/softmax layer.
We use the dynamic CNN model.

VI. EXPERIMENTS
In this section, we show the performance of the models
explained in Section V on five datasets. For ease of
visualization, in the tables given in this section, we group the
results concerning the embedding type or model (Word2Vec,
GloVe, BERT, RoBERTa, XLM-RoBERTa), underlying the
classification model and then the primary classification
model (FFNN, CNN). For each model, the results of all the
tokenization methods are depicted. We give both the results
on the standard train/test splits of the datasets and the results
obtained with k-fold cross-validation (k = 5).

TABLE 9. Accuracy results for stanford IMDB movie reviews dataset.

Tables 9 and 10 show the results of Stanford IMDB
movie reviews. The results on the left under the title
‘‘Word2Vec+GloVe’’ correspond to the CNN model where

Word2Vec and GloVe embeddings are used (Section V-A).
The results on the right of the table correspond to the
FFNN (Section V-B) and CNN (Section V-C) models where
BERT-base and RoBERTa-base (XLM-RoBERTa-base in
Turkish dataset experiments) embeddings are used. The
highest accuracy result for each model is shown in bold. CNN
models with Word2Vec and GloVe embeddings and BERT-
/RoBERTa-based models show mostly the best performance
with the surface forms or the preprocessed forms of the
words. The use of RoBERTa embeddings in the dynamic
CNN model for the standard train/test split and in the FFNN
model for k-fold cross-validation gives the overall best result
in this dataset. The results in Table 9 are also visualized in
Figure 5 to facilitate comparisons with respect to tokenization
methods and models.

FIGURE 5. Accuracy results for stanford IMDB movie reviews dataset.

TABLE 10. K-fold accuracy results for stanford IMDB movie reviews
dataset.

In Word2Vec and GloVe stem and lemma tokenizations
and BERT/RoBERTa, BPE and WordPiece tokenizations
also achieve comparable results. Compared to the cases
where all words are used (Words and Words-Preprocessed),
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stopword elimination seems to degrade the performance.
This indicates that some stopwords carry sentiment
meaning and eliminating them causes loss of senti-
ment. ULM tokenizations with BERT/RoBERTa CNN
models and stemming with BERT models show low
performance in the dataset. Finally, the comparison of
Word2Vec/GloVe-based and BERT/RoBERTa-based models
shows that the BERT/RoBERTa-based models outperform
by 2.30 points/3.85 points (standard split/k-fold cross-
validation) and RoBERTa-based models are more stable than
the BERT-based models.

TABLE 11. Accuracy results for semeval 2016 restaurant reviews dataset.

Table 11 shows the accuracy of the models for
Semeval 2016 Restaurant Reviews. The results are similar
to those in the IMDB dataset in the sense that preprocessed
words in Word2Vec/GloVe models, raw words in BERT
models, and these two tokenizations in RoBERTa models
yield successful results. However, the WordPiece tokeniza-
tion method also gives success rates similar to those of the
word-based methods in most cases. To see this effect clearly,
we marked more than one result as bold in the table columns.
ULM and BPE tokenizations with BERT/RoBERTa models
get the worst accuracies.

Tables 12 and 13 and Figure 6 (corresponding to Table 12)
show the macro F1-value scores of the models. Since
Semeval 2016 Restaurant Reviews is a skewed dataset, the
F1-values are lower than the accuracy values. The F1-values
exhibit similar behavior as the accuracy results. However, the
best F1-values on the standard train/test split are obtained
with RoBERTa embedding and stem tokenization.

The results for the Semeval 2017 Twitter dataset are shown
in Tables 14, 15, and 16 and in Figure 7 (corresponding
to Table 15). This dataset differs from the other datasets
in the sense that it is more equally distributed over three
classes. Hence, the F1-values are close to accuracy values.
In Word2Vec and GloVe models, stem forms and ULM
subwords yield the top results, and the lemma forms obtain
comparable results.

TABLE 12. Macro F1-values for semeval 2016 restaurant reviews dataset.

TABLE 13. K-fold macro F1-values for semeval 2016 restaurant reviews
dataset.

FIGURE 6. Macro F1-values for semeval 2016 restaurant reviews dataset.

In the case of BERT/RoBERTa models, the raw forms
of the words again show the best performance. The
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TABLE 14. Accuracy results for semeval 2017 twitter dataset.

TABLE 15. Macro F1-values for semeval 2017 twitter dataset.

TABLE 16. K-fold macro F-1 values for semeval 2017 twitter dataset.

RoBERTa-based models achieve state-of-the-art results using
the standard train/test split of the dataset. This indicates

that pre-trained RoBERTa embeddings may be more suitable
than BERT embeddings for non-domain-specific datasets,
an argument that should be tested with other general domain
datasets.

FIGURE 7. Macro F1-values for semeval 2017 twitter dataset.

TABLE 17. Accuracy results for semeval 2016 turkish restaurant reviews
dataset.

In addition to the three English datasets, we give the
results for the two Turkish datasets. Tables 17, 18, and 19
and Figure 8 (corresponding to Table 18) show the results
for the Semeval 2016 Turkish Restaurant Reviews dataset,
and Tables 20 and 21 and Figure 9 (corresponding to
Table 20) show the results for the BeyazPerdeMovie Reviews
dataset. Since no pre-trained RoBERTa model exists for
Turkish, we used the pre-trained XLM-RoBERTa embed-
dings. Different from the English datasets, the tables and the
figures also include the results for the two Turkish-specific
tokenization methods, which are syllables and partial surface
forms. In the Semeval 2016 Turkish Restaurant Reviews
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TABLE 18. Macro F1-values for semeval 2016 turkish restaurant reviews
dataset.

TABLE 19. K-fold macro F-1 values for semeval 2016 turkish restaurant
reviews dataset.

dataset, the surface forms and the preprocessed forms of
the words show high performance as in the English datasets
and yield the highest performance in some models. The
results obtained by morpheme and syllable tokenizations in
Word2Vec and GloVe models and the results obtained by
stopword elimination and WordPiece tokenization in BERT
models are among the best results.

In Beyazperde Movie Reviews, preprocessed words in
Word2Vec and GloVe models and raw words in BERT and
XLM-RoBERTa models achieve the highest accuracy values.
WordPiece tokenization obtains comparable results in BERT
and XLM-RoBERTa models. In addition to surface form and

FIGURE 8. Macro F1-values for semeval 2016 turkish restaurant reviews
dataset.

WordPiece tokenizations, the XLM-RoBERTa-based model
achieves high accuracies with ULM tokenization.

In the two Turkish datasets, we also tested the effects
of two novel tokenization approaches, syllables and partial
surface forms, that might contribute to tokenization in
morphologically rich languages. However, except in a few
cases, the results indicate that they do not add to the
performance of the models, at least in the sentiment analysis
domain.

TABLE 20. Accuracy results for BeyazPerde movie reviews dataset.

As the results of the experiments on datasets in differ-
ent domains and two different languages, we observe a
general pattern. When non-contextualized embeddings like
Word2Vec and GloVe are used, preprocessing the words
with a few preprocessing operations or taking the stem of
the words increases the success rates. These tokenization
approaches outperform the popular subword methods BPE,
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FIGURE 9. Accuracy results for BeyazPerde movie reviews dataset.

TABLE 21. K-fold Accuracy results for BeyazPerde movie reviews dataset.

WordPiece, and ULM. When the contextualized embedding
methods BERT and RoBERTa (XLM-RoBERTa) are used,
feeding raw words as input or applying WordPiece tokeniza-
tion works well. Preprocessing the words yields comparable
results. The high success of raw words compared to more
complex tokenizations can be attributed to BERT/RoBERTa
(XLM-RoBERTa) being more powerful models that are built
upon the transformer architecture and to the contextualized
nature of the embeddings. Furthermore, the success of
WordPiece tokenization is probably due to the use of the
same tokenization method in the BERT model. Comparing
the two embedding approaches, non-contextualized and con-
textualized embeddings, the latter outperforms the former by
a large margin. Finally, we observe that the accuracy results
obtained in the Semeval 2017 Twitter dataset (70.66), the
Semeval 2016 Turkish Restaurant Reviews dataset (84.73)
and the BeyazPerde Movie Reviews dataset (94.39) on the

standard train/test splits used in the literature are state-of-the-
art results.

TABLE 22. Stability analysis of models over tokenization methods. The
maximum and average accuracies and the standard deviation are shown
for each model and dataset.

In addition to the performance analysis of the tokenization
methods and neural models, we make an analysis of the sta-
bility of the learning models over the tokenization methods.2

The analysis shows how much each model is affected by
a change in the tokenization method. Table 22 shows the
maximum and average accuracies and the standard deviation
for each model per dataset. For each dataset, the highest of
the maximum accuracy values is shown in bold. When we
compare the standard deviations of the models, we see that
the CNNmodels based onWord2Vec and GloVe embeddings
are much more stable than the BERT and RoBERTa (XLM-
RoBERTa) models in all the datasets for both languages.
This indicates that a change in the tokenization method
when we employ non-contextualized embeddings does not
affect the performance much. Among the BERT-based
embeddings, RoBERTa and XLM-RoBERTa mostly yield
more stable results independent of the primary model being a

2In the rest of the paper, we will use the accuracy results obtained on the
standard train and test splits of the datasets only for ease of the discussion.
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TABLE 23. Stability analysis of tokenization methods over models. The
standard deviation averaged over the models is shown for each model
and English/Turkish datasets.

feed-forward or convolutional network. In other words, the
performance of BERT models is affected more than those
of the RoBERTa and XLM-RoBERTa models by a change
in the tokenization method. Finally, a comparison of each
model with respect to different datasets shows that nearly all
models are more stable in two-class review datasets than the
three-class Semeval datasets.

It may also be interesting to observe how much tok-
enization methods are affected by a change in the learning
model. In a similar manner, we make an analysis of the
stability of the tokenization methods over the learning
models. Table 23 shows the standard deviation averaged over
the models and the English/Turkish datasets for each method.
We see that using words without any tokenization (surface
forms, preprocessed forms, surface forms with stopwords
eliminated), lemma tokenization, WordPiece tokenization,
and (for Turkish) syllable tokenization are more robust in the
case of a model change. Lemmatization is the most stable
tokenization method, indicating that a change in the learning
model does not affect much the classification performance.
On the other hand, the performance is highly dependent on
the learning model when stems, morphemes, BPE subwords,
or ULM subwords are used as tokens.

Table 24 shows some example reviews that are predicted
incorrectly. Especially in cases when the review includes
words with opposing sentiments or negation words or affixes,
the models make wrong predictions. For instance, in the
sentence ‘‘Nice ambience, but highly overrated place,’’ the
word ‘‘nice’’ has a positive sentiment, while the word
‘‘overrated’’ has a negative sentiment. Similarly, the Turkish
sentence ‘‘Bu fiyata böyle bir memnuniyet çok az rastlanacak
şey’’ includes a positive word ‘‘memnuniyet’’ (satisfaction)
and a negative phrase ‘‘çok az’’ (very little). Therefore, when
opposing emotions are involved in a review, the models
are challenged and may make incorrect predictions. The
other examples in the table also reflect this situation. Also,

since neutral samples are very few in both training and test
splits, the models had trouble making accurate predictions for
neutral samples.

VII. ENSEMBLE
Ensembling the results of different machine learning
approaches is a commonly used technique to increase
performance, which enables the models to compensate for
the weaknesses of each other. In this respect, we ensemble
the results of the models with different tokenization methods.
We take the most successful combinations of the tokenization
methods and the models in each dataset given in Tables 9-21.
We first used max voting as the ensemble approach, where
simply the class with the highest number of votes of the
classifiers is chosen. However, we observed that the results
were not as high as expected due to the limitations of the max
voting strategy [84].

The max voting strategy assigns equal weights to all the
classifiers, which can dilute the contribution of stronger
models and hinder the ensemble’s performance. In addition,
when the individual models are too similar or highly corre-
lated, the ensemble cannot achieve a significant performance
improvement. Another limitation is that it is sensitive to noisy
predictions produced by the individual models.

To solve these problems, rather than just picking the class
with the highest vote, we follow a different strategy by
feeding the class decisions of the classifiers to a feed-forward
neural network. We use a network with two hidden layers.
The dimension of the first layer is equal to the number of
classifiers ensembled, and the dimension of the second layer
is half of that of the first layer. We use the ReLU activation
function for the hidden layers and softmax for the output
layer.We use Adadelta as an optimizer. This strategy provides
the ensembler to adapt itself to the contribution of each
classifier.

Table 25 shows the tokenization methods used for
each model and the accuracy results. For instance, in the
IMDB Movie Reviews dataset, a total of 11 model and
tokenization method combinations (three tokenizations with
Word2Vec+GloVe embeddings and dynamic CNN, two
tokenizations with BERT embeddings and FFNN, two
tokenizations with BERT embeddings and dynamic CNN,
two tokenizations with RoBERTa embeddings and FFNN,
and two tokenizations with RoBERTa embeddings and
dynamic CNN) are ensembled. The value in parenthesis
in the last column denotes the increase over the best
result for those datasets given in Tables 9-21. We see an
increase for all the datasets. In addition to the state-of-the-art
results for the Semeval 2017 Twitter, Semeval 2016 Turk-
ish Restaurant Reviews, and BeyazPerde Movie Reviews
datasets, the ensemble results for the IMDB Movie Reviews
and Semeval 2016 Restaurant Reviews datasets get close
to the state-of-the-art. We see that, in addition to the
surface forms of the words, different tokenization methods
contribute to the performance of the ensemble models in
the two languages. While the stem, lemma, and WordPiece
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TABLE 24. Review examples with incorrect predictions.

TABLE 25. Accuracy results for ensemble models. The value in
parenthesis in the last column denotes the increase over the best result
for the dataset.

tokenizations increase the success rates in English, the
WordPiece and ULM tokenizations yield high-performance
results in Turkish.

In order to arrive at a general ensemble model that
gives high success rates for both languages and all
datasets, we make an additional experiment by combining
the tokenization methods and embeddings that showed

TABLE 26. Accuracy results for the best unique ensemble model. The
value in parenthesis in the last column denotes the increase over the best
result for the dataset.

high performance independent of the language and the
dataset. As stated in Section VI, the models based on
contextualized embeddings outperform the models based on
non-contextualized embeddings by a large margin. We thus
take the most successful three tokenization methods with
BERT and RoBERTa/XLMRoBERTa embeddings, which are
the words, WordPiece, and lemma tokenizations for both
FFNN and CNN models. We ensemble these tokenization
methods for each dataset. Table 26 shows the accuracy results
and the increase over the best outcome for each dataset given
in Tables 9-21. We see that the ensemble model increases
the performance of the individual models for all the datasets
and can be regarded as a general model that works for
the languages and the datasets being concerned. As a final
comment, comparing the results in Table 26 with those in
Table 25 signals a slight decrease in the accuracy values. This
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is an expected result since we use the best ensemble model
specific to each dataset in Table 25, but a general ensemble
model in Table 26.

VIII. DISCUSSION
In this section, we give a brief discussion on the outcomes of
the experiments, the practical implications of the results, and
the limitations of the work.

We observed that BERT-, RoBERTa-, and XLM-
RoBERTa-basedmodels outperformWord2Vec/GloVe-based
models by a large margin. This may be regarded as an
expected result showing the power of contextualized embed-
dings and the transformer-based encoder architecture of the
BERT models. Also, RoBERTa offers higher performance
than BERT in the Twitter dataset for all tokenization methods
by a large margin. This may be attributed to RoBERTa
embeddings being more robust on informal and noisy texts.

The analysis of the tokenization methods showed that
the method used has a significant effect on sentiment
classification performance. TheWord2Vec- and GloVe-based
models work well with the preprocessed forms or the
stem forms of words, while BERT-based models get high
accuracies with raw words, WordPiece, and lemma forms.
We did not observe a significant difference between the
two languages in terms of the success of the models and
the tokenization methods. For the morphologically rich
Turkish language, we would expect the more sophisticated
tokenization methods based on morphemes, syllables, and
partial surface forms to contribute to the performance.
However, we could not observe an increase in the accuracy
in most of the cases. We derived ensemble models for
the datasets by combining the most successful tokenization
methods in each dataset. We also formed a general ensemble
model that shows high performance for both languages and
all the datasets.

We conducted the experiments using the original train and
test splits of the datasets to compare the results we obtained
with the results in the literature. However, to avoid overfitting
to the splits and to generalize the results, we repeated
the experiments with k-fold cross-validation. Both sets of
experiments mostly yielded similar results.

As the practical implications of the results, we can dif-
ferentiate between the two cases. When non-contextualized
word embeddings (Word2Vec, GloVe, etc.) are used for
sentiment analysis, using the preprocessed forms of the
words for both English and Turkish yields high success
rates. In addition, the stem forms in English and the
syllables in Turkish give a comparable performance. When
contextualized word embeddings (BERT, RoBERTa, etc.)
are used, using the words in surface form or preprocessed
form and using WordPiece achieve the best results for both
languages. These results signal that while non-contextualized
embeddings necessitate more complex processing on the
words, it mostly suffices using the bare forms of the words in
the case of contextualized embeddings. Another observation
that may help in practice is that using different tokenization

methods andmodels and combining themwith an ensembling
approach increases the performance by around 1-3%.

We finally touch on a few potential limitations of this work
below, addressing of which in future research may enhance
the overall quality and the robustness of the findings.

• Since the datasets we used are not equally distributed
over classes, it can lead to biased learning and inaccurate
predictions, especially for minority classes. This can be
handled by employing techniques such as oversampling
or undersampling to balance the class distribution or
by using more advanced methods like synthetic data
generation or cost-sensitive learning algorithms.

• The work is restricted to the variants of the BERTmodel
in generating contextualized embeddings and obtaining
class decisions. Other pretrained language models and
embedding methods can also be employed.

• The work covers two languages, one from the analytic
language family (English) and the other from the
agglutinative language family (Turkish). The proposed
approaches can also be tested on languages from other
families to see the generalizability of the results.

IX. CONCLUSION
In this work, we analyzed the effects of different neural
models, embedding types, and tokenization methods on the
performance of sentiment classification for both English and
Turkish languages. We used a feed-forward neural network
and a convolutional neural network as the classification
model. We fed these models with two types of embeddings,
a combination of non-contextualized embeddings Word2Vec
and GloVe and contextualized embeddings BERT and
RoBERTa (XLM-RoBERTa).

We also made a comprehensive analysis of tokenization
methods. In addition to the commonly-used subwordmethods
(BPE, WordPiece, ULM), we tested the use of raw words,
different forms of words (preprocessed, raw words with
stopwords eliminated, lemma, and stem forms), morphemes,
and (for Turkish) syllables and partial surface forms. The
experiments were conducted on three English and two
Turkish datasets, which are widely used as benchmark
datasets in sentiment analysis. The results showed that the
tokenization methods and the embedding types highly affect
the performance of the models.

For both languages, we used the pretrained BERT-based
models, which employ WordPiece and BPE tokenizations.
We could not pretrain these models due to the scarcity
of computational resources. As future work, these models
can be pretrained with all the other tokenization methods
to improve the results. The language-specific tokenization
methods may also be used in other NLP tasks. Another
future direction may be exploring methods to enhance the
interpretability of the models, such as attention visualization,
feature importance analysis, or utilizing explainable AI
techniques, which can provide insights into how the models
arrive at their predictions.
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