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ABSTRACT Research has shown that cognitive engagement plays a key role in effective learning, resulting
in extensive efforts have been devoted to measuring it. Whereas most of the literature explores manual
methods to measure cognitive engagement, the research on automatic detection of cognitive engagement
levels in real classrooms is very limited. Automatic detection of cognitive engagement has been a problem
for a long time due to the lack of behavior annotation guidance and effective detection algorithms.
For the first challenge, a theory of cognitive engagement called Interactive-Constructive-Active-Passive-
Disengage (ICAPD) is proposed in this paper. ICAPD links visual behaviors with cognitive engagement
in the classroom. According to the ICAPD framework, a cognitive engagement dataset is constructed
to train the detection model. To tackle the second challenge, the simAM-based You Only Look Once
version 8 Nano (simAM-YOLOv8n) model is designed, simAM-YOLOvS8n utilizes the simAM attention
module to strengthen feature extraction and detect different levels of cognitive engagement precisely and
efficiently. The experimental results on the self-build dataset have demonstrated the effectiveness of the
proposed theory framework and detection algorithm, indicating that the proposed methodology could be
used to detect real-time cognitive engagement in the classroom scenario. This work has the potential to help
teachers to carry out learning analysis and instructional adjustments.

INDEX TERMS Cognitive engagement detection, attention mechanism, ICAP, YOLO.

I. INTRODUCTION

Cognitive engagement refers to students’ effort, persistence,
resilience, concentration, paying attention, and contributing
to class in the context of instruction [1], [2]. Research
has demonstrated that high-level engagement often leads to
better learning achievements [3], as it encourages students to
gain a deeper understanding of topics. Measuring cognitive
engagement can provide insights for improving curriculum
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and instructional design [4]. Therefore, measuring cognitive
engagement is a hot topic in the field of education. Currently,
the popular tools for measuring cognitive engagement
include self-reports, observational checklists, and automated
detection. However, both the self-reporting and observational
checklist require a great deal of time and effort from both the
students and the observers. In the past few years, automatic
detection methods, which extract features automatically and
do not interrupt the learning of students, have attracted
more and more attention. Among these automatic detection
methods, computer vision-based engagement detection is

© 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 11, 2023

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

136063


https://orcid.org/0000-0001-7225-1958
https://orcid.org/0000-0001-5055-4106
https://orcid.org/0000-0002-9144-447X

IEEE Access

Q. Xu et al.: ICAPD Framework and simAM-YOLOv8n for Student Cognitive Engagement Detection

the most popular one, which can offer many ways to
detect engagement, such as body behavior, facial expression,
head posture, etc [5], [6]. For example, Levordashka et al.
[7] used head posture features (i.e., head yaw, pitch, and
roll) to detect cognitive engagement. The advantages of
the computer vision-based methods, such as real-time, non-
invasive, and low-cost, make them suitable for cognitive
engagement detection in the classroom [4]. However, cog-
nitive engagement detection is still difficult due to the
lack of a representation framework, which well links visual
behaviors with cognitive engagement levels. According to
Fredricks et al. [1], behaviors are the carrier and repre-
sentation of cognitive engagement. Consequently, we can
assess the cognitive engagement level by observing student
behaviors. However, most cognitive engagement detection
methods use the behavior of students in a coarse-grained
and shallow way. For example, head posture (moving or
not moving), eye movement (staring or not staring), and
facial expression (laughing or not laughing) are used to
discriminate engagement and disengagement. These simple
representations and binary judgments cannot characterize
the internal complexity of cognitive engagement. The
difficulty of assessing students’ cognitive engagement in
the classroom consists of defining the different levels and
the visible behaviors of it. To this end, a more concrete
and fine-grained behavioral representation of cognitive
engagement is needed. The Interactive, Constructive, Active,
Passive (ICAP) framework provides a possible solution
[8], [9]. This framework links students’ visual behaviors
with levels of cognitive engagement, such as looking at
teachers as passive behavior, pointing to learning materials
as active behavior, etc. Goldberg et al. [10] used it to
map students’ engagement into visible head pose, gaze,
and facial expressions. However, the ICAP framework is
designed for classroom observation. It can not provide
enough information for engagement annotation, which is the
essential step for training the cognitive engagement detection
model. Consequently, designing a framework for cognitive
engagement annotation will be beneficial for computer
vision-based detection.

Besides behavior annotation, designing an effective
detection model is another important issue in computer
vision-based cognitive engagement detection. Some studies
first extract the individual’s behavioral features and then
detect engagement from single-person images [11], [12],
which requires that each individual be equipped with a
camera to record their behaviors. For example, Li et al.
[12] use the OpenFace system to extract facial behavior
features, and Naive Bayes, k-NN, Decision tree, Random
forest, and Support Vector Machine were used to detect
engagement. Another way is to first locate the individual
and then detect engagement from multi-person images by
the object detection model [13], [14], which is suitable
for real classroom scenarios. In this case, only one camera
is needed to record the behaviors of all students. The
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widely used object detection models are Fast-Region-based
Convolutional Neural Network (Fast-R-CNN) [15], Single
Shot MultiBox Detector (SSD) [16] and You Only Look
Once (YOLO) [17] etc. Among them, the YOLO series are
popular due to their good performance and the convenience
of single-stage detection [14]. These advantages of YOLO
make it suitable for cognitive engagement detection in
the classroom [18]. However, due to the low resolution,
occlusion, and complexity of behaviors, the YOLO-based
engagement detection method also faces challenges. For
example, the behaviors of the students in the back row are
difficult to detect, and behaviors belonging to different levels
of cognitive engagement may be similar in appearance, which
makes it difficult to detect engagement accurately.

Previous studies have shown that the attention mechanism
is an effective way to enhance deep learning models [19],
[20], [21], [22], [23], [24], which can adjust the weight
according to the given task. Many attention modules have
been proposed in the past few years, such as Efficient
Multi-Scale Attention (EMA) [25], Global attention mech-
anism (GAM) [26], Normalization-based Attention Module
(NAM) [27], Simple, Parameter-Free Attention Module
(simAM) [28], Efficient channel attention (ECA) [29],
Selective kernel networks (SKnets) [30], Convolutional block
attention module (CBAM) [31] and Squeeze-and-Excitation
(SE) [32], etc. For example, channel attention (CA) can
achieve good performance in pedestrian detection [33], and
the SE is effective in shadow detection [34]. Adding the
CBAM in the initial stage of the feature extraction network
of YOLOVSs has been shown to improve the performance
of student behavior detection [35]. Recently, YOLOVS8
series methods have been proposed, offering cutting-edge
performance in terms of accuracy and speed. However,
in classroom scenes, many students’ engagement levels need
to be detected, the background is complex, and the occlusion
problem is common, which greatly affects the accuracy
of YOLOVS. In contrast, the attention mechanism extracts
features that significantly improve the accuracy, which has
always led to good results in the improvement of YOLO
models. Consequently, an attention-based YOLOvV8 model
is proposed in this paper to improve the performance in the
dense scenes.

The specific research questions of the paper include two:
First, how can cognitive engagement be directly annotated by
students’ overt behavior? Second, how to effectively improve
the detection performance of cognitive engagement? To our
knowledge, computer vision-based cognitive engagement
detection in the classroom has rarely been studied due to the
difficulty of annotation and detection. To this end, this paper
establishes a representation framework for linking students’
overt behavior with their cognitive engagement levels in
the classroom, which provides support for the automatic
detection of cognitive engagement. Aiming to deal with
the problems of dense classroom scenarios, we designed
the simAM-based YOLOv8n (simAM-YOLOv8n) model to
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obtain a better detection performance. The main contributions

of this paper can be summarized as follows:
1) The ICAPD framework is proposed as an annotation

guide for computer vision-based cognitive engagement
detection in the real classroom. It maps the overt behav-
iors to five different levels of cognitive engagement.

2) The ICAPD dataset of student cognitive engage-
ment is built in the real classroom according to
the ICAPD framework. Unlike experiment-induced
behaviors, it obtains students’ visual behavior data non-
invasively, providing data for training the automatic
detection model in real classrooms.

3) The simAM-YOLOv8n is proposed to solve the
problems in dense scenes for cognitive engagement
detection. It adds the simAM attention module in
the Backbone network and the Head network of
the YOLOV8n to improve the cognitive engagement
detection performance in the real classroom.

Il. RELATED WORKS

A. ICAP FRAMEWORK

The ICAP framework was proposed by Chi et al. [36], and the
main contents of it are shown in Table 1. It consists of a tax-
onomy that differentiates cognitive engagement levels based
on overt behaviors. By definition, knowledge-change pro-
cesses are dynamic processes that students engage in while
learning new information. Four broad knowledge-change
processes can be associated with cognitive engagement
levels. However, it cannot be used directly for engagement
detection. One reason is that the ICAP framework does not
consider the state of disengagement and relevant behaviors.
Magana et al. [37] used the ICAP framework to encode
students’ level of interaction. Their use of video data and
inclusion of the disengagement dimension aligns well with
our ideas. Importantly, this study has inspired us in two
significant ways: 1) there is room for improvement within the
vision-based ICAP framework, and 2) cognitively disengaged
and disruptive behaviors can demonstrate no engagement.
According to the engagement structure [38], disengagement
may lead to dropping class [39], [40]. Consequently, it is
necessary to annotate and detect disengagement [41], [42],
such as playing with others, looking around, crying, etc.,
which is helpful for teachers to strengthen the management of
abnormal learning cases. Another reason is that the behaviors
in the ICAP framework include the students’ speaking,
actions, work products, etc. However, the computer vision
methods can only work in the description of the behavior in
the image-dependent ICAP framework rather than text- and
product-related clues. Therefore, it is better to improve the
ICAP framework by focusing on visible non-verbal behavior,
rather than considering verbal behaviors.

B. OVERVIEW OF YOLOv8

YOLO version 8 (YOLOvVS) [43], the latest YOLO version
for real-time object detection, includes YOLOvV8 nano
(YOLOV8n), YOLOV8 small (YOLOvVS8s), YOLOv8 medium
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TABLE 1. ICAP framework.

Classes of cognitive engagement

Knowledge-change processes

Passive:

Learners orient toward and re-
ceive information from the instruc-
tional materials without overtly do-
ing anything else related to learn-
ing.

Active:

Learners’ engagement with instruc-
tional materials if some form of
overt motoric action or physical
manipulation is undertaken.
Constructive:

Learners generate or produce addi-
tional externalized outputs or prod-
ucts beyond what was provided in
the learning materials.

Interactive:

Dialogues, examples include a
learner talking with another person
who can be a peer, a teacher, a
parent, or a computer agent.

Store:
New information is stored in an iso-
lated way.

Integrate:

New information activates rele-
vant prior knowledge; while stor-
ing, new information is integrated
with activated prior knowledge.
Infer:

New information is integrated with
activated prior knowledge, and new
knowledge is inferred from acti-
vated and integrated knowledge.
Co-Infer:

Each learner infers new knowl-
edge from activated and integrated
knowledge and iteratively infers
knowledge with new inputs from
conversational partner(s).

(YOLOv8m), YOLOvS large (YOLOvS8]l) and YOLOV8
extra-large (YOLOV8x) suitable for datasets of different
sizes. This model family belongs to one-stage object detec-
tion models that process an entire image in a single forward
pass of a convolutional neural network. It involves detecting
objects in an image or video frame and drawing bounding
boxes around them. The detected objects are classified
into different classes based on their features. Because our
database is small, we chose YOLOvS8n as the basic network
framework. As shown in Figure 1, YOLOvS8n divides the
network structure into three parts: Backbone, Neck, and
Head. First, the input image is sent to the Backbone network
to complete feature extraction. Then, the fusion of features
with different scales is completed in the Neck network.
Finally, the Head network predicts the bounding box, class,
and confidence through the output feature maps of three
scales.

The YOLOV8n is fast in detection but suffers from low
accuracy of small objects and complex behaviors in the
classroom. For example, the Active class contains many
complex behaviors, as shown in Figure 2. Through multiple
image down-sampling, the similar behaviors adjacent to
the aggregation areas are mapped to the deep feature
map and aggregated into one point, which makes the
objects indistinguishable. Based on this, we consider adding
the attention module to extract more effective behavioral
features. The Head network in YOLOv8n is updated to the
current mainstream decoupling head structure, separating
the classification and detection heads and changing from
Anchor-Based to Anchor-Free. Since students are small
targets, the small target detection layer in the Head network
needs to be carefully designed. Finally, YOLOv8n uses
Binary Cross Entropy (BCE) Loss as the classification loss
and Distribution Focal Loss (DFL) + Complete IOU (CIOU)
Loss as the regression loss.
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FIGURE 1. The structure of YOLOv8n network. The Backbone, Neck, and

Head networks are from top to bottom.
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FIGURE 2. Examples in Active class. According to ICAP, it may include
students pointing to materials, gestures expressing digital symbols,
looking for information, picking up stationery, manipulating objects, etc.
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ill. THE PROPOSED METHOD

As shown in Figure 3, the proposed method consists of
three parts. The first is a behavior-based representation
framework for cognitive engagement annotation. The second
part is dataset construction for the detection model training,
where we built the ICAPD dataset under the guidance of
the proposed representation framework. Lastly, the third
part is the attention-based YOLOv8 model for cognitive
engagement detection.

A. THE ICAPD FRAMEWORK

1) COGNITIVE ENGAGEMENT LEVELS

The Interactive, Constructive, Active, Passive, Disengage
(ICAPD) framework is a variant of the ICAP framework [36].
ICAPD framework defines cognitive engagement on the basis
of students’ visual behaviors and proposes that engagement
behaviors can be categorized and differentiated into one of
five modes. It is designed for the student cognitive engage-
ment annotation in the classroom. The ICAPD framework is
shown in Table 2, which mainly provides a guide to judge
the level of cognitive engagement from visual behaviors. It is
different from the original ICAP framework in two aspects.
First, considering the engagement boundary [39], [40], the
ICAPD framework includes the Disengage class. Therefore,
there are five classes of cognitive engagement in the ICAPD
framework: (1) Interactive, (2) Constructive, (3) Active,
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(4) Passive, and (5) Disengage. This order represents the
whole process of students from high engagement to high
disengagement. Second, the ICAPD framework defines the
specific visual behaviors corresponding to different levels
of cognitive engagement. It provides guidance on data
annotation to train an effective detection model.

2) VISUAL BEHAVIORS

The following will introduce the content of external visual
behaviors in detail. In terms of visual behaviors, first,
it combines the positional relationship between the gesture
and the face to enrich the behaviors of the Active class.
The reason for this is that the hand-over-face gestures are
important engagement cues [44], [45]. The behaviors like
stroking, tapping, and touching facial regions - especially
with the index finger - are all associated with cognitive mental
states, namely thinking [46]. This state is highly consistent
with the Active class because passive behavior does not
require students to do anything and active behavior points
out the minimum level of students’ visible behavior. Second,
some non-task action behaviors (motor activity not associated
with the assigned academic task; e.g., leaving the seat to
throw a piece of paper in the trash can), non-task audio-
visual behaviors (utterances not associated with the academic
task; e.g., talking to a peer about something other than
the current assignment, humming), and non-task negative
behaviors (passive nonengagement; e.g., looking out the
window) are classified into the Disengaged class, inspired
by the Behavior Observation of Student in Schools (BOSS)
framework [47]. The BOSS was designed to assess student
academic behaviors in the classroom environment, which is
consistent with our consideration of cognitive engagement
annotation in the real classroom scene. Third, it includes
some Back-Channels into the Interactive class [48] because
these behaviors occur in the dialogue, they conform to
the behavior mapping connotation of this class, example
Non-verbal back-channels include head nods and shakes
signaling to the initiator, listens or desires to continue the
conversation, applaud to others’ answers, etc. It must be
acknowledged that the same visual behavior may correspond
to different classes of cognitive engagement. Determining
students’ true cognitive engagement accurately is challenging
with just a single video frame. The automated detection
models can only process images or videos. So, we make
the following distinctions when annotating vision-based
constructive, interactive, and disengage:

o Most behaviors accompanied by standing belong to
interactive. So, the subject of “talk with others” is the
standing state. This is because students only stand when
they are allowed to interact in the recording situation.
However, when a student stands to explain to others,
it requires additional textual annotating to be classed as
constructive. We annotate this as “interactive’ based on
visual cues - while imperfect - it can offer a reasonable
alternative. When a student is instructed to stand, he/she
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FIGURE 3. The proposed method of student cognitive engagement detection. The first step is to design an ICAPD framework for data
annotation. Then we construct the ICAPD dataset by using this ICAPD framework. Finally, we develop the simAM-YOLOv8n model for detecting

cognitive engagement.

TABLE 2. The proposed ICAPD framework. The first column is five different levels of cognitive engagement, the second column is the behavior
description corresponding to different cognitive engagement levels, the third column is the specific overt behaviors for the given engagement levels, and
the fourth column is the behavior example images, which is used as a guidance for the annotation.

Classes Connotation

Behaviors

Examples

Behaviors that are unrelated to

Disengage . A
£ag learning activities.

Behaviors of being oriented toward
and receiving information from the
materials without overtly doing
anything else related to learning.

Passive

Some form of overt action is
undertaken without providing any
new information.

Active

Produce externalized ideas
containing information that goes
beyond what is provided in the
materials or instruction.

Constructive

Interactions between two peers (or
a small group), often through
dialogues.

Interactive

Yawn, drink water, lie on the desk,

sleep, cry, play with toys, look out

the window, leave the seat without
permission, etc.

Read a text silently, watch a video,
or listen to a lecture without
undertaking any other visible
activities, etc.

Point to or gesture at the materials,
measure objects, rotate objects,
underline sentences, Take out the
tool, scratch the head, hands on the
face or head, etc.

Explain to others, take notes, pose
problems, ask questions, raise
hands, draw on paper, etc.

Stand up, talk with others, applaud
to mates, clap hands, handshaking,
pat others, etc.

might yawn, look out the window, etc. In such cases,
it can be annotated as disengage. In other words, we rely
on visual cues for annotating whenever possible. We do
not consider situations that require referencing text or
other data.

o Writing-related behaviors belong to constructive. the
subject of “Explain to others” can be the writing
state. Because the written content can serve as a good
self-explanation [49], [50].
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« Behaviors where students look around belong to disen-
gage. Students are not allowed to sit and interact with
others in the recording situation. Sitting accompanied by
turning around and discussing topics related to course
materials is not permitted by the teacher, so it would be
annotated as disengage.

Overall, the ICAPD framework covers most of the possible

visual body behaviors of students in the classroom learning
process, such as listening to a lecture, pointing to or gesturing
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at parts of what learners are reading or solving, asking
questions, standing up to talk to the teacher and other
behaviors without engagement. According to the examples in
Table 2 and Figure 2, it can be found that complex behavioral
features in the Active class are easily confused with those in
other classes, which brings great challenges to the application
of automatic detection models.

B. THE ICAPD DATESET

1) DATA COLLECTION

The classroom videos utilized in the study were recorded
in real-world lessons at a primary school, and approved by
the ethics committee of Central China Normal University
(Approval CNU-IRB-202305004a). We paid attention to the
following ethical issues in our study. First, participants are
free to opt in or out of the study at any point in time.
Second, participants know the study’s purpose, benefits, and
risks before they agree or decline to join. Third, sensitive
personally identifiable data (e.g., full name) is not collected.
Fourth, we anonymize identifiable related data (e.g., eye) so
that it can’t be linked to other data by anyone else. A total
of forty students from grades one to three were videotaped
during three lessons across two subjects. The duration of each
recording was 40 minutes 48 seconds, 44 minutes 34 seconds,
38 minutes 32 seconds, a total of 123 minutes 54 seconds. All
recordings were captured by non-invasive cameras (30 frames
per second) with the resolution 1920 x 1080. The camera
is placed in the front center of the classroom. Its angle of
placement considers two aspects: 1) capturing each attending
student as comprehensively as possible, and 2) minimizing
occlusion between students. Each recording lasts around
40 minutes and contains students’ spontaneous behavior.
To extract features from video, frame-based sampling is
used. Students’ behaviors in consecutive frames do not
change much, which brings a lot of redundant information.
So, automatic frame sampling is performed to get suitable
frames for cognitive engagement detection. We extract the
images from the video stream with a fixed step (e.g.,
every 3 seconds) and a total of 2600 sample data are
generated.

2) BEHAVIOR ANNOTATION

Annotating behavior data is the first step in computer
vision-based detection of student cognitive engagement.
As shown in Figure 4, the frames are sampled uni-
formly to convert dynamic videos into static images of
480 x 270 pixels, and the data format of images is jpg.
Then the obtained images are annotated by the Labellmg
tool. A single student’s location and behavior in the image
are accurately marked with a bounding box based on the
ICAPD framework. Only the smallest rectangular box around
each student’s location is marked to make the bounding
box contain as few background areas as possible. The
contents of the annotation include folder, filename, path,
source, size, and multiple objects (name, pose, bandbox, etc.).
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We saved the labeled results to an XML file, as shown in
Figure 4(e). As shown in Figure 4(f). Two human raters
manually annotated cognitive engagement in all 3 videos.
In the pre-annotation phase, The Kappa value of the two raters
for annotations was 0.60, indicating moderate inter-rater
reliability. Then an annotation meeting is held to negotiate
inconsistent annotations and revise the annotations of all
videos together. The instances in the ICAPD dataset are quite
small, and the annotations in each image are intensive. This
presents great challenges in extracting the students’ behavior
features for automatic detection.

After annotation guided by the ICAPD framework,
the obtained ICAPD dataset contains 2600 images with
32716 objects in total, and the format of the dataset
is produced according to the COCO dataset. There are
22145, 2665, 2649, 764, and 4493 samples in the Passive,
Active, Constructive, Interactive, and Disengage classes.
We combined 1724 and 426 images in the train and validation
sets to train the model and report results on 450 test images.
The ratio of training set, validation set, and test set is 6: 2: 2.

C. THE simAM-YOLOv8n MODEL

1) ATTENTION MODULE: simAM

The simAM [28] is a conceptually simple but very effective
attention module for convolutional neural networks, as shown
in Figure 5. The simAM infers 3-D attention weights for
the feature map in a layer without adding parameters to
the original networks. It is based on some well-known
neuroscience theories and optimizes an energy function to
find the importance of each neuron. The energy function is
defined as shown in Equation (1):

1 M—-1
e, b, y, %) = ——— D (=1 = (wexi + by)?
M—1 P
+ (1 = (wexi 4 b)) + Aw? (1)

Among them, w; and b, are the parameters of the energy
function, M is a constant term, /\wt2 is a regular term, x;
is the input feature map, y is the output of the new feature
map. Most operators are selected based on the solution to
the defined energy function, avoiding too much effort for
structure tuning.

The simAM is a channel and spatial attention module.
By extracting features in two dimensions, it can extract
some important features about the small objects and the
complex behaviors as much as possible. This may make the
simAM effective for extracting the deep behavioral channel
attention and width-length of the annotation box’s spatial
attention in the active class of the ICAPD dataset. The
detection of the added Disengage class in the proposed
ICAPD framework may also be effective through simAM,
because this class contains many behaviors that lead to high
complexity. Overall, simAM may solve this task because the
behaviors involved in the proposed ICAPD framework are
numerous and complex.
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(c)Labellmg

<annotation>
<folder>math</folder>
<filename>75 jpg</filename>
<path>E\CCNU\ig—\data-primary\iAXHTH
\math\75 jpg</path>
<source>
<database>Unknown </database>
</source>
<size>
<width>2560</width>
<height>1440</height>

<depth>3</depth>
</size>

<segmented>0+</segmented>
<object>
<name>passive</name>
<pose>Unspecified</pose>
<truncated>0</truncated>
<difficult>0</difficult>
<bndbox>
<xmin>451</xmin>
<ymin>1174</ymin>
<xmax>601</xmax>
<ymax>1339</ymax>
</bndbox>
</object>
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FIGURE 4. Student cognitive engagement annotation process.The image in (a) is formed by automatically sampling video frames.

(b) denotes the process of annotating a single person from a whole image in (a). (c) shows the process of labeling a whole image in the
Labelimg tool. (d) shows the annotated content in a whole image provided by the Labelimg tool. (e) represents XML files saved after
annotating multiple video frames. (f) represents the distribution of all video annotations on the width and height of the image.

2) THE simAM-YOLOv8n MODEL

The simAM-YOLOv8n model is the improved YOLOv8n
model with an attention module. The idea of the attention
mechanism is based on the mechanism used by humans in
cognitive science to process information. This mechanism
can automatically learn and calculate the contribution of input
data to output data. To accurately detect the complex behav-
iors in the different classes and help teachers understand
students’ cognitive engagement status, we use the simAM
in the feature extraction stage and after the feature fusion
of the YOLOvVS8n. Accurately, it is added to the last feature
extraction stage in the Backbone network and the small target
detection stage in the Head network, as shown in Figure 5,
which helps the network learn more valuable features.

The parameter of the simAM-YOLOv8n is shown in
Table 3. The added simAM module is on layer 9 and layer
17. The output 20 x 20 x 512 feature map of layer 8 is
input into the simAM module. The attention is extracted
along the channel dimension and the spatial dimension. Then
the attention feature extracted by the simAM is transmitted
to the SPPF of YOLOvS8n, which avoids the problem of
image distortion caused by the attention calculation of the
image area. Then, the output feature map 40 x 40 x
512 of layer 16 is input into the simAM module, and
the features of the small target detection enhanced by
the simAM are transmitted to the Conv of YOLOV8n to
help the network perform subsequent splicing and detection
calculations. Finally, the size of the final output feature map
is still 256 x 256 x 5 through a convolutional layer with
256 convolution kernels (convolution kernel size is 1 x 1).
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TABLE 3. Model summary of the proposed simAM-YOLOv8n, where
simAM modaules are at layers 9 and 17.

Layer Params Module Arguments
0 464 Conv [3, 16, 3, 2]
1 4672 Conv [16, 32,3, 2]
2 7360 C2f [32, 32, 1, True]
3 18560 Conv [32, 64, 3, 2]
4 49664 C2f [64, 64, 2, True]
5 73984 Conv [64, 128, 3, 2]
6 197632 C2f [128, 128, 2, True]
7 295424 Conv [128, 256, 3, 2]
8 460288 C2f [256, 256, 1, True]
9 0 simAM [256, True]
10 164608 SPPF [256, 256, 5]
11 0 Upsample [None, 2, 'nearest’]
12 0 Concat [1]
13 148224 C2f [384, 128, 1]
14 0 Upsample [None, 2, 'nearest’]
15 0 Concat [1]
16 37248 C2f [192, 64, 1]
17 0 simAM [64]
18 36992 Conv [64, 64, 3, 2]
19 0 Concat [1]
20 123648 C2f [192, 128, 1]
21 147712 Conv [128, 128, 3, 2]
22 0 Concat [1]
23 493056 C2f [384, 256, 1]
24 2598943 Detect [5, [64, 128, 256]]

We use BCE Loss as the classification loss and DFL Loss +
CIOU Loss as the regression loss for the improved network
structure. Since the cognitive engagement detection task is
a multi-classification problem, the binary representations of
multiple class labels are written together to form a one-hot
vector.
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FIGURE 5. The structure of simAM-YOLOv8n model. The orange rectangles in the Backbone and Head networks represent the added simAM attention

modules.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. EXPERIMENTAL SETTING

We implemented the experiments in Python-3.9 torch-1.13 on
a server with 32 GB of RAM and NVIDIA GeForce RTX
3080 10240MB GPU. The code is based on Reis et al. [43].
The images were to get 3 x 640 x 640 (C x H x W)
tensors as inputs to the simAM-YOLOv8n model. The 3 x
224 x 224 dimensions are the standard dimension for input
to the model. In this paper, Accuracy (ACC), Precision
(P), Recall (R), F1-Score (F1), Mean Average Precision 50
(mAP50), Mean Average Precision 50-90 (mAP50-95), and
Average Accuracy (AA) are used to evaluate the detection
performance of the different algorithms. Because there is
no similar ICAPD-related dataset, the proposed simAM-
YOLOVS8n can only be directly trained on the ICAPD dataset,
so we conduct experiments on the ICAPD dataset to verify
the effectiveness of the proposed method. We adopted a
stochastic gradient descent (SGD) optimization algorithm,
and the initial learning rate and momentum parameters
were set to 0.01 and 0.937, respectively. The number of
iterations of the model training is 200 iterations. The batch
size was set to 16, the number of workers was set to O,
training was performed using Automatic Mixed Precision,
the patience was set to 50, label smoothing was set to 0,
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and the nominal batch size was set to 64. In addition,
we used some strategies to learn more features: first,
we increased the weight of the bounding box loss. It adjusted
the weight of the bounding box loss from 7.5 to 8.5 to obtain
more features related to behavioral annotation boxes. This
provides more effective features for cognitive engagement
prediction. Second, we dynamically allocated image weights.
It controlled the probability of sampling images based on
the number of behavioral categories to learn more complex
behavioral image features. Third, we dynamically adjusted
the learning rate. It used the cosine annealing algorithm
to control the learning rate and the speed at which the
simAM-YOLOv8n learns more behavioral deep features.

B. TRAINING PROCEDURES

Firstly, the ICAPD dataset is divided into 16 batches, and each
batch is input into the model for training. Then, the images in
each batch are fed through the simMA-YOLOv8n model for
forward propagation, resulting in predicted bounding boxes
and class probabilities for each student. Next, the predicted
bounding boxes and class probabilities are compared with the
ground truth labels to calculate the losses. Subsequently, the
model weights are updated through backpropagation using
the gradients of the loss functions to minimize the losses. This
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FIGURE 6. The simAM-YOLOv8n training loss functions and performance
curves on ICAPD dataset. The first three columns represent the loss
curves, and the last two represent the performance curves.
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FIGURE 7. Comparison of the ACC with existing methods on ICAPD
dataset.

process is repeated until the predefined number of training
epochs, which is set to 200, or until a stopping criterion is
met. As shown in Figure 6, the loss values of the proposed
simAM-YOLOv8n keep decreasing with the increase of
epochs. When the number of epochs approaches 200, the
loss values decrease to a relatively small value. The P and R
values increase with the increase of epochs and finally reach
arelatively stable level. This shows that under the joint efforts
of the optimization algorithm, the empirical risk and error of
the model gradually decrease, and the optimization degree of
the network gradually increases. Finally, the optimal weight
parameters of the model are saved, and the detailed evaluation
of the automatic detection of student cognitive engagement is
carried out on the test set.

C. EXPERIMENTAL ANALYSIS AND COMPARISON
1) COMPARISON WITH BASELINES AND
STATE-OF-THE-ARTS
This work focuses on solving the accuracy problem in
detecting cognitive engagement classes. Especially in the
Active and Disengage classes, teachers need to guide teaching
through the detection results of these classes. We select
the popular object detection models for comparison, which
are Fast-R-CNN [15], retinaNet [51], SSD [16], YOLOvVSs
[52] and YOLOv8n [43]. We compared the ACC of
different models in automatically detecting student cognitive
engagement, as shown in Figure 7 and Table 4.

It finds that YOLO series models perform better than
other object detection models. The performance of YOLOv8n
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TABLE 4. Comparison of the ACC of methods in the five classes. The D, P,
A, C and | letters represent the Disengage, Passive, Active, Constructive,
and Interactive classes. The thickened value indicates the best
improvement effect.

Method D P A C I
Fast-R-CNN 0.17 0.6 0.19 0.02 0
retinaNet 0.18 0.62 0.21 0.26 0.04
SSD 0.17 0.52 0.15 0.14 0
YOLOVSs 0.41 0.82 0.31 0.61 0.25
YOLOv8n 0.72 0.93 0.63 0.86 0.87

simAM-YOLOv8n 0:76 0.95 0.71 0.85 0.93

is much better than that of YOLOVSs, indicating that the
updated version of YOLO has better performance. The
proposed simAM-YOLOv8n achieves an ACC of 84%,
outperforming the YOLOv8n, which obtains an ACC of
80%. The proposed approach with the simAM attention
mechanism outperformed any other state-of-the-art method
on the ICAPD dataset in terms of overall ACC value. All
methods can achieve good detection results in the Passive
and Constructive classes. Because the behavioral features
in these classes are not complicated. The poor performance
of Fast-R-CNN and SSD in the Interactive class is due to
the data imbalance on the ICAPD dataset. The proportion
of these behaviors will not be too large, which is consistent
with the characteristics of classroom spontaneity. Compared
with other object detection models, the proposed model
has strong comparability in each class, which verifies that
adding attention mechanisms helps improve the model’s
performance. Compared with YOLOv8n, the proposed
simAM-YOLOv8n maintains a comparable ACC value in
some classes, but has a higher ACC value in the more
confusing Active and Disengage classes, which is more
conducive to solving classroom teaching problems. Because
the teacher always pays more attention to the students who
are not engaged or initiate active behaviors. Therefore, the
proposed simAM-YOLOv8n has advantages in terms of
overall accuracy and has strong comparability in different
classes on the ICAPD dataset.

Furthermore, results of the YOLOv8n and the
simAM-YOLOv8n on two example frames are shown in
Figure 8, where the first row is the input image, and the
second and third rows are the detection results of YOLOv8n
and simAM-YOLOS8n, respectively. In the first column,
the YOLOV8n detects the location of most students but
mis-detects some active behaviors. The active behaviors,
such as the third column of the second row, the second
column of the third row, and the first column of the first
row in the input image, are more accurately detected by the
simAM-YOLOv8n. The proposed simAM-YOLOv8n model
can detect the location and cognitive engagement of the
students wearing masks. Moreover, the simAM-YOLOv8n
detects smaller objects in the back row, which verifies
the effectiveness of the attention mechanism on dense and
small object detection. From the case of the second column,
it can be observed that the behaviors in the front row and
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TABLE 5. Comparison of the P, R, F1, and ACC with existing cognitive
engagement detection methods. The thickened value indicates the best
improvement effect. Metrics for which values were not provided in the
original paper have been marked as “none.”

Method Data P R F1 ACC Annotation

BERT- text 0.79 0.78 0.78 0.79 active, constructive and in-
CNN teractive

GAN audio none none none 0.34 valence, arousal

SVM video 0.83 none none 0.75 engaged, and less engaged

GMM video none none none 0.68 left-slide, right-slide, and
unfocused

disengage, passive, active,
constructive and interactive

simAM- video 0.86 0.85 0.86 0.84
YOLOV8n

the small objects in the back row (e.g., the fifth row of
the second column) are more accurately detected by the
simAM-YOLOvV8n. We can also find that YOLOvS8n is not
very accurate. For example, there is an active behavior that
is mistaken for passive behavior on the first row of the first
column and a passive behavior is mistaken for an active
behavior on the first row of the third column. Overall, the
above results show that the ICAPD framework can support
computer vision-based cognitive engagement detection, and
the simAM-YOLOv8n model has a better performance
than YOLOv8n in detecting cognitive engagement with
low-resolution images and complex behaviors.

2) COMPARISON WITH EXISTING COGNITIVE ENGAGEMENT
DETECTION METHODS

To validate the superiority of the proposed ICADP framework
and simAM-YOLOv8n method in cognitive engagement
detection, we conducted comparisons with Bidirectional
Encoder Representation from Transformers - Convolutional
Neural Networks (BERT-CNN) based on text [53], Genera-
tive Adversarial Networks (GAN) based on audio [5], Sup-
port Vector Machine (SVM) based on video [12], Gaussian
Mixture Models (GMM) based on video [54]. The evaluation
metrics include Precision (P), Recall (R), Fl-score (F1),
Accuracy (ACC), and Annotation, as shown in the Table 5.
From the Annotation perspective, the proposed ICAPD
framework offers finer-grained annotations for cognitive
engagement, allowing for a more comprehensive represen-
tation of engagement levels. In terms of other metrics,
the proposed simAM-YOLOvV8n outperforms other models.
Overall, our ICAPD framework and simAM-YOLOv8n
model are better suited for cognitive engagement detection
tasks.

D. DISCUSSION

1) EFFECT OF DIFFERENT ATTENTION MECHANISMS

To further verify the advantages of combining the
simAM with the YOLOv8n, we compared the proposed
simAM-YOLOv8n with different variants of attention-based
YOLOvV8n. These compared models were YOLOv8n with
the SE [32] (SE-YOLOv8n), YOLOv8n with the ECA
[29] (ECA-YOLOv8n), YOLOvV8n with the SKnets [30]
(SKnets-YOLOv8n) and YOLOv8n with the EMA [25]
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(EMA-YOLOV8n). These attention modules were added
twice in the YOLOVS8n, the same as the position added by
the simAM module. In addition, baseline YOLOv8n was
also used for comparison. The experimental environment and
the training parameters were the same for all models. The
confusion matrices and AA values of different methods are
shown in Figures 9 and 10.

It can be found that the proposed simAM-YOLOv8n
achieves the best performance in all classes. However,
other attention-based methods only exceed the YOLOVS8n in
some classes, which is not friendly to the overall accuracy.
Except for the proposed simAM-YOLOVS8n, none of the
compared models can get more than 70% accuracy on
Active class. The reason for this may be the high inter-class
variance in the Active class (As shown in Figure 2).
Furthermore, the behaviors belonging to the Disengage class
should be prevented or solved with early identification.
So there is a high demand for higher detection accuracy
on the Disengage class. The proposed simAM-YOLOv8n
can achieve a comparable result of 76%, which exceeds
most attention-based models. Although SKnets-YOLOv8n
exceeds the proposed simAM-YOLOv8n in the Disengage
class, it has severe performance degradation in other classes.
Overall, the proposed simAM-YOLOv8n can exceed or equal
YOLOVS8n in each class and can achieve the best results in the
Active class containing the most complex behaviors. So the
proposed method can provide assistance for teachers to adapt
teaching.

2) EFFECT OF DIFFERENT POSITIONS OF ATTENTION
MODULE
To further explore the effect of adding attention mechanism
modules at different positions of YOLOvV8n on the perfor-
mance of the algorithm, the simAM module was added to
the P3, P4, and P5 in the Backbone network (as shown in
Figure 1), i.e. added between layers 4 and 5, between layers
6 and 7, and in layer 9 (as shown in Table 3). These new
models were named BP3-simAM-YOLOv8n, BP4-simAM-
YOLOV8n, and BP5-simAM-YOLOVS8n, respectively. After
adding the simAM module to the P3, P4, and PS5 in
the Head network (as shown in Figure 1), i.e. added
in layer 17, between layers 20 and 21, between layers
23 and 24 (as shown in Table 3), the models were named
HP3-simAM-YOLOv8n, HP4-simAM-YOLOv8n, and HP5-
simAM-YOLOV8n, respectively. We named the proposed
model of adding simAM module both behind the P5 in the
Backbone network (i.e. layer 9 as shown in Table 3) and
behind the P3 in the Head network (i.e. layer 17 as shown
in Table 3) as simAM-YOLOv8n. The above methods were
tested in turn. The experimental results are shown in Table 6.
The experimental results show that in terms of the ACC
and P, the BP5-simAM-YOLOv8n model performs the best
when compared with BP3-simAM-YOLOvV8n, BP4-simAM-
YOLOvV8n and BP5-simAM-YOLOv8n. The ACC and R
values of the HP3-simAM-YOLOvS8n perform best when
comparing the models of simAM added to the Head network
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FIGURE 8. Comparison of the YOLOv8n and simAM-YOLOv8n in student cognitive engagement detection results. The first line is the original image,
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FIGURE 9. Comparison of the AAs of different methods in the ICAPD
dataset. The AA is the mean of class-specific accuracy values.

of YOLOvS8n. Since the ACC values are a useful reference
for evaluating the classification performance of cognitive
engagement, the simAM-YOLOv8n considers the advantages
of both complex behavior feature extraction in the Backbone
network and small target detection in the Head network,
making the algorithm achieve the best performance in terms
of ACC value. The proposed simAM-YOLOv8n does not
emphasize the values of mAP50 and mAP50-90 because
we pay more attention to the classification of cognitive
engagement rather than the detection of students.
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3) ICAPD FRAMEWORK AND THE ROLE OF THE TEACHER

In our recording situation, there is no prescribed standard for
what the students should do. The role of the teacher is funda-
mentally that of an instructional guide. Because in an authen-
tic learning environment (such as a classroom), teachers
cannot tell which knowledge-change processes students are
thinking, how can this challenge be resolved so teachers can
know how students are engaged? One possible way is to
map what students do while engaged with instruction that
is visible behaviorally to the invisible knowledge-change
processes they are undertaking. Accordingly, a taxonomy was
proposed that specified roughly four distinguishable classes
of student overt behaviors. The benefit of our ICAPD is
that this operational definition can guide teachers to evaluate
their own design of student activities, to determine what
class of student outputs their designed activities elicit (i.e.,
they can compare the anticipated student response with the
presented instructional materials). Subsequently, it remains
essential for teachers to utilize the results of our detection
according to their specific needs. For example, ICAPD’s
easily defined rubric, requiring only a comparison of what
is generated to what is presented instructionally, can teach
teachers how to design a deep question: A deeper question
can simply be one that elicits generative responses from
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FIGURE 10. Confusion matrices of different attention-based methods on
ICAPD dataset. The horizontal axis represents the real class, and the
vertical axis represents the predicted class. The P, A, C, |, and D represent
the Passive, Active, Constructive, Interactive, and Disengage classes. The
values on the diagonal represent the proportion of classes correctly
classified. Note that the confusion matrix shows the confusion only
between P, A, C, |, and D classes.

TABLE 6. Comparison of the overall performance of models based on
different positions on ICAPD dataset. The thickened value indicates the
best improvement effect.

Method P R F1 ACC mAP50 mAP50-95

BP3-simAM- 0.843 0808 0.825 0.814 0.882 0.537
YOLOv8n

BP4-simAM- 0.836  0.823 0.829 0.790  0.867 0.535
YOLOvVS8n

BP5-simAM- 0.844 0.794 0.818 0.824  0.871 0.531
YOLOV8n

HP3-simAM- 0.811 0.848 0.829 0.820 0.876 0.543
YOLOV8n

HP4-simAM- 0.834 0.808 0.821 0.792 0.869 0.531
YOLOvV8n

HP5-simAM- 0.854 0.826 0.840 0.812 0.882 0.542
YOLOvV8n
simAM- 0.861 0.846 0.853 0.840  0.888 0.555
YOLOvVS8n

students, containing information that has not been presented
instructionally. We hope to prescribe what teachers should
do in instruction based on what the ICAPD mode a teacher’s
activity elicits in students’ engagement.

4) INFLUENCE OF THE PROPOSED METHOD IN CLASSROOM
The ICAPD framework can provide guidance for annotating
visual behaviors. It offers a more comprehensive set of
annotations for cognitive engagement than the ICAP. The
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simAM-YOLOvV8n model can provide outputs that closely
approximate genuine cognitive engagement results. It deliv-
ers more precise detection results compared to YOLOv8n.
Furthermore, the proposed method provides a promising
starting point for reducing the effort involved in manual video
inspection and annotation, which in turn would facilitate
the analysis of larger numbers of individuals and longer
videotaped lessons. The results can be combined with other
empirical experiences to enhance student engagement [55],
[56], [57].

5) LIMITATIONS OF OUR STUDY

This study proposes the ICAPD framework and
simAM-YOLOvV8n for student cognitive engagement detec-
tion in the classroom. The experimental results verify
the usefulness of it, which provides a new perspective
for learning analytics. However, this study has several
limitations that should be acknowledged. Firstly, there
was inadequate consideration of parental consent and the
understanding of the study by the children. Secondly,
accurately determining students’ true cognitive engagement
with a single video proved to be challenging. This limitation
may impact the accuracy and reliability of the findings
related to students’ cognitive engagement. Thirdly, the
study did not sufficiently consider the role of instructional
teachers in determining students’ cognitive engagement.
Teachers play a crucial role in facilitating and guiding
students’ learning experiences, and their influence on
students’ engagement should not be overlooked. Lastly, the
performance of the simAM-YOLOv8n model in handling
complex classroom scenarios with significant occlusions was
not thoroughly evaluated. This limitation raises concerns
about the generalizability and applicability of the model
in other real-world settings where occlusions and complex
classroom dynamics are common. Acknowledging these
limitations is essential for a comprehensive understanding of
the study’s findings and to guide future research in addressing
these concerns to enhance the validity and reliability of the
research in this area.

V. CONCLUSION

This paper proposes the ICAPD framework to represent
cognitive engagement in the classroom. This framework
defines five different levels: Disengage, Passive, Active,
Constructive, and Interactive. These higher-order levels are
mapped to lower-order explicit learning behaviors. Based on
the ICAPD framework, an ICAPD dataset was constructed
for cognitive engagement detection in the classroom. Fur-
thermore, the simAM-YOLOv8n model was proposed to
detect the students’ cognitive engagement more effectively.
Experimental results on the self-built dataset have validated
the effectiveness of our method. Therefore, future research
will focus more on the impact of boundary conditions in
data collection and the role of instructional teachers. The
use of multimodal and multi-video data to detect students’
cognitive engagement will also be considered. Additionally,
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algorithmic structures tailored to complex scenarios will be
explored to optimize the model’s performance. These efforts
will help to address the limitations of the current study and
improve the validity and reliability of future research in this
area.
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