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ABSTRACT An accurate tourism demand forecastingmodel is crucial for tourism decision-makers. In recent
years, several deep learning-based models have been developed to predict tourist arrivals via search intensity
indices. However, fewmethods consider the lag effect in the long-term time range and the interaction between
different search intensity indices factors. To alleviate the above limitations, we propose a graph-guided
tourism demand forecasting network, which can model the lag effect of historical variables on future
variables. Specifically, each variable is individually encoded via a convolutional neural network in the time
dimension. Then, lag effects are modeled dynamically in a bipartite graph, and mined via graph aggregation.
Finally, a fully-connected network is designed for regression prediction. Experimental results on two public
datasets demonstrate the superiority of the proposed method in both one-step and multi-step prediction
compared with existing methods.

INDEX TERMS Tourism demand forecasting, graph neural network, lag effect.

I. INTRODUCTION
Tourism plays an important role in the global economy.
An accurate and effective tourism demand forecasting model
has become an urgent need of hotel operators, managers,
and other stakeholders because it can help to make correct
short-term decisions and avoid unnecessary market risks [1].
However, due to the complexity of the determinants behind
tourist arrivals and external intervention measures, accurate
tourism demand forecasting has great challenges.

In recent years, with the great success of deep learning in
signal processing and time series-related tasks [2], [3], [4], [5]
such as wind speed forecasting [6], [7], deep learning-based
tourism demand forecasting methods have gradually become
a research hotspot [8], [9]. Encouraged by the suc-
cess of multivariate time series forecasting models [10],
[11], [12], some methods attempt to introduce additional
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tourism-related variables, such as economic factors [13] and
weather factors [14]. As tourism related-variables, the search
intensity indices (SII) can reflect tourists’ preferences and
arouse extensive research interest [15], [16], [17]. In addition,
the development of the Internet has allowed search intensity
indices data to accumulate and be accessed openly. Therefore,
this work focuses on tourism demand forecasting based on
deep learning and search intensity indices factors.

One of the widely concerned issues in SII-based tourism
demand forecasting is the lag effect of variables. Fig. 1
shows an example of search process for the potential Macau
tourist. As we have seen, tourist arrivals may be affected
by the short-term lag effect of a search a month ago or
by the long-term lag effect of a search several months ago.
In addition, a single search may result in multiple searches in
the future, which indicates that there is the lag effect between
search intensity indices factors. To address this issue, the
existing works [15], [16], [17] use the attention mechanism
for lag selection within the input window. On the one hand,
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FIGURE 1. An example of online search for the potential Macao tourist.

this solution only considers the lag effect within a limited
time range, and the long-term lag effect is ignored. In the
real world, some tourists may make travel plans through
online searches for a long time in advance, and their travel
intentions will be ignored by the model. On the other hand,
this solution also ignores the lag effect between SII factors.
Sometimes a single search by a tourist may lead to many
future searches, and these large searches do not necessarily
mean an increase in potential travelers. Ignoring such lagging
effects may overestimate the final tourist arrivals.

In addition, most literature on tourism demand forecasting
focuses on short-term forecasting, but the effective planning
and management of tourism-related departments such as
hotels need longer-term forecasting [18]. With the increase of
time step, the deviation between the accuracy of the predicted
value and the original value gradually increases, so multi-step
ahead prediction is still a big challenge [19].
To address the above limitations, we proposed a graph-

guided tourism demand forecast network (GTDFN). Specif-
ically, each variable is first encoded along the temporal
dimension by a convolution neural network (CNN). Then,
all the current variables and all the observable historical
variables are combined to form a bipartite graph whose edges
are automatically generated by the network. By one-way
graph aggregation of graph neural network (GNN), GTDFN
can capture the relations between any historical variable
and the current variable, including the lag effect of the
historical search intensity indices factors on current tourist
arrivals and the lag effect of historical search intensity indices
factors on the current search intensity indices factors. Finally,
future tourist arrivals are predicted via a fully-connected
network. By direct prediction, the proposed method can make
multi-step predictions in advance.

In sum, the main contributions of this paper are as follows:
• We emphasize the importance of considering the
long-term lag effect and the lag effect between SII
factors in tourism demand forecasting, and construct a
bipartite graph from a global perspective for modeling
them.

• We propose GTDFN, which utilizes graph structure
learning to automatically capture the potential lag effects

of SII factors, and further simulates the impact process
via unidirectional graph aggregation.

• We conduct extensive experiments on public real
datasets sourced from Hong Kong and Macau, and
the experimental results show the superiority of the
proposed method.

II. RELATED WORK
A. TOURISM DEMAND FORECASTING
Tourism demand forecasting is important to the healthy and
stable development of the tourism industry, and has been
widely concerned for a long time [20]. Early tourism demand
forecasting methods focus on traditional time series analysis
and econometrics. Specifically, Liu et al. [21] adopted the
vector autoregressive model to explore the causal relations
between web searches and actual arrivals of the cultural
tourism destination. Pan and Yang [22] used the ARIMA
model to predict hotel occupancy via web search terms,
weather, and other factors. Jiang et al. [23] proposed a
tourism demand forecasting framework combining fuzzy
time series (FTS) and an atom search optimization (ASO)
algorithm. Li et al. [24] combined the error correction
model with a varying parameter model to generate a new
single equation model for tourism demand forecasting,
so that the time-varying parameter error can be corrected.
Although the above methods have brought progress in the
domain of tourism demand forecasting, their performance
is not significant because they are all traditional machine
learning based algorithms whose fitting ability is often
limited.

In recent years, deep learning-based methods have
gradually become the most mainstream tourism demand
forecasting method due to their strong nonlinear fitting
ability and automatic feature extraction ability. Specifically,
Li et al. [25] used graph convolution neural network to
extract spatial features and LSTM to extract temporal
features, so as to improve the performance of tourism
demand prediction. Ni et al. [26] combine CNN and LSTM
for short-term tourist flow forecasting. Bi et al. [27] encoded
the tourism demand data into images, extracted features by
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FIGURE 2. Architecture of GTDFN.

using the convolution layer and pooling layer, and further
predicted the tourist arrivals by using LSTM.

In this study, we focused on the methods that use SII
factors as inputs. Specifically, Law et al. [15] proposed a long
short-term memory network (LSTM) for tourism arrivals
forecasting, and added the attention mechanism for features
selection and lag selection. The experimental results on a
realistic Macao dataset show that the performance is higher
than several traditional methods. Based on [15], Zhang et al.
combined data from two locations and used a single model
for simultaneous prediction, achieving better performance.
Zhang et al. [16] proposed an STL-DADLM model, which
alleviates the over-fitting problem of the LSTM model by
STL decomposition and improves the accuracy of long-term
and short-term predictions. The above three SII-based works
all use attention mechanisms for lag selection. However, due
to the limitation of input window size, this processing method
can only be considered within a finite time range, ignoring
the global lag effect. In addition, this method only learns an
importance score for each timestamp to consider lag, ignoring
the specificity of different SII factors at the same time, and
ignoring the lag effect between SII factors.

B. GRAPH LEARNING ON TIME SERIES FORECASTING
Graph learning technology has been widely applied in
time series forecasting due to its ability to model complex
relations, such as inter-series correlations [28], spatio-
temporal correlations [29], [30], [31], [32] and variables
correlations [28], [33]. Wu et al. [33] uses GNN to model
dependencies among variables in a timestamp and proposes
a mix-hop propagation layer and a dilated inception layer
to model temporal and spatial dependencies. Recently,
Xu et al. [34] proposed a multivariate time series forecasting
method based on the instance graph, which extends the
relations reasoning between variables in a single timestamp to
variables in multiple timestamps, making it easy to model the
lagged effects between variables. However, this method treats
all training set variables as historical variables, which makes
the ground truth of some samples visible during training,
resulting in the low generalization ability of the trained
model. In addition, due to the use of an invariant set of
historical variables in this method, the integrity of historical

variables will be lost during the testing procedure. In this
work, we solve the above limitations and apply them to the
modeling of the lag effect in tourism demand forecasting.

III. METHODOLOGIES
In this section, we present our proposed GTDFN in detail.
As shown in Fig. 2, GTDFN consists of three modules includ-
ing an instance encoder, relation encoder, and regression
network. First, variables including SII factors and tourist
arrivals of each timestamp are encoded by a CNN encoder.
Subsequently, A dynamic GNN is used to extract the lag
effect between historical variables and current variables.
Finally, regression forecasting is conducted using a fully-
connected network.

A. PROBLEM DEFINITION
In this work, we focus on the issue of tourism demand
forecast, which aims to predict future tourist arrivals accord-
ing to the past tourist arrivals and search intensity indices
factors. In this problem, the observed data of the i-th month
can be represented as a vector Xi = {a, s1, · · · , sp, },
where a denotes the tourist arrivals, s1 · · · sp denote search
intensity indices factors. Given an observed sequence X =

{Xt−d , · · · ,Xt−1,Xt }, where t is the current timestamp,
d indicates past month number, our goal aims to predict the a
in {Xt+1, · · · ,Xt+h}, where h is the prediction horizon.

B. INSTANCES ENCODER
To explore the lagged impact of SII factors on future
variables, we first need to encode each SII factor and tourist
arrivals (i.e., time series variables). To further consider
time specificity, the same variables at different times are
encoded separately. For convenience, we call a variable in
a timestamp an instance according to [34]. A 2-layer 1D
CNN with ReLU activation is designed to encode each
instance. This convolution is performed on the temporal
dimension to obtain the temporal dependencies information
of variables. Generally, a convolution layer can capture only
a short-term dependence on the size of the convolution
kernel, but as the convolution layers overlap, the longer-term
dependencies can be extracted. In addition, all instances
share the same convolution kernel for better generalization.
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Finally, a fully-connected layer is connected to CNN to
transform embedding dimensions.

The instance encoder has special requirements for input,
so we need to convert the original sequence into a specific
form. Specifically, each original sequence X is split into
an instance set {xi}

p+1
i=1 , where xi ∈ Rt is original time

series of the i-th instance. On this basis, we constructed
two instance sets DP = {xT1 , xT2 , · · · , xTn } and DC =

{xB1 , xB2 , · · · , xBm}, where n and m present the total number
of samples in DP and DC , respectively. DP contains all
instances of the historical samples, and DC contains all
instances of current mini-batch samples. In each mini-
batch training procedure, DP and DC are fed into the
instances encoder to form embedding {eT1 , eT2 , · · · , eTn } and
{eB1 , eB2 , · · · , eBm}, respectively. In addition, each instance
batch is sampled in chronological order and added to DP as
the historical instances of the next mini-batch instances after
backpropagation, so as to ensure the integrity of the historical
variables in time. It is worth noting that during the inference
stage, Dt still dynamically increases over time without the
need for additional training.

C. RELATIONS ENCODER
Subsequently, we explicitly utilize a bipartite graph to capture
the lagged impact of historical instances on current instances.
In the graph, each instance is treated as a node whose
node attribute is the feature embedding extracted by the
instance encoder. To better simulate the process of lagged
impact, all edges are only connected between historical
and future instances, and all edges are directed edges,
with directions pointing from historical instances to future
instances. Defining edges in advance is difficult to achieve
as it may require complex domain knowledge, so we use
graph structure learning techniques to dynamically generate
them. Specifically, The adjacency matrix A of the graph is
constructed by calculating cosine distance:

Aij =
W1eBi ·W2eTj∥∥W1eBi

∥∥ ·

∥∥∥W2eTj
∥∥∥ (1 ≤ i ≤ m, 1 ≤ j ≤ n) (1)

whereW1 andW2 denote the trainable weight matrices. With
the help of two parameter matrices, the network can learn
the most favorable edge connection method for prediction.
Subsequently, a unidirectional aggregated GNN is used to
further encode the embedding of graph nodes. The process
is as follows:

zBi = Concat(eBi ,
1

|Ni|

∑
j∈Ni

AijeTj ) (2)

where Ni is the set including top-N similar nodes for
i-th mini-batch node, Concat(·, ·) represents matrix join
operation, zBi denotes the embedding after aggregation of
i-th mini-batch node. Intuitively speaking, the aggregation
process of GNN simulates how historical SII factors affect
current SII factors and tourist arrivals. The strength of the
effect is determined by the edge weights in A, and the

construction method of A is automatically optimized by the
network. In addition, low impact edges are ignored to prevent
the over-smooth embedding. It is worth noting that the first
batch has no corresponding historical instance, so we assume
that they are not affected by any historical instances and
directly feed the embedding output of the instance encoder
into the regression network.

D. REGRESSION NETWORK
For final regression forecasting, we fuse the instance
embedding corresponding to each sample. Specifically,
the i-th sample embedding can be expressed as Zi =

Concat(zB1+i∗(p+1), · · · , zB(i+1)∗(p+1)). Then, a fully-connected
network is used for tourist arrivals regression forecasting:

yi = WrZi + br (3)

where yi represents the predicted result of i-th sample,Wr and
br are trainable weight and bias matrix, respectively. Finally,
the mean square error (MSE) is used as the loss function of
GTDFN:

L =
1
K

K∑
i=1

(
yi − ŷi

)2 (4)

where K denotes the total number of training samples, ŷi is
the ground truth tourist arrivals of the i-th sample.

E. TIME COMPLEXITY ANALYSIS
The main time cost of GTDFN calculation sources from
the CNN instance encoder and the relation encoder with
regression network. Therefore, the total time complexity can
be expressed as:

Osum = Ocnn + Ograph (5)

whereOcnn andOgraph are the time complexity of the instance
encoder and the relationship encoder, respectively. According
to the time complexity of convolutional layers, Ocnn can be
represented as:

Ocnn = O
(
Cin ∗ Cout ∗ d2 ∗ K 2

)
(6)

where K is the length of convolutional kernel, Cin and
Cout are the number of input and output channels. For the
relation encoder with regression network, the time con-
sumption is mainly in the relation encoder. from the eq.(1),
we can easily find the dimension of inputs eBi ∈ RM∗D,

eTj ∈ RN∗D, and the output dimension Aij ∈ RN∗M , thus the
time complexity of relation encoder with regression networks
can be represented as:

Ograph = O
(
D2

∗M
)

(7)

To sum up, the time complexity of GTDFN is Osum =

O
(
Cin ∗ Cout ∗ 2 d2 ∗ K 2

+ D2
∗M

)
.
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TABLE 1. The parameter search scope for GTDFN and baselines.

IV. EXPERIMENTS
A. EXPERIMENTAL SETUP
1) DATASETS
To evaluate the effectiveness of the proposed method,
we adopted the public datasets ‘‘HK-2018’’ and ‘‘MO-2018’’
provided by Zhang et al. [17], which collected the monthly
tourist arrivals and search intensity indices factors of Macao
and HongKong. For tourist arrivals, Macau’s data is collected
from the Statistics and Census Services Office of the
Macau government, while Hong Kong’s data is sourced
from the Hong Kong Tourism Board.1 For SII factors,
data was collected from Google Trends2 and Baidu Index3

websites. There are a total of 193 search keywords, covering
seven categories related to tourism, namely dining, lodging,
transportation, tour, clothing, shopping, and recreation. The
time range of the two datasets is from January 2011 to
August 2018, and each time step spanning one month
(92 observations).

To accelerate the convergence speed and improve the
accuracy of the model, the Min-max normalization was used
for data preprocessing. Specifically, for each variable s in the
dataset:

s′ =
s− smin

smax − smin
(8)

where smax and smin represent the maximum and minimum
values of variable s in the dataset, respectively.
For the validation method, we did not follow the

walk-forward validation [17] adopted by the dataset author,
because it needs to retrain a model at each step of forward
validation, which is expensive and not conducive to the
actual deployment and application of the model. We are more
concerned about the long-term performance of the model
after training, so we split the dataset with a train-validation-
test ratio of 60%-20%-20%, select the model that performs
best in the verification set after training, and evaluate the best
model in the test set.

2) BASELINES
We compare the proposed model of time series forecasting
with four well-performing baselines as follows:

(1) LSTM: In this baseline, an LSTM layer is used to extract
the long-term dependency information of the time series, and
then an MLP is adopted for regression prediction.

1https://www.dsec.gov.mo/Statistic.aspx?NodeGuid=251baebb-6e5b-
4452-8ad1-7768eafc99ed

2https://trends.google.com
3https://zhishu.baidu.com

(2) RAE [6]: Rough Autoencoder (RAE) is a deep
autoencoder with stacked autoencoder (SAE) and stacked
denoising autoencoder (SDAE) for time series forecast-
ing, which uses unsupervised feature learning from the
unlabeled data and a supervised regression layer for
forecasting.

(3) DLM [15]: It adds an attention mechanism based on
LSTM for lag order selection and feature selection.

(4) GP-DLM [17]: This method presents a group pooling
method to fuse two datasets and simultaneously predict
tourist arrivals of Hong Kong and Macao via DLM.

(5) IGMTF [34]: This method uses a gate recurrent
unit as the instance encoder and constructs a training set
instances-Mini batch instances graph to mine the correlation
between instances.

3) EVALUATION METRICS
In experiments, the mean absolute percentage error (MAPE),
mean absolute error (MAE), and root mean square
error (RMSE) are used as evaluation metrics, and they were
defined as follows:

MAE =
1
T

T∑
i=1

∣∣yi − ŷi
∣∣ , (9)

RMSE =

√√√√ 1
T

T∑
i=1

(
yi − ŷi

)2
, (10)

MAPE =
100%
T

T∑
i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ , (11)

where T is the total number of the testing samples.

4) IMPLEMENTATION DETAILS
All experiments were coded using PyTorch [35] (v1.7.1)
with CUDA 11.7, and performed on a workstation with
an NVIDIA GeForce RTX3090 GPU and an Intel Xeon
E5-2680 CPU. Adam [36] is used for all models with
100 epochs. In the two datasets, the look-back window
size is set to 6, and the prediction horizon is set to 1, 2,
and 4 respectively. We perform a grid search to find the
optimal hyperparameters of the GTDFN and all baselines,
and the scope of searched parameters is shown in Table 1.
Specifically, we train the model with all possible parameter
combinations and determine the optimal parameters based on
the model’s performance.
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TABLE 2. Experimental results on the HK-2018 dataset.

TABLE 3. Experimental results on the MO-2018 dataset.

B. EXPERIMENTAL RESULTS
The experimental results of five methods on the HK-2018
and MO-2018 datasets are presented in Table 2 and Table 3.
As we can see, the GTDFN shows the best performance in
all metrics and all datasets. Particularly, on the HK-2018
dataset, the GTDFN outperforms the best baseline at the
term of MAPE by 18.70% when the prediction horizon is 1.
On the MO-2018 dataset, the performance of GTDFN is
22.10% better than the best baseline at the term of RMSE
when the prediction horizon is 1. When the prediction

horizon increases, the prediction performance of all methods
decreases, but GTDFN still maintains a relatively stable
performance improvement compared with other methods,
which indicates that the GTDFN can effectively capture the
long-term variation of tourism demand.

Overall, LSTM shows the worst performance among all
baselines due to its lack of consideration of the impact
between variables. Although RAE performs better than
LSTM because of its uncertain factors modeling ability in
the stacked denoising autoencoder, the improvement is still
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TABLE 4. Ablation results on the HK-2018 dataset.

TABLE 5. Ablation results on the MO-2018 dataset.

slight because it neglects the potential lag effects of SII
factors. In contrast, the benefits of DLM using the attention
mechanism for lag order selection are obvious, and five of
the six groups of experiments exceed LSTM. On the basis
of DLM, the performance gain of GP-DLM using group
pooling is also obvious. However, the performance of DLM
and GP-DLM is far from that of GTDFN, possibly because
they only consider the lag effect in a limited range, resulting
in incomplete learned representation.

Compared with the IGMTF method, GTDFN has also
been greatly improved. For MAPE, the performance of
GTDFN is 16.75% higher than IGMTF on the HK-2018
dataset and 19.79% on the MO-2018 dataset, on average.
For this phenomenon, one reason is that IGMTF is prone
to information leakage during the training stage, resulting
in a lack of generalization in the inference stage. On the
other hand, the fixed historical instances of IGMTF lead to
incomplete lag effect mining.

C. ABLATION ANALYSIS
To explore the effectiveness of purposeful design in the
model, we designed two sub-methods for comparison:
1) GTDFN(-GNN): GTDFNwithout graph structure learning
and GNN module, only using CNN and MLP for feature
extraction and forecasting. 2) GTDFN(-order): GTDFN does

not guarantee the order of historical and current variables,
and uses all training instances as historical instances in the
training and inference stage.

The ablation results on both datasets are shown in Table 4
and Table 5. Among the three methods, GTDFN (-GNN)
showed the worst performance, while GTDFN (-order)
showed further improvement on all horizons of the two
datasets, indicating that using GNN to capture relation-
ships between instances is effective for tourism demand
forecasting. On the basis of GTDFN (-order), GTDFN fur-
ther comprehensively improves performance, which further
proves the necessity of mining complete lag effects.

D. HYPERPARAMETERS SENSITIVITY ANALYSIS
In this section, we discuss in detail the effects of learning
rate and regularization factor λ as key hyperparameters. The
MAPE is used as an evaluation metric to reflect the influence
of hyperparameters on the experimental results. Figure 3
shows the effect of two hyperparameters on prediction results
on two datasets. The performance of GTDFN improves with
the increase of learning rate, which is manifested as the
decrease of MAPE, showing that the proposed model has
better performance and convergence ability when the learning
rate is large, and often a larger learning rate is also conducive
to the generalization ability of the model. The performance of
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FIGURE 3. The experimental results of hyperparameters sensitivity analysis.

FIGURE 4. Visualization of the prediction results of the proposed GTDFN and GP-DLM. It includes the results of
two datasets(HK-2018 and MO-2018) and three prediction horizons (1, 2, and 4).

GTDFN decreases first and then increases with the increase
of λ. A weak regularization tends to result in over-fitting,
while a strong regularization tends to result in under-fitting,
so a modest λ is better for our model.

E. VISUALIZATION ANALYSIS
To better understand the benefits of GTDFN,we visualized its
forecasting results and those of GP-DLM, which performed
best in the baseline, and presented them in Figure 4.
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TABLE 6. Importance score of Macau from GTDFN.

TABLE 7. Importance score of Hongkong from GTDFN.

Compared with GP-DLM, the series predicted by GTDFN
under two datasets and three prediction horizons are more
similar to the ground truth, which explains why GTDFN
performs better in metrics. In addition, GTDFN can better
capture the changing trend of visitor arrivals, which can
better helpmanagersmake decisions in practical applications.
This advantage is more obvious when the prediction horizon
increases, although both methods show reduced forecasting
performance.

F. SEARCH INTENSITY INDICES FACTORS IMPORTANCE
ANALYSIS
To further understand the proposed GTDFNmethod, we ana-
lyze the importance of search intensity indices (SII) factors
learned by the model. Specifically, the average edge weight
of each SII factor node and tourist arrival node in the learned
graph is taken as the importance score of the SII factor to
tourism demand. Subsequently, all importance scores were
performed Min-Max normalization. The top-10 importance
scores from both datasets are shown in Table 6 and Table 7,
respectively. On theMO-2018 dataset, the keyword ‘‘Macau’’
is included in all 10 SII factors that the model focuses
on most. Among them, ‘‘Venetian’’, ‘‘Macau shopping’’,
and ‘‘Macau food’’ appeared twice, indicating what tourists
want to do when they come to Macau. In addition, traffic-
related searches are important. In the HK-2018 dataset, the
GTDFN also notes the keyword ‘‘Hong Kong’’ in most of the
top 10 SII factors. It is worth noting that both datasets contain
Hong Kong and Macao search terms and that GTDFN can

identify the variables most relevant to arrivals, which explains
why GTDFN performs well.

V. CONCLUSION
In this paper, we investigate the tourism demand forecasting
task from a novel perspective of using the bipartite graph to
model the lag effect of SII factors and propose an end-to-
end GTDFN method. Specifically, the embedding contains
temporal dependencies of all SII factors and tourist arrivals
are extracted by a CNN encoder. Then, the lag effects of
all instances are generated dynamically via calculating the
cosine distance of instances embedding, and the instances
are further encoded by the relation encoder. Finally, a multi-
layer perceptron is used for one-step to multi-step prediction.
By comparing the existing methods, we demonstrate the
proposed GTDFN not only shows superiority in one-
step forecasting, but also can more accurately predict the
long-term trend of tourism demand.
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