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ABSTRACT Trust is a fundamental element in human relationships, playing a crucial role in decision-
making processes. Despite its significance, numerous dimensions of perceived trustworthiness remain
unexplored and warrant further investigation. Previous literature has highlighted the influence of emotions
and sentiments on how individuals perceive trustworthiness, with visual, vocal, and behavioral cues serving
as essential markers. This preliminary study aims to expand the existing knowledge in the field by
investigating trustworthiness traits manifested through facial and gesture expressions in emotional videos
across diverse cultural contexts. To address this objective, an annotation platform was developed to collect
annotation data using the benchmarked One-Minute-Gradual Emotion (OMG) audiovisual corpus, enabling
the annotation of actors’ perceived trustworthiness levels alongside other inquiries related to emotional
state, gesture, activeness, comfort, and speech integrity. The findings of this study demonstrate a positive
correlation between higher levels of speaker activity, faster gesturing, and a relaxed demeanor with increased
levels of trust gained from audiences. The proposal presented in this paper holds potential for future studies
focused on trustworthiness annotation, facilitating the measurement of trust-related features. Moreover, this
research serves as a critical step towards understanding the foundations of trustworthiness in the development
of synthetic agents that require perceived trustworthiness, particularly in domains involving negotiations or
emergency situations where rapid data collection plays a pivotal role in saving lives.

INDEX TERMS Affective computing, man—machine interaction (MMI), face expression, gesture, emotion,
trust modeling.

I. INTRODUCTION

Affective computing is a discipline that encompasses var-
ious aspects of understanding human psychological states
and integrating this knowledge into intelligent devices to
enhance human-machine interaction. Emotion interpretation
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has been a key focus within this field due to its numerous
applications and the development of psychological theories.
One prominent researcher in the area of emotion recognition
is Paul Ekman, who proposed a division of emotions into six
universal families: Anger, Disgust, Fear, Joy, Sadness, and
Surprise [33]. These families can further be subdivided to
capture specific variations in intensity and valence, although
most research primarily considers the first level of these
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six classes for simplicity. Ekman’s theory suggests that
these basic emotions can be universally recognized across
different cultures and countries. While there is some debate
regarding the universality of these emotions, Izard [46]
argued that individuals can experience more than one emotion
simultaneously. Despite the controversy, Ekman’s theory has
been widely utilized to label many of the existing emotional
datasets in the research community such as RAVDESS [57],
IEMOCAP [14], AMIGOS [70]. These datasets serve as
valuable resources for training and evaluating emotion recog-
nition systems. By applying Ekman’s framework, researchers
aim to develop algorithms and models that can accurately
categorize and understand human emotions. The availability
of these labeled datasets has significantly contributed to
advancements in the field of emotion recognition and its
applications in affective computing.

When considering how to incorporate intelligence into
devices, researchers have always looked to nature for
inspiration, in this case, human interactions. These inter-
actions require that interlocutors perceive the emotions
being displayed, adapt to the detected mood, and respond
appropriately and accordingly. For this reason, several studies
on affective computing [3], [23], [85], [101] have attempted
to pursue this sense-adapt-react mechanism to create more
natural and effective agents that are aware of the complex
cognitive states of humans.

The first step in the sense-adapt-react strategy is sensing.
Machine sensing is often solved by using external sensors that
capture environmental information. These sensors generate
signals that are subsequently processed [65]. More specifi-
cally, these signals are extracted from two main types of body
measurements: physiological and behavioral [86]. This study
focuses on the behavioral sensing.

The ability to “sense” the intentions of the person
with whom we interact is based not only on the content
of the message, but also on how it is expressed. The
paralinguistics of speech, facial expressions or gestures are
modalities that fall within the scope of nonverbal studies [50].
Among nonverbal modalities, facial expression recognition
on images is the most commonly used approach for man-
machine interaction in emotion recognition tasks [62].

Body movements, which include postures and gestures,
also play an excellent role in conveying people’s emotional
feelings. Body postures are considered static compared to
gestures, which involve moving different body parts (e.g.,
arms, head, fingers, legs, and hands), but both contain
relevant emotional information. For example, in [71] when
an angry person expresses their anger, they tend to adopt a
dominant body posture to infer their emotions. In contrast,
the body of an anxious person appears weak and passive
and shows avoidance and reclining tendencies. In terms of
gestures, researchers have recently focused on investigating
which elements have a greater impact on the transmission of
emotions. For example, in [82], they found that only features
of the arms and upper body can be good indicators of emotion.
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In addition to body movements, some models use paralin-
guistic information about speech to detect emotions. In the
study of Pepino and colleagues [80], eGeMaps features
(containing spectral and temporal information of the speech
signal) were combined with spectrograms of the recordings
to feed a wav2vec transform model.

Finally, other studies in emotion recognition have inte-
grated features from different modalities such as facial
expressions, body postures, voice features, or text into video
sequences to improve recognition rates ([25], [62]).

Although there is a plethora of studies on emotion
modeling [3], [4], [11], [15], [63], [64], [66], [68], [85], [96],
mostly are concentrated on the full-blown emotions, and there
are few reported studies on related, subtle affective features
such as trustworthiness recognition, despite their importance.
Trust is essential for people and societies. Trust in friendship,
love, communities, and organizations is indispensable for
developing strong relationships with our colleagues, partners,
and neighbors, which fosters a more connected and powerful
country.

In addition, trustworthiness plays a key role in economic
exchange and politics. For example, market transactions
could be harmed if there is a lack of trust between trading
partners, as agreements require a certain level of trust on the
other side [52]. From a political perspective, decreasing trust
in institutions or in a nation’s leaders can lead to the collapse
of political legitimacy. For this reason, and due to its multiple
applications, it is crucial to measure the potential perceived
trustworthiness of an individual.

In the context of emotion recognition and trustworthiness,
several studies have found that displayed emotions correlate
with the decision to trust a person they have just met [38].
For example, facial expressions that express pleasure (such as
smiling) are perceived as more trustworthy than the absence
of such a signal [55]. Interestingly, a recent perceptual
study [60], [61] on cross-cultural trustworthiness between
Malaysians and Hungarians found that facial expressions
mattered in deciding to trust a person for the former but not
for the latter.

However, most of these studies have not analyzed the
relationships between emotions and trust [6], [55], [58], [74]
using a benchmarked emotionally-inherent video dataset.
They also ignored the characteristics of the raters’ such as
ethnicity and gender. In the attempt to address these gaps, this
study uses the benchmarked emotion-annotated OMG dataset
[5], to investigate the perceived trustworthiness elicited by
gestures and facial expressions of the subjects in the videos
among a multicultural audience.

The main goal of the current study is to investigate the
contribution of facial expressions and gestures to the level of
perceived trustworthiness by human raters.

Two of the main interests of the study are its cross-cultural
nature (as it was annotated by raters from different ethnicities,
which are compared in the study) and the use of videos as
stimuli, as many previous works do not use a trigger (as in
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Berg’s lab games) or the stimuli are based on pictures. These
two features allow us to examine whether trustworthiness is
perceived differently across the cultures studied. In addition,
videos could allow for more complex scenarios that are
closer to the real world compared to laboratory environments
and improve understanding of how perceived trustworthiness
is conceptualized from first impressions under everyday
conditions.

The current analysis could make a significant contribution
to the fields of interpersonal relationships and computer-
human interactions by providing the first steps toward
developing a synthetic agent prototype capable of mimicking
trust characteristics and gaining the trust of human users in
various domains to improve their user experience. In general,
domains that require negotiation would particularly benefit
from such agents, such as, economics, politics, and security.

The remainder of the article is organized as follows.
Section II summarizes related work in the field of trust-
worthiness detection from different points of view. Section
IIT describes the participants who contributed to this study,
the annotation procedure, and the dataset used for the
annotations. Section IV presents the statistics used in detail
and explains the main results obtained from their analysis.
Finally, in Section VI, we discuss the key conclusions of this
study and future research directions.

Il. RELATED WORK

Trust is the foundation for the success of any social, economic
or political relationship. Social relationships can take various
forms, such as partnerships, friendships, and family ties [26],
[90]. Economic relationships involve a connection between
organizations and their customers [37], [48], [81]. The eBay
market is an example of a triumphant connection that is highly
dependent on trust [83]. Finally, the relationship between
citizens and a nation’s political institutions is an example of
a political relationship because without trust, the government
would collapse [40], [93].

Although the definition and understanding of trust is
still an open research topic, it has been studied in several
dimensions to understand what characteristics elicit trust-
worthy responses from a perceptual perspective. Figure 1
summarizes some of the areas of trustworthiness studied in
the literature. In the realm of personality traits, we have
selectively focused on observable attributes. Among these
attributes, friendliness is intertwined with the observer’s per-
ception of the speaker’s ‘“‘comfortability” and ‘“‘activeness”
within the presented stimuli. In the context of socio-economic
traits, we deliberately refrained from gathering data related
to religion and income. This decision is rooted in the fact
that these two aspects do not manifest visually as readily
as characteristics like ethnicity, gender, and age. Given
our primary interest in delving into facial expressions and
gestures, we have chosen to exclude vocal information from
our analysis. Notably, the study of attractiveness constitutes a
separate ongoing project that leverages the OMG framework-
an extension derived from the present work.
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One of the most important branches of research is the
correlation between emotions and perceived trustworthiness
([6], [31], [51], [58], [74]). In [58], emotions with positive
valence (especially joy and gratitude) were found to increase
trust, while emotions with negative valence (e.g., anger)
decreased trust. Subsequently, [74] confirmed that emotions
with negative valence appear to decrease trustworthiness
under certain circumstances.

More specifically, they discovered that this was only the
case for emotions with low certainty ratings, such as fear,
whereas anger and guilt with high levels of certainty had
no clear effect on trusting behavior. Moreover, [6], [31],
[51] observed a robust relationship between the effects of
emotions on trust judgments in zero-acquaintance negotiation
situations.

The second line of investigation is the relationship between
trustworthiness and physical aspects, such as facial expres-
sions or body gestures. For example, smiling is generally
translated into trustworthy social attributions [53], [88],
especially when perceived as spontaneous [41]. Other studies
agree that high variability in temporal emotions and facial
movements are understood as more trustworthy and authentic
features [91].

Regarding body gestures, the study by Lee et al. [55]
analyzed a set of nonverbal cues to discover movements
or expressions that correlate with annotated trust values,
in a laboratory setting. They concluded that certain gestures
such as smiling, leaning forward, or opening arms convey
higher levels of trust. In contrast, gestures such as touching
our face, crossing our arms, leaning back or touching
our hands frequently are perceived as less trustworthy
signals.

Attractiveness can also influence the perception of con-
fidence level [19], [92], [98]. In these studies, results
obtained using competition-based laboratory games showed
that attractive people are more able to gain the trust of others.
In addition to emotions, gestures, and attractiveness, other
factors such as demographic or socioeconomic aspects may
also influence the strength of trustworthiness.

In [30] the authors presented a taxonomy of the current
methods and classifications in emotion recognition, along
with their limitations. Schneider et al. [29], found that
implementing facial expression and gestures performed by a
pedagogical agent resulted in successful learning in a separate
study. Népoles et al. [28] investigated the impact of facial
expression and gestures on perceptions of choral conductor
and ensemble in their study. Recent research by Abi et al.
[27] examined the influence of video background, facial
expression and gender on trustworthiness and competence in
a videoconferencing context, revealing the significant impact
of each factor in the presented results.

Researchers [2], [ 18] have shown that demographic aspects
such as people’s gender, race, or age have an impact on how
much they trust others. In the study by Li et al. for example,
it is confirmed that people trust older people more than faces
that look younger [56].
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FIGURE 1. Different dimensions of trustworthiness studies. In bold, the features that were studied in this paper.

In terms of socioeconomic aspects, some studies have
found that countries and regions can also have an impact on
trust levels [47], [97], as well as people’s reputation to infer
the trustworthiness of their current partner [12], [16], [17],
[24], [39]. Similarly, expectations also play an important role
in trustworthy relationships. The work of [95] showed that
different accents were associated with expected behaviors.
Thus, when behaviors were congruent, trustworthiness was
restored more quickly than when a deceptive action was
present. The congruency effect is also noticeable with faces.
When pictures show people smiling with happy eyes, raters
trust them more than when they smile but the eye muscles
assume a position associated with the emotion anger [36].

Perceived personality also plays an important role in
trusting a person. Several articles have found a strong
relationship between certain universal facial characteristics
and social status or traits. For example, adults who have a
baby-like face are usually classified as not physically strong,
submissive, friendly, naive, warm, and honest [8], [69],
[73]). Attractive facial expressions, on their part, are usually
associated with high competence and high intelligence level
[32]. In addition, angry facial expressions have been observed
to signify dominance [45], [49], [72]. Masculine and feminine
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facial features could also mean that some individuals have
dominant personalities [10].

It should be noted that of the previous studies that have
examined issues related to facial and body expressions and
their possible interpretations, few have used video datasets.
For this reason, in this article we address the relationship
between trustworthiness and perceived trustworthiness in
emotional video datasets at zero acquaintance. Among the
several available datasets in the literature with emotional
annotations OMG [5], IEMOCAP [14], EmoReact [76],
MOSI [100], RAVDESS [57], etc., we chose to use OMG
because, this dataset provides a more realistic environment
where the actors are of different nationalities, genders,
and ages. In addition, the videos were shot in real world
conditions where lighting and backgrounds can vary from
one video to another. This provides a richer environment
to explore what cues influence perceived trustworthiness
from new perspectives. Additionally, this dataset is especially
interesting for our study due to the different nationalities of
the actors, as well as their rich expressive content.

OMG is a multimodal dataset of emotions and contains
173 relatively long videos of monologues, lasting on average
about one minute. The dataset contains audiovisual content
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with their transcriptions. In addition, each video in the OMG
dataset was split into individual clips based on utterances and
annotated in terms of arousal-valence dimensions following
Ekman and Friesen [33].

Ill. METHODOLOGY: EFFECT OF FACE AND GESTURE
EXPRESSIONS ON TRUST

A. PARTICIPANTS

In this research, there were two groups involved: the Yemeni
group and the mixed ethnic group. The Yemeni group
consisted of 127 students, with 18 females (14,17%) and
109 (85,83%) males, from the University of Science and
Technology, Hadhramaut, Yemen (UST). These students
shared similar physical characteristics with people from the
Middle Eastern or North African ethnic backgrounds. Each
student in this group evaluated between 5 and 10 videos,
resulting in a total of 1,373 annotations. Figure 2 provides
information about the age distribution within the Yemeni
ethnic group. Among the Yemeni participants, 15 (11,81%)
were under 20 years old, 92 (72,44%) were between 20 to
25 years old, and 7 (5,51%) were between 36 and 45 years
old.

As for the mixed ethnic group, there were 17 participants
who completed the surveys, including 8 males (47,06%)
and 9 females (52,94%). The participants in this group
belonged to different ethnicities: 11 Asians, 4 Blacks/African
Americans, 1 white, and 1 Hispanic. Each participant in
the mixed ethnic group analyzed at least 5 videos, resulting
in a total of 238 annotations. Figure 2 also displays the
age distribution within the mixed ethnic group. None of the
participants in this group were under 20 years old. Among
them, 7 (64,70%) were between 20 and 25 years old, 5
(29,41%) were between 26-35 years old, and 3 (17,65%)
were between 36 and 45 years old. Additionally, there were
2 participants (11,76%) in the age range of 46-60.

The inclusion criteria encompass three aspects: English
language proficiency, as all OMG videos were presented in
English, and age within the specified range of 20 to 45 years,
indicating a focus on youth participants. Notably, no explicit
exclusion criteria were employed, as the fulfillment of the
inclusion criteria was incorporated within the Google form
(in the instructions, specifically), resulting in the exclusion
of individuals who did not meet the specified criteria from
participating in the study. For example, participants who
had a previous experience rating the OMG videos are not
encouraged to participate. Our data shows that none of these
participants fulfilled the exclusion criteria.

The participants were instructed to complete a Google
form consisting of video clips sourced from OMG, accom-
panied by a set of itemized questions for response. The
questionnaire demonstrated clarity, and the instructions were
straightforward, requiring participants to view the video
content and provide corresponding answers to the given
questions.

Each participant used their own computer or mobile phone
for the purpose of accessing and engaging with the videos.
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FIGURE 2. Age distribution of annotators per ethnic. In blue, Yemeni
annotators (127 in total); in orange, mixed-ethnics annotators (17 in
total).

This computer/mobile setup was seamlessly integrated into
the Google forms platform, enabling participants to watch
and listen to the videos within the context of the study.

The allocation of videos to participant groups was
performed through a random assignment process. This way,
we control that each group does not repeat the same videos.
Each group of participants was exposed to a randomized
selection of videos, ensuring that each video was viewed by
a minimum of three participants within the group. Likewise,
each participant from a given group provided ratings for at
least three videos. It is important to note that the distribution
of videos among participants was completely randomized,
devoid of any predetermined patterns or biases.

B. ANNOTATION PROCEDURE

To annotate the data, we developed two annotation set-ups,
one local and one online, in which the participants had to
fill in a questionnaire about certain perceived features of the
subject in the video.

The ‘local set-up’ was used with the Yemeni group. All the
students watched between 5 to 10 videos locally in different
sessions: some using local computers and others watching the
videos on a big HD screen. In both cases, participants filled
in their answers to a printed questionnaire.

Unlike the local set-up, for the online version, we devel-
oped a system using YouTube and Google Forms. First, all
the selected videos were uploaded to YouTube, and later,
integrated into Google forms on sets of 5 videos. This set-
up was employed with the mix-group to obtain answers from
different nationalities and compare them to the Yemini group.

Thus, all the questionnaires contained from 5 to 10 videos
with their six associated questions about the perceived
features of the subjects that appeared on the video. The
participants in this study were asked to rate their perceived
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trustworthiness of the speakers based on facial and gesture
expressions by answering six questions relating to the
speakers’ behavior: (emotional) state, gesture, activeness,
comfort, and integrity. The specific queries can be consulted
in Table 1.

The purpose of using the six questions individually is
described afterward. Firstly, for investigating whether the
state of the speaker affects her/his trustworthiness. In other
words, to discover whether a relaxed person could be
perceived as more trustworthy than a stressed one. Secondly,
with the question that refers to the gesture of the speaker
we expect to discover if people generally trust more on
speakers whose gestures are faster than others showing slow
movements. Next, another interesting feature to consider was
the relationship between activeness and trust. After that,
the purpose of the comfort question is to understand if
people would feel more comfortable with whom they trust
or not. The final question’s target is to show if people who
display integrity during their speech, gain more trust from the
audience or not.

Regarding the responses, the linguistic answers can
represent numerical ranges, although they are displayed as
sentences to help annotators to understand the meaning of
the ranges. While the linguistic responses to the first three
questions vary, the last three queries share the same linguistic
answers, although all of them represent similar values. Apart
from the questions associated with each video, the forms
also collected demographic information of the respondents:
their age (20-25, 26-35, 36-45, 46-60, and above 60 years);
gender (male or female); and ethnicity/race (White; Latino,
Hispanic, Spanish, Middle Eastern or North African; Black or
African American; Asian; American Indian or Alaska Native;
and Native Hawaiian or other Pacific Islanders as classified
in [84]).

Overall, the surveys aimed to uncover the effects of body
expressions, represented by gestures, and facial expressions
on trustworthiness.

C. STIMULI
The main corpus employed for this analysis was ‘OMG-
Emotion’ (One-Minute Gradual-Emotion Recognition). This
dataset contains 173 videos collected from YouTube with
people displaying different emotions evolving over time.
Each video displays a single person on the scene under
different light conditions, scenarios, and costumes simulating
‘in the wild’ environments. Characters appear in distinct
camera shots and situations, but in most cases, they show
the whole body. These features allow annotators annotate
aspect such as activeness and gestures and compare them with
trustworthiness annotations, which is one of the aims of this
study. Additionally, this corpus is an open-source corpus that
was developed and employed in the IICNN challenge [5] and
used in previous studies for emotion recognition [102], [103].
From the 173 videos, we selected 64 videos that displayed
contrasts in gestures and facial expressions to study their
effects on perceived trustworthiness.
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TABLE 1. Questions asked in each survey and their available answers.

Labels Questions Responses
In which state Very' Distress
do you think the Distress
State L. In between
speaker 1S 1n Most
of the time? Relaxed
) Very relaxed
Not clear
What do you think Very Slow
Slow
Gesture of the gesture
of the speaker? Normal
’ Fast
Very Fast
Do you think Not at all
Activeness the speaker Not really Yes, somewhat
is an active person? Yes
Do you think Notat all
the speaker is someone Not really
Comfort Sp ) I don’t know
you would Yes, sometimes
o s,
feel comfortable with? Yes, most of the time
Not at all
Do you think Not really
Trustworthiness the speaker I don’t know
is a trustworthy person? Yes, sometimes
Yes, most of the time
Do you think Notatall
the speaker Not really
Integrity I don’t know

displays integrity

. N Yes, sometimes
in her/his speech?

Yes, most of the time

The nature of the speakers affected the grouping of the
OMG video clips. These 64 speakers were selected randomly
from the OMG dataset. As sometimes there are several videos
of the same person, the speakers’ videos of each actor were
extracted and joined into one clip with a recorded variety
of emotions and were usually not longer than 46 seconds.
However, when the same emotion was expressed by a unique
speaker in more than one clip, only one of the clips was
randomly chosen. In other words, for one speaker there was
just one video in which several emotions (ranging from
happiness, sadness, fear, disgust, anger, surprise, or neutral)
are represented. The respondents were then requested to
evaluate the subjects in each video by providing answers to
the six posed questions.

Overall, the number of questions for all 64 videos was 384,
with six questions per recording. Table 1 shows the questions
and the available participants’ responses.

IV. RESULTS AND DISCUSSION

In this research, version 26.0 of the IBM SPSS statistics
for windows was used to analyze the responses retrieved
from the questionnaires. The major purpose of this research
is to analyze the assessment of people’s perceived trust
based on the facial expressions and gestures performed
by actors in videos during their speeches. This study was
applied to 2 groups, namely Yemeni and mixed ethnic,
to interpret possible variations across cultures. Since we
have multiple rates who independently evaluate the same
set of responses, we calculated Cohen’s kappa coefficient to
determine the degree of agreement beyond what would be
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expected by chance. This coefficient ranges from -1 to 1, with
higher values indicating stronger agreement. The ranges of
agreements are as follows:

Less than 0: Indicates no agreement beyond chance.

0.01 to 0.20: Slight agreement.

0.21 to 0.40: Fair agreement.

0.41 to 0.60: Moderate agreement.

0.61 to 0.80: Substantial agreement.

0.81 to 1: Almost perfect agreement.

We included data that achieved 0.05 and above.

A. NORMALITY TEST

To understand the distribution of collected annotations by eth-
nicity and decide whether to use parametric or nonparametric
statistics, we performed a Shapiro-Wilk test for normality
by trait (state, gesture, activity, comfort, trustworthiness, and
integrity) and ethnicity (Yemeni and Mix). The Shapiro-Wilk
tests yielded significance values of less than 0.05 (p < 0.05),
indicating that the data distribution was significantly different
from a normal distribution in all cases. Figure 3 shows the
histograms generated by the collected annotations and the
results of the Shapiro-Wilk Test.

These results encourage the use of non-parametric statis-
tics for comparing features and annotations across cultures.
For this reason, we have used metrics of this type in
the following subsections to examine the significance of
respondent-reported results and to examine correlations
between the features and constructs in the questionnaire.

B. ETHNIC INFLUENCE ON ANSWERS

Statistics were used to test whether ethnicity introduced
divergences across cultures in the perceived trustworthiness.
For these experiments, we compared the distribution of
labeled features (state, gesture, activeness, comfort, trust, and
integrity) between the Yemeni and mixed-ethnic groups by
employing Mann-Whitney tests.

The Mann-Whitney test is a nonparametric measurement
equivalent to the two-sample t-test, but without the assump-
tions of normality of distributions and equal variance, which
are not met for the sampled responses. The only requirement
for using the Mann-Whitney method is independence of the
samples, which is met because the selected commentators
had different nationalities or ethnicities. We used the
Mann-Whitney metric to test the null hypothesis (Hp):
Each annotated feature (state, gesture, activity, comfort,
trustworthiness, and integrity) had the same distribution for
the two ethnicities (Yemeni and Mix).

Table 2, shows the U-Mann-Whitney test performed for
each feature and the significance result obtained using the
SPSS software. In all cases, the significance indicated was
the ‘exact significance (bilateral)’.

Analyzing the first feature, the distribution of the ‘State’
characteristic given by Yemeni ethnic respondents was not
significantly different from that given by mixed-ethnics
(U-Mann-Whitney = 153566.5, p = 0.13). So experiments
reveal not finding a significant difference between ethnics
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FIGURE 3. Normality study of annotations collected in the surveys.
In blue, Yemeni annotations; in orange, mixed-ethnics annotations.

annotations for the ‘state’ feature, so the Hy hypothesis is
maintained: ‘The two groups have the same distribution’.
Similar conclusions can be extracted for ‘Activeness’,
‘Comfort’, “Trustworthiness’ and ‘Integrity’.

The unique divergence in the results can be observed in the
‘Gestures’ query, in which the significance value is lower than
0.05 (p = 0.001 < 0.05). Therefore, in this case, this statistic
suggests that when evaluating the number of movements of a
person in a video, different ethnicities could not have the same
perception. Another hypothesis could be that the ‘Not clear
or Null” option is introducing certain biases in annotations,
not being understood in the same way by different cultures or
creating confusion about its meaning.

The reader can find more details about the range com-
parisons performed by the Mann-Whitney test per culture in
Table 3.

C. FEATURES CORRELATION

Nonparametric Spearman correlations were extracted to
examine the relationship between each queried characteristic,
focusing on the impact that activity level might have on per-
ceptions of trustworthiness. For this analysis, we combined
responses from all the annotators (N = 1660) as there were
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TABLE 2. Mann-Whitney comparative results of ethnicity per question.
Significance level of 0.05.

Feature U Mann-Whitney  Significance (Bilateral)
State 153566,5 0.13
Gesture 141993,5 0.001*
Activeness 155193 0,192
Comfort 153949 0,144
Trustworthiness 157165,5 0,331
Integrity 155193 0,192

TABLE 3. Details of Mann-Whitney ranges comparison by ethnic per
question.

Feature Ethnicity N Average Range  Sum of Ranges
State Yemeni 1373 813,15 1116458,5
Mix 238 764,74 182007,5
Gesture Yempni 1373 790,42 1085244.,5
Mix 238 895,89 2132215
Activeness Yemeni 1373 800,03 1098444
Mix 238 840,43 200022
Comfort Yemeni 1373 799,13 1097200
Mix 238 845,66 201266
Trustworthiness Yem_eni 1373 810,53 1112859,5
Mix 238 779,86 185606,5
Tntegrity Yemeni 1373 800,03 1098444
Mix 238 840,43 200022

no significant differences between the cultures studied for
most features.

Focusing on the first row of the correlation matrix
displayed in Figure 4, it shows the significant correlation
that there exist between ‘Trustworthiness’ and certain char-
acteristics, which are: ‘State’ (p = —0.25), ‘Activeness’
(p = 0.26), ‘Integrity’(p = 0.49) and ‘Comfortableness’
(p = 0.56). These results suggest that active people seem
to be more trustworthy than non-active people when their
movement is not associated with a negative state such as
stress or anxiety. Furthermore, these metrics conjecture that
trustworthiness increases among people perceived as honest
and friendly. In the same way, subjects annotated as trust-
worthy receive also high scores for the ‘Comfortableness’
inquiry, so it seems that trustworthiness is necessary to feel
comfortable with a person’s company.

Another correlation of note appears between the speech
integrity of the person displayed in the video and the
perception of being a person that the annotators could feel
comfortable with (o = 0.37). This high correlation may
indicate that people with high integrity levels in their speech
are seen with other good moral or communication skills (e.g.
honesty, friendliness ...) that make the annotator believe
they would feel comfortable in their company. As in the
previous analysis of trustworthiness, the ‘State’ also shows
a negative correlation with ‘Comfortableness’, implying that
more nervous or distressed people are perceived as less
pleasant to be with, enjoying more the company of a more
relaxed or calmed person at zero acquaintance.

Particularly relevant is the correlation (p = —0.43)
that exists between the ‘state’ of the communicator and
the expected level of ‘comfortability’ perceived by the
receiver (in our case, the annotators). The correlation results
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annotators demographics. (*) Indicates statistical significance (p < 0.01).

suggest that individuals are uncomfortable in the company
of worrying individuals, while they enjoy the company of a
more relaxed or calm person at zero acquaintance. This last
finding should be examined more closely to understand the
basis of this rejection, as it could be related to perceptions
of psychological problems. In this case, this issue could be
particularly relevant to help people with mental illness in their
daily communication.

Finally, ‘Activeness’ and ‘Gesture’ show a positive correla-
tion (p = 0.35). This correlation confirms that people making
more movements with hands or faces are seen as more active
too, which demonstrates that the annotators and surveys are
able to capture correlations between related concepts.

D. TRUSTWORTHINESS DEMOGRAPHICS CORRELATION
From the demographic correlation study (see Figure 5),
demographic characteristics such as age, ethnicity, or gender
do not appear to influence trustworthiness ratings. To confirm
these results, future experiments will collect more samples of
the underrepresented population, e.g., from the mixed-ethnic
group or from women, to confirm that this behavior can be
observed in a larger population sample and can be replicated
in other scenarios.
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V. LIMITATIONS

One of the main limitations of this study is the small number
of annotated videos and respondents. Since this is a study
conducted among the students of UST, the population sample
is mainly concentrated in the 20-25 age group, with a higher
proportion of males than females. For this reason, we will
expand the study to other cultures and populations in future
versions to determine if the findings found in this population
sample can be applied across ethnics.

VI. CONCLUSION

Understanding and studying trustworthiness is crucial in
various aspects of society, negotiations, and relationships.
It is essential to explore its dimensions in different scenarios
to gain valuable insights. This preliminary article takes
a multicultural perspective and investigates trustworthiness
through Yemeni annotations and a group of mixed ethnicities.
The study focuses on videos with high emotional content and
examines the impact of gestures on perceived trustworthiness
when people have no prior acquaintance.

The results, obtained through the Mann-Whitney test and
Spearman rank order correlations, reveal significant findings
regarding gestures and facial expressions in relation to social
traits. The key discoveries from the study are as follows:

« More active people convey higher levels of trustworthi-

ness across cultures (p = 0.26).

o People who look honest and display integrity in their
speeches also received higher trustworthiness scores
(p = 0.49).

o If all the previously mentioned factors increase the
trustworthiness of the speakers, this in turn increases the
comfort of the listeners.

« Conversely, individuals who are perceived as stressed
instead of relaxed are considered less trustworthy (p =
—0.25), and make them feel less comfortable (p =
—0.43).

o There are no discernible differences between the com-
ments collected for Yemeni ethnic groups compared
to mixed ethnic groups. Neither demographic charac-
teristics such as age nor gender reached a level of
significance suggesting a correlation with perceived
trustworthiness.

In summary, people generally trust speakers who display
positive emotions, such as activity, less stressed, and integrity
in their movements and speech. The more pronounced these
features are, the more trustworthy they appear and the
more comfortable the audience feels. Moving forward, our
research endeavors will be extended to include a broader
scope, encompassing a larger corpus of videos and an
increased number of annotators hailing from diverse cultural
backgrounds. This expansion aims to enhance the reliability
and generalizability of our findings. To ensure consistency,
we will also normalize the potential responses to the queries
posed during the annotation process.

Furthermore, our future investigations will delve deeper
into the understanding of the rejection of distress traits. This
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aspect will be explored with meticulous attention, shedding
light on the dynamics of trust perception in relation to
emotional states.

As our annotated dataset continues to grow, we will
leverage advanced techniques such as automated deep
learning systems. These systems will be designed to evaluate
trustworthiness, taking into account a wide array of factors
including facial expressions, gestures, ethnicity, familiarity,
and potentially more. By employing such comprehensive
approaches, we aim to develop robust models that can effec-
tively assess trustworthiness across multiple dimensions.

Through these future advancements, our research aims
to contribute to a more nuanced understanding of trust
perception and its intricate interplay with various factors.
The integration of advanced technologies will enable us
to uncover valuable insights and pave the way for prac-
tical applications in domains where trust is of paramount
importance.
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