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ABSTRACT IT services and resources on-demand through Internetwork are offered by Cloud Computing
(CC), including the pay-for-you-go aspect. A lot is offered by the CC paradigm, such as Infrastructure related
services, computing services, storage, and environments for deployment are also provided. The objective
of this study is to survey one of the significant challenges in cloud computing, which is a multi-variant,
multi-constraint issue termed Load unbalancing, resulting in the demising of the scalability, efficiency, and
performance of the system. Equilibrium in the server workload distribution is still strived for by cloud
service providers. The unbalancing issue is resolved by load balancing solutions in two ways: overloading
and underloading. An extensive structural literature analysis of Load balancing and its constituent domains
with the inclusion of various parameters, such as scalability, make-span, and throughput, are depicted in this
research paper to enhance the QoS. A detailed and organized taxonomy of all the Load balancing algorithms
based on nature system state, techniques, functionality, and types is also presented. The major focus of the
survey is around the Static, dynamic, hybrid, and nature-inspired Load-Balancing algorithms.

INDEX TERMS Virtual-machine, cloud computing, migration, scheduling, ACO, PSO, load-balancing.

I. INTRODUCTION
Innovation for cloud computing is critically facilitated by
virtualization. Hardware and software approaches that allow
physical systems to be partitioned among numerous virtual
instances that function simultaneously and share the base
physical or bare metal resources and equipment draw atten-
tion, as noted [3]. The broad scope of research into all
key domains and enterprise applications is enabled by the
fusion of Cloud computing and Virtualization technologies,
as observed in various references [1], [2], [4]. Uniformity
is ensured by the ecosystem brace offered by several cloud
providers, pointing to the expansion of the business at
an affordable price, and automation workflow is properly
alignedwith legitimate user needs. The allocation of adequate
resources to cloud services is a difficult task that depends on
the Quality of service (QoS) needs of cloud-based services.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nitin Gupta .

In this context, diversity, unpredictability, and resource dis-
sipation lead to issues in resource allocation that are not
easily handled by conventional provisioning of resources.
The community of software developers has been motivated
by the unexpected spike in demand for such systems from
customers to design and execute scalable apps in the form of
cloud services. The architecture made available by software
providers significantly relies on the installed programmes.
Due to the limits imposed on the public on-premises resource
pools, several app development businesses have migrated
the programs to third-party CSP settings. The greater degree
of performance, uptime, and the necessary growth of the
applications are required from the owners of data centers
or cloud service providers. Balancing the load in public
clouds spreads workload and resources in a fashion where
jobs are assigned to all processing units, allowing for the
most effective usage, including all computational resources.
More specific Load Balancing (LB) in cloud computing
broadly is needed, as indicated [6], [7]. The need for LB in
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FIGURE 1. General LB mechanism.

cloud computing arises from the versatile nature of the user
requests, uncertain and non-probabilistic network flow to a
cloud provider, absence of an efficient resource assigner for
the user requests, blurry distribution of tasks across com-
puting resources, including their dependability, and varying
demands of the resources to the user requests are the critical
points for the same [82].

LB distributes the load throughout the system to several
nodes. The primary purpose of the algorithms is to pick
every job such that it contributes to minimizing the time of
execution and resource utilization in cloud data centers. The
urgent demands of cloud computing include a challenge and
introduce a vast domain for study and development, including
all elements of computing resource virtualization. As CC
is a market-oriented facility, effective resource scheduling
allows legitimate users to focus on their various enterprises
to maximize profitability and ROI.

The mechanism of balancing Load in the Cloud is gen-
erally a two-phase mechanism, one at the level of physical
machines where the load balancer manages a load of physical
machines and distributes the load among the associated VMs
with every physical device (where task migration is done by
two ways Inter Virtual Machine and Intra Virtual Machine
task migration) and second at the level of virtual machines
where the load balancer manages and balance the load across
all the virtual machines through various LB algorithms [98].
The user requests are generated by request generators which
are the user jobs that need multiple resources to complete the
execution process. DCcontroller does the task management
as depicted in Fig 1.

This paper is divided into four sections: Section II provides
the literature review. Section III provides discussion and open
research directions. Section IV concludes the paper with
future scope.

II. LITERATURE REVIEW
This section presents the literature review of this paper.
Firstly, a review of the recent literature on LBwhere proposed
algorithms by researchers are explained and analysed and
the concept of LB is explained highlighting its taxonomies,
metrics, and existing common algorithms.

Rajgopal et al. [76] proposed a centralized manager
methodology suitable for multiple hosts with varying

FIGURE 2. LB algorithms based on the system’s state [98].

complex practices; this method leads to bottlenecks as
immense coordination of operation is required. Ahmed and
Khan [81] also proposed a centralized load-balancing strategy
for virtual machines, which aggravates the entire perfor-
mance of the whole process. The fault Tolerance parameter is
not considered, which may resist the robustness of the entire
system.

A. TAXANOMY OF LB ALGORITHMS
Joshi et al. [77] LB based on Round Robin, which researchers
highly use, is easy to implement and performs better when
the number of processors is less than the number of opera-
tions. Crash and overload of the system can occur when the
server requires multiple inputs. Feng et al. [78] introduced an
Opportunistic load-balancing algorithm which easily handles
incomplete requests in chronological sequence to the current
host. The requests are structured steadily as it does not con-
sider the ongoing execution of the host. Gopinath et al. [79]
improvised Min-Min and Max-Min LB algorithms which are
fast and less complex and improve average makespan of the
system. The performance of the Max-Min algorithm is better
than Min-Min as it is generally concluded that huge tasks
are more in number than smaller tasks, but these strategies
can lead and suffer from starvation. Kaur and Mahajan [80]
introduced a dynamic and equally spread current execution
algorithm which enhances the loading and response time of
the data centers but may lead to an increase in cost. Table. 3
shows comparative analysis of various research proposals of
various LB algorithms. Throttled and Joined Idle Queue LB
techniques improve resource usage by decreasing mean exe-
cution time. These approaches are not considered appropriate
in specific workload scenarios, as they are only applicable for
homogenous systems, need to recognise deadlines, and are
complex in nature. [81], [83], [84].

Based on the system’s state, LB algorithms initially are of
three types viz Static, Dynamic and Hybrid LB Algorithms
as illustrated in Fig. 2. Static LB algorithms (SLB) algo-
rithms distribute the receiving workload on the VM server
using previous knowledge of the existing servers in the dis-
tributed network. These load-balancing techniques contain
a pre-defined load schedule specifying the number of tasks
distributed on other servers. Dynamic LB is a more adaptable
load-balancing approach that can dynamically determine how
much load needs to be released during runtime and which
machine should be assigned the load.
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FIGURE 3. LB algorithms based on Nature, state of the system and the
traits used [98].

FIGURE 4. LB algorithms based on functionality and type [98].

Scheduling and Allocation techniques are crucial in man-
aging the resources, performance monitoring, and positively
influencing QoS delivery to legitimate users. Based on the
nature and traits used, the load-balancing algorithms are clas-
sified as Allocation algorithms and Scheduling Algorithms as
depicted in Fig. 3

Allocation algorithms are further classified as task alloca-
tion algorithms, Resource allocation algorithms and VM allo-
cation algorithms. At the same time, Scheduling algorithms
can be further grouped into three categories: Task scheduling,
VM Scheduling and Resource Scheduling algorithms.

Based on the Functionality and type, LB algorithms are
classified into hardware Load Balancing (HLB) and Elastic
Load Balancing (ELB). HLB algorithms works at infrastruc-
ture level. These algorithms primarily manage and distributes
the load at physical layer i.e. CPU, memory and storage. HLB
algorithms are categorized into five classes i.e. VM, Mem-
ory, CPU, Server and Task LB algorithms. ELB algorithms
are associated with performance i.e. reliability, scalability,
auto-scaling and security related features. Application LB
algorithms works at application layer viz. https and http
traffic. These algorithms also ensure the security of the clients
application. Elastic load-balancing algorithms are grouped
into three more types, i.e. Classic, Network and Application
LB Algorithms as illustrated in Fig. 4

Based on the techniques employed in LB, The LB algo-
rithms are grouped as Optimized-based and Heuristicbased
LB algorithms. Heuristic-based load-balancing algorithms

are classified as nature-inspired and classical load-balancing
algorithms. Heuristic are proved better when the solutions
are needed immediately, these algorithms helps to achieve a
decent solution, whereas optimization based algorithms are
used to find the most optimal solution of a problem i.e. They
help to reach the global [98].Different Nature-Inspired [17]
load-balancing algorithms can be categorized in two ways:
swarm based load load-balancing algorithms and evolution-
ary based LB algorithms Swarmbased LB algorithms are
further decomposed to ten types: particle swarm optimization
(PSO) algorithms [54], [55], [56], [57], ant colony opti-
mization (ACO) [29], [30], [31], [32], [33], [34] algorithms,
artificial bee colony algorithms, bees algorithms [74], cuckoo
algorithms [100], differential Evolution algorithms, flower
algorithms, and bat algorithms. Similarly, Evolutionary based
algorithms are grouped as genetic algorithm [14], genetic
programming, evolutionary programming, Neuro Evolution,
learning classifier system [28], gene expression program-
ming, differential evolution, and firefly algorithms [5] as
illustrated in Fig 5.

B. METRICES FOR LB IN CLOUD COMPUTING
These are the parameters which determine the efficiency of
algorithms also called performance of the algorithm. Table 4
shows parameters employed in existing research proposals.
Various LB metrics (as demonstrated in Fig. 6) based on the
literature review, are being identified by various researchers
are explained below

• Response Time (RT) - Mathematically, it can be stated
as the delay between the arrival time and the time when
the process initially obtains the CPU. Theoretically,
it is the time needed to give response to the user’s
request. The minimum is the RT, the efficient is the LB
algorithm [73].

• Throughput (TP) – It is an indicator of the number of
jobs and requests appropriately completed and handled
in the Virtual machine in unit time interval. It refers
to the volume of data transmitted across one node to
another. Maximum is the throughput, more efficient is
the LB algorithm. [21], [64].

• Scalability - Sudden variations in the number of user
requests and the computational load, should not affect
the system’s performance. The algorithmmust be highly
scalable for efficient LB [5], [62].

• Resource Utilization - The proportion to which sys-
tem resources such as storage, processing power,
databases, networking, and intelligence are used.
Resource usage determines energy consumption in data
centres. The maximum utilization of resources opti-
mizes the performance of LB [65], [70].

• Makespan (MS) - Maximum time needed to handle and
execute all user requests and assign them to system
users. MS is a critical parameter in cloud architecture
for scheduling processes [64], [67], [68], [69].

• Associated Overhead (AO) - The LB algorithm
needs processing time, memory, and power. All these
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FIGURE 5. LB algorithms based on techniques [98].

parameters, including inter-process communication and
migration of tasks, probably add up for associated over-
head. The minimum AO, more efficient is the LB [59],
[71], [72].

• SLA violations - Counts the set of SLA violation ele-
ments that have been reduced in terms of timeline
limitation, prioritization, and. SLA

C. STATIC LB ALGORITHM
Static LB techniques do not consider the system’s condition
or metrics, such as processing while distributing requests [6].
These algorithms distribute requests evenly across VMs or
according to other principles not influenced by constraints
[8], thus ideal for systems with hardly any change in load.
These algorithms need a thorough understanding of server
facilities to improve system throughput [8]. Kumar et al.
[75] employed sub-optimal and optimal techniques in which
resource descriptions of structured techniques are aggregated,
and jobs are assigned to load balancers; if the load balancer
does not make a precise judgement, suboptimal components
are selected. The drawbacks of these algorithms are that
they do not have scope for live changes in user requests,
have low throughput and fault tolerance. To overcome these
drawbacks, dynamic LB algorithms are taken into account.

D. DYNAMIC LB ALGORITHM
The cloud provider deploys applications in a dynamic envi-
ronment. For DLB algorithms, various research challenges
must be considered, such as how often resource scheduling

must be called, which node leads the LB, obtaining VM load
information, and load migration across nodes. Many poten-
tial solutions to load unbalance have already been presented
by various researchers. A variety of services and resources
are adaptable in live production environments therefore CSP
cannot rely upon this circumstance. On existing information,
while considering analytics in real time, the clients’ criteria
are provided for adaptability and flexibility [9], [10], [11].
The algorithms developed to accomplish dynamic LB, the
ecosystem is highly adaptive to variations in requests over
time. It is challenging to imitate a production environment
[12], even though it is possible. Zhao et al. [18] introduced
a dynamic bin packing strategy and divide and conquer
methodology

General overview of static and dynamic LB algorithms is
illustrated in Table 1

E. NATURE INSPIRED ALGORITHMS
Nature-inspired algorithms are meta-heuristic algorithms that
are influenced by or mimic biological activities [17] already
described by physical sciences. General overview of nature
inspired LB algorithms is illustrated in Table 2.

1) ANT COLONY OPTIMIZATION
Ant colony optimization (ACO) is a meta-heuristic technique
for finding optimized solutions to multimodal optimization
problems. It is appropriate for challenges with a broad and
complicated outcome space. It is based on the food-gathering
patterns of ant colonies [29]. Fig.7 depicts the process
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FIGURE 6. Taxonomy for LB metrics [98].
TABLE 1. General overview of static and dynamic LB algorithms.

FIGURE 7. Flowchart of ACO.

followed in ACO with the help of a flowchart. For LB in
cloud computing, Verma et. al [31] proposed an enhanced LB

approach to enhance the Quality of Service and optimized
resource allocation. The entire process is done in two phases:
Generation of Ants; Ants are created after frequently mon-
itoring the system for overburdened or noload nodes and to
locate the candidate node; as per the exploring guidelines, the
ant is hunting for candidate nodes in its ecosystem that match
the LB parameters. Precise placement of virtual machines
[32], [33] in cloud LB is a crucial phase. For efficient VM
placement Xing et. al. [34] introduced a methodology named
ETA-ACO in which Virtual-Machine Placement is done in
descending order according to the clients requirements. This
Technique mounts freshly generated solutions over already
generated grouped solutions by distributing the elements of
the optimum solutions.

Muteeh et al. [30] introduced the multiple resource LB
algorithm(MrLBA) for workflow scheduling based on Ant
colony Optimisation(ACO), which aims to complete the
whole workflow execution by taking multiple metrics into
account, primarily cost and makespan, also Quality of service
(QoS), execution cost, execution time, and user timelines.
This model consists of crucial components explaining var-
ious processes’ interconnection. Initially, parsing of input
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FIGURE 8. Flowchart of PSO.

workflow is done. Workflow jobs are organized based on
the total count of offspring, execution duration, and size of
data. The jobs are grouped based on the number of offspring,
significant depth, processing time, and size of the file.

2) PARTICLE SWARM OPTIMIZATION
PSO is a stochastic optimization technique that mimics social
demeanours such as bird herding or fish pedagogy. In a PSO
system, a swarm of components (called particles) meander
in state space [54]. Fig. 8 shows the Flowchart of PSO.
Alsaidy et al. [42] proposed heuristic-based improved ini-
tialization of PSO for task scheduling in CC [95]. Longest
job allocation to quickest processors and minimal com-
petition time approaches are employed to initialize PSO.
LJFT-based PSO and MCT-based PSO initialization method-
ologies are examined for the degree of imbalance, total energy
consumption execution time and make span.

Saleh et al. [55] also presented improved particle swarm
optimization for enriching resource usage and efficient task
allocation in cloud environments, comprising batch creation,
resulting in minimizing makespan by 50%. The proposed
Algorithm IPSO is more promising for a large number of
tasks.

Alguliyev et al. [56] presented task migration aware LB,
where tasks are migrated from overwhelmed virtual machines
to underloaded virtual machines, which results in equal-
ized distribution of load among all virtual machines. This
methodology leads to minimizing the task execution and task
migration time.

Kumar and Sharma [57] introduced a task processing
framework, and the suggested method generates the saccadic
group with simulated values. It enhances many relevant met-
rics, such as the user’s request acceptance rate, completion
time, throughput and cost under a sequence of evaluations
on different data sources. Service level agreement viola-
tion parameters should be considered while developing the
PSO -BOOST framework and have more completion time for
dynamic load.

FIGURE 9. Flowchart of ABC.

The Cloud RAN integrates the cloud into the access net-
work topology and provides for increased network capability
by virtualizing the base station and pooling cloud resources.
The framework provides the BBU Pool. Michel et al. [74]
provide a method for LB for a C-BBU RAN’s pool. It is
focused on the artificial bee colony meta-heuristic optimiza-
tion (ABC algorithm) [25] as well as the Min-Min Algorithm
(LBMM). These strategies are employed to increase network
efficiency by ensuring the high reliability of centralized and
pooled assets. Compared to RR and MINMIN techniques,
it outperforms them both concerning efficiency and execution
time. The flow-chart of the ABC algorithm is depicted in
Fig. 9

3) ARTIFICIAL BEE COLONY ALGORITHM
F. HYBRID LB ALGORITHM
Both static and dynamic load-balancing algorithms have been
suggested and executed previously but have not been efficient
and effective in LB, which enabled algorithmic hybridization.
The qualities of hybrid approaches are inherited from static
and dynamic load-balancing techniques, and efforts are made
to overcome the drawbacks of both methods.

Different meta-heuristic and heuristic strategies have been
presented to handle the scheduling and load-balancing chal-
lenges in cloud computing. The scenario grows increas-
ingly difficult due to the number of requests, virtual
machines, and infrastructure expansions. Despite the failure
of meta-heuristic approaches to produce relatively immediate
optimal answers, the PSO algorithm has been found less effi-
cient in achieving the local maxima. Hybrid systems integrate
the attributes of several methodologies to get the best solution
and have grown in popularity in recent years.

Thakur et al. [5] proposed RAFL, a metaheuristic allo-
cation of resources approach for cloud LB using hybrid
optimisation algorithm PPSO-DA (Particle SwarmOptimiza-
tion - Dragonfly algorithm), and to dynamically reduce the
load mismatch between individual operational servers and
actual anticipated resource capacity (Processing and Mem-
ory Unit ), this keeps active physical devices from being
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TABLE 2. General overview of nature inspired LB algorithms.

overloaded or underloaded and ensures that their capacity
of resources is employed in a structured way. Scheduling
is a fundamental concern. Kumar et al. [21] proposes a
hybrid task scheduling system. GA and PSO are integrated
to assign adequate resources to user requests. In contrast to
GA and PSO techniques, the HGPSO reduces execution time
while increasing availability and scalability. User requests
are stored in a queue manager, and the manager’s results are
assigned to the hybridization of PSO and GA.

Ragmani et al. [13], [15] proposed a combined approach
composed of two techniques: ant colony optimization and
fuzzy logic for the improvement of LB in cloud environ-
ments. The proposed hybrid approach has taken LB and
response into account. Pang et al. [14] proposed the estima-
tion distribution algorithm(EDA) - genetic algorithm (GA),
which has a fast convergence rate, and robust searching
ability, which minimized the request completion time. Vel-
liangiri et al. [16]. Suggested HESGA technique has merits of
both genetic and electrical search algorithms. The GA gives
the locally optimized outcome, while the Electrical search
method delivers the best global optimum. Manikandan et al.
[20] proposed a hybrid algorithm HWOAmBA based on
bee optimisation for maximizing resource utilization and
having a comparatively faster convergence rate, lesser exe-
cution time and makespan. Princess et al. [22] integrated
harries hawks optimization and pigeon inspired optimiza-
tion algorithms to balance the load optimally between the
virtual machines and adequate resource utilization includ-
ing tasks response time. The major limitations of VMs are
booting time and consumption of unnecessary resources,
to overcome the problem Manikandan et al. [23] introduced
BWFSO which is the hybridisation of fuzzy C-means clus-
tering, black widow optimisation and FSO for user requests
scheduling, allocation of resources and to maximize resource
utilization.Wesabi et al. [24] introduces novel hybrid meta-
heuristic algorithms for energy-efficient resource allocation
(HMEERA) in the CC context. The suggested model primar-
ily does the extraction of features based on enduser requests,

followed by feature reduction by PCA and subsequently uses
the combined characteristics to optimize the allocation of
resources. This merging of GTOA and RSO algorithms helps
to enhance resource allocation across VMs in cloud data
centers. Kruekaew and Kimpan [25] proposed MOABCQ
algorithm is indeed a user job requests scheduling approach
in cloud computing which is an integration of Artificial
Bee colony and Q-learning approach, which is a Machine
learning method that enables the ABC approach to work
faster. The suggested solution seeks to improve scheduling
and resource usage, maximize VM throughput, and provide
balancing of workload across VMs based on metrics such
as cost, makespan time and resource consumption, all con-
straints of ongoing concerns. Adequate resource utilization
is obtained when an appropriate LB is accomplished in the
cloud. Jena et al. [28] also integrated an improved Q-learning
approach with Modified particle swarm algorithm, This inte-
gration mechanism is employed to modify the MPSO’s
frequency using the pbest and gbest based on the objective
expected by the improved Q-learning.

The suggested approach equalizes the load by reallocat-
ing it to the suitable VMs based on their fitness values.
When the comparison is made independently with modified
particle swarm optimization and Q-learning, the suggested
technique enhances throughput, makespan, and energy usage
while balancing the load and significantly minimizes jobs
average waiting time. However, LB and task scheduling
are considered NP-hard optimization problems. To over-
come this limitation, Neelima and Reddy [26] proposed a
task scheduling-based LB algorithm: The adaptive Dragonfly
algorithm (ADA), for improving metrics such as execution
cost and time. The ADA is a hybridization of nature-inspired
firefly and dragonfly algorithms. A multi-objective function
is also included based on three parameters: no end-user
requests(load), processing costs and the total time of com-
pleting all requests.Two distinct balancing approaches are
utilized to increase the load on the resources. The first
technique may be executed post-job allocation to resources,
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TABLE 3. General overview of LB algorithms.

whereas the second method can be executed previously.
The first situation produced poor outcomes due to excessive
transmission within the CPU, high computation costs, and
the necessity for extra time to accomplish the job. Con-
sequently, the deadlines for certain activities may expire,
and overall system efficiency will begin to deteriorate; for
this, Moori et al. [27] presented LATOC, a smart blend of
AHP-TOPSIS and optimized Particle Swarm Optimization
showed significant improvements in average resource usage
and total execution time.

The difficulties associated with processing large amounts
of data in edge computing settings because of the rise in
connected devices and data production. It focuses on data
skewness, or the situation where certain data blocks demand
more power from the processor. By classifying data blocks
according to their importance, the article suggests a data
skew-aware method for assigning data blocks to edge servers
or the cloud, lowering cloud processing expenses. Based on
the research findings, this strategy can reduce processing
costs compared to existing techniques by up to 35%. CPU
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TABLE 4. Comparative analysis of various research proposals based on LB metrices.

utilisation control in Big Data processing impacts energy
usage. DVFS is used for processing, sample to estimate
resource requirements, and partition data into uniform blocks.
Our strategy works better than variety-oblivious approaches,
according to the results, especially when there are short
deadlines and we can make better use of DVFS. Future
initiatives include investigating renewable energy sources for
efficiency gains and optimising data processing by taking
energy costs across data segments and locations into account
[102]. In [103] introduced a significance-aware approach
for enhancing QoR in budget-constrained big data process-
ing. It efficiently allocates resources, outperforming existing
methods in benchmarks. Advantages of SAIR include strong
performance, low overhead, and simplicity, while Approx-
Hadoop excels with uniform data but falters with uneven
distribution, incurring high overhead. Processing costs in
cloud computing are heavily impacted by resource allo-
cation, particularly in big data applications. Variations in
VM performance may arise from a number of data. Data-
variety-aware allocation of resources strategy that divides
data into blocks and evaluates each block’s importance to
choose the right virtual machines (VMs) in order to min-
imise costs. For accumulative applications, we reduce costs
by employing targeted sampling techniques [104]. Gapprox
reduces the processing of data while preserving an acceptable
level of result quality by using sampling clusters to increase
accuracy. Groups of the provided data are separated, taking
intra- and inter-cluster variation into account, and block and
sample sizes are selected to guarantee confidence and error
boundaries. According to data from experiments, where a 5%
mistake is acceptable with 95% certainty, Gapprox beats the

most recent methods, improving processing time by as much
as 17×when compared toApproxHadoop and 8×when com-
pared to Sapprox [105]. Warehouse Scale Computers (WSC)
are widely used to handle data from several sources for a
variety of big data jobs. Understanding that the importance
of the data varies, we give priority to and more resources are
allocated to significant data segments, improving the time and
cost-effectiveness of WSC. We provide a low-overhead tech-
nique for determining the relevance of data portions, which
results in a 24% time and 9% cost improvement in resource
allocation. Furthermore, this ranking facilitates more effec-
tive use of renewable energies in WSCs and expedites the
approximation of big data job outputs [106]. Due to cloud
cost limits, edge computing configurations require effective
big data processing, especially with the increase in con-
nected devices and data volume. One major difficulty is data
skewness, which occurs when specific data blocks require
greater processing resources. Current techniques for allocat-
ing resources ignore this problem. By classifying data blocks
according to their importance and assigning less important
ones to edge servers, this article suggests a data skew-aware
solution that can save cloud processing costs by up to 35%
when compared to existing techniques [101]. Big Data’s
diverse data, which comes from a range of sources and is dis-
tributed unevenly, causes large differences in CPU resource
usage. Previous study has neglected to address this issue.
In order to mitigate this issue, our research utilises Dynamic
Voltage and Frequency Scaling (DVFS) to minimise compu-
tation energy usage, taking into account two distinct deadline
scenarios as limitations. Prior to using DVFS, we estimate
the processing time and required frequencies. Our technique
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FIGURE 10. No of research articles vs year.

achieves up to 15% savings in energy usage using DV-DVFS,
which is better compared to different situations, according
to the outcomes of experiments with real-world data sets
[102]. While big data processing is becoming more and more
common in many industries, Quality of Result (QoR) is
being challenged by cost concerns. SAIR provides a method
of improving QoR for aggregative jobs by giving priority
to important data segments while staying within budgetary
constraints. The 95%CIwith a 5% errormargin and statistical
techniques are used to determine the most and least signif-
icant data segments. With assessments across subdomains
such as writings agreements, and logs showing QoR improve-
ment while adhering to budget restrictions, SAIR optimises
QoR under desired time frames and budgetary limits [103].

III. DISCUSSION
The survey majorly levitates around the Static, dynamic,
hybrid, and nature-inspired Load -Balancing algorithms.
Further, precise future research directions have also been
included, whichwill help researchers find an optimal loadbal-
ancing strategy that could overcome all issues and challenges
in existing Load-Balancing algorithms and can be imple-
mented in a real cloud environment. This study comprises
research papers in resource scheduling and LB based on a col-
lection of 100 research papers as given in Fig. 10 papers out
of a vast array of 900 research papers published in prominent
journals, symposiums and conferences.

Based on the analysis, this literature is majorly based
on two cloud simulation tools CloudSim and Cloud Ana-
lyst, Fig. 11 depicts the percentage distribution of various
simulation tools employed.

A. RESEARCH DIRECTIONS
Based on the analysis, enough unresolved research challenges
need to be given more attention. The study revealed possi-
bilities for enhancements in the load-balancing techniques
for further investigations, optimizing the Cloud computing
services. These are mentioned below:

• Primarily research is based on a simulation environ-
ment, plenty of algorithms have been designed to mimic

FIGURE 11. Simulation tools of the reviewed articles.

the cloud environment, but it is very challenging to
implement them in real-time; still, there are only a few
algorithms applicable in a real-time environment. Open-
source environments such as OpenStack and Cloud
Foundry can be used to implement algorithms prone to
real-time challenges [96], [97].

• Complications in the methodology might arise due to
various factors, such as the rapid vertical scaling of
servers to the cloud Data Centre, a priority job awaiting
execution, changes in workflows, and system config-
urations. A robust mechanism is required to handle
the aforementioned issues, improving scalability, perfor-
mance, and throughput.

• Scheduling aware LB algorithms such as Round Robin
results in uneven distribution of the load among the
virtual machine servers as it works in cyclic fashion, and
VM state are not saved.

• Fusion of two or multiple algorithms increases the
complexity of the system, as static LB algorithms can
be integrated with Nature-inspired algorithms or other
dynamic algorithms so that algorithms can be light and
also overcome hybridisation challenges.

• The applications of Cloud computing in the health sector
is proved to be an asset for society, and an efficient task
allocation algorithm focused on the health sector can be
designed so that society can be benefited from it.

• Task scheduling and load unbalancing problems are
considered as NP-hard problems. Nature-inspired algo-
rithms have managed to solve it to some extents still
there are many open challenges, such as the design of
the optimal fitness function, which could evaluate the
candidate resources precisely so that scalability can be
assured for tasks with dynamic resource requirements.

• QoS-based LB follows a geographical LB mechanism,
which delivers an acceptable QoS even in the case of
resource failure. Still, it leads to high monitoring over-
heads which require in-depth analysis of the scenario so
that the above challenges can be addressed.

• Most load-balancing methods consider the fault toler-
ance parameter lightly, which is crucial when proposing
a robust technique in real-time cloud environment.
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IV. CONCLUSION AND FUTURE SCOPE
An essential feature in the CC domain, LB is employed to
improve workload distribution and resource management,
with the aim of minimizing the total response time of the
system. Concerns related to LB, such as resource schedul-
ing, task migrations, and resource utilization, have been
addressed by many methodologies and approaches. Differ-
ent methods in the binding domain of LB were explored in
this research. In recent years, the challenges associated with
LB have been examined by scholars, who have comprehen-
sively evaluated the suggested methods. Although several
ways have been presented, various challenges in the cloud
environment remain unresolved, including VM migration
and fault tolerance concerns. Considerable room is offered
to research professionals to design advanced and effective
load-balancing methods for cloud environments through this
literature survey. This study, encompassing a review of exist-
ing and proposed load-balancing strategies, will be helpful for
researchers in identifying research challenges connected to
LB, particularly in reducing response time and avoiding node
breakdowns. In the dynamic landscape of cloud computing,
OpenStack presents a platform where open questions remain:
How can more robust fault tolerance mechanisms be devel-
oped for LB in the cloud within the context of OpenStack?
What innovative approaches can be devised to enhance VM
migration in a cloud environment, specifically when utilizing
cloudfoundry and OpenStack?
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