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ABSTRACT The high penetration of renewable energy sources presents new challenges to power systems
owing to the variability and uncertainty of renewable energy. When transmission congestion occurs, wind
curtailment is required to ensure stability. Short-term wind power forecasting and transmission expansion
are methods for managing the curtailment caused by transmission congestion. In addition, for transmission
expansion, it is necessary to identify transmission congestion by assuming wind power scenarios. In this
study, a short-term wind power forecasting model based on rolling long short-term memory (R-LSTM) is
proposed for a 24-hour seasonal transmission congestion estimation. R-LSTM uses a recursive strategy to
improve forecasting accuracy. Moreover, a method for probabilistic estimation of transmission congestion
using seasonal hourly scenarios is proposed to account for variability and uncertainty. Wind power and
electricity demand scenarios were generated using kernel density estimation (KDE) and the Metropolis-
Hastings algorithm, a type of Markov chain Monte Carlo (MCMC) sampling. The R-LSTM model and
transmission congestion estimation use empirical data from wind farm A and electricity demand on Jeju
Island, where renewable energy is rapidly increasing. The results show that R-LSTM has a higher accuracy
than long short-term memory (LSTM). The probability estimation results of transmission congestion
revealed the season and time period with the highest probability of transmission congestion occurrence for
each congestion components, as well as the lowest seasons and time periods.

INDEX TERMS Identifying transmission congestion, kernel density estimation, long short-term memory,
Metropolis-Hastings algorithm, probabilistic estimation.

I. INTRODUCTION
Various policies have been implemented worldwide with the
aim of achieving carbon neutrality to address climate change.
Accordingly, the share of renewable energy in electricity
generation is increasing. South Korea aims to increase the
penetration of renewable energy resources by 30.6% by 2036
[1]. Jeju Island in South Korea aims to become carbon-free
island JEJU by 2030 (CFI 2030). Owing to the rapid expan-
sion of renewable energy to implement CFI 2030, Jeju Island
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has the highest renewable energy resource penetration in
South Korea [1], [2].

However, as the penetration level of renewable energy
sources increases, the characteristics of renewable energy,
such as variability and uncertainty, pose new challenges to
power systems. Furthermore, the probability of transmission
congestion is increasing because of the differences in con-
struction periods between renewable energy generators and
transmission networks. This increased transmission conges-
tion leads to higher levels of renewable energy curtailment.

Curtailment is particularly prevalent in wind power gen-
eration, leading to economic and energy-efficiency losses.
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Curtailment is defined as ‘‘A reduction in the output of a gen-
erator from what it could otherwise produce given available
resources, typically on an involuntary basis’’ [3]. Transmis-
sion congestion is a common cause of curtailment that occurs
when the transmission capacity is insufficient to accommo-
date the available wind power output [3], [4]. In South Korea,
delays in the construction of transmission lines, such as the
East Jeju – Wando line, have led to curtailment [1].
Accurate wind power forecasting is one way to manage

curtailments. Improved wind power forecasting reduces the
curtailment of power systems with high wind penetration
[3]. Additionally, the higher the accuracy, the better the
reliability and stability of the power system. Wind power
forecasts can be divided into short-, mid-, and long-term
categories based on their timeframes. The short-term wind
power forecasts are 30 min to 6 h ahead of each other.
Short-term wind power output forecasting plays a crucial role
in power system scheduling and congestion management.
Therefore, several physical, statistical, and machine learning
based methods have been studied to improve the accuracy
of renewable energy output forecasting. Among these, deep
learning methods can perform complex nonlinear modeling
on large amounts of data and are well suited for time-series
forecasting.

Many studies [5], [6], [7], [8], [9] have conducted
short-term wind power forecasting using deep learning
methods based on recurrent neural networks (RNN) and con-
volutional neural networks (CNN). In [5], [6], [7], and [8],
diverse long short-term memory (LSTM) models were used
to forecast short-term wind-power outputs. In [5], an error
analysis was performed by adjusting parameters such as the
number of epochs, batch size, and number of hidden layers.
In [6], an improved LSTM was proposed that used the vari-
ational mode decomposition method to decompose the wind
signal into its long-term components. In [7], a stacked RNN
with a parametric sine activation function was proposed.
In [8], a CNN-LSTM-LightGBM model was proposed using
the MAPE-RM algorithm. In [9], a temporal convolutional
network model was used to forecast the wind power output,
which showed high accuracy. As reviewed above, previous
studies have improved the performance using various LSTM
model structures, data preprocessing through decomposition,
and ensemble methods. However, these studies did not con-
sider data update method, nor did they apply wind power
forecasting results to power system analysis. In this paper,
we compare the forecasting performance based on the appli-
cation of a data update method called the recursive strategy
and utilize seasonal short-termwind power forecasting results
for a 24-hour transmission congestion estimation.

In addition, transmission expansion is a strategy for mit-
igating curtailment owing to transmission congestion. It is
necessary to identify transmission congestion through a
power system analysis. Existing power system analysis meth-
ods do not consider the variability and uncertainty of renew-
able energy. Therefore, methods that consider variability and
uncertainty, such as probabilistic methods and the utilization

FIGURE 1. Overall flowchart of the seasonal hourly transmission
congestion estimation.

of scenarios, have been studied [10], [11], [12], [13], [14].
Reference [11] presents multiple scenarios for analyzing the
impact of wind siting and curtailment owing to transmis-
sion congestion based on these scenarios. In [12], short-term
renewable energy curtailment prediction was conducted by
detecting congestion in distribution grids. In this study,
short-term forecasting results are used to estimate 24-hour
transmission congestion, aiming to better account for the
variability and uncertainty of wind power generation. Addi-
tionally, probabilistic transmission congestion estimation is
performed by generating seasonal hourly scenarios.

Based on a review and comparison of previous stud-
ies, we propose an algorithm for a short-term wind power
forecasting model based on rolling long short-term mem-
ory (R-LSTM) for 24-hour seasonal transmission congestion
estimation and a method for probabilistic estimation of
transmission congestion using seasonal hourly scenarios to
account for variability and uncertainty. An overall flowchart
of the deterministic and probabilistic transmission congestion
estimations is shown in Fig. 1. As shown in Fig. 1, we exam-
ined the R-LSTMmodel proposed by Devi et al. [15]. In [15],
historical wind power variables were used; however, in the
present study, we used other variables such as historical wind
speeds and hours. Moreover, wind power forecasting values
were used to conduct 24-hour seasonal transmission conges-
tion estimation. Additionally, seasonal hourly scenarios were
generated to estimate the probability of transmission conges-
tion. The probability density functions (PDFs) of the wind
farm and power demand were obtained using Kernel Density
Estimation (KDE), and Markov chain Monte Carlo (MCMC)
sampling was used to generate seasonal hourly scenarios. The
main contributions of this study are summarized as follows.

• The R-LSTM model was utilized for short-term wind
power output forecasting, and its performance was com-
pared with LSTM and analyzed based on its model
structure.

• The KDE-MCMC method was applied to generate sea-
sonal hourly scenarios for electricity demand and wind
farm.
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FIGURE 2. Installed wind power capacity in Jeju power system.

• Short-term wind power forecasting data were utilized to
perform a 24-hour transmission congestion estimation.

• Probabilistic transmission congestion estimation was
conducted using KDE-MCMC scenario data for wind
power integration.

• The proposed methodology was applied to empirical
data from wind farm A and the electricity demand on
Jeju Island, which has a high penetration of renewable
energy resources.

The remainder of this paper is organized as follows.
In Section II, we discuss wind power generation and cur-
tailment in the Jeju power system. Section III presents
a short-term wind power forecasting model based on the
R-LSTM model. In Section IV, we present a method for
the probabilistic estimation of transmission congestion using
KDE-MCMC sampling. Section V includes three compo-
nents: short-term wind power forecasting based on R-LSTM,
24-hour transmission congestion estimation using R-LSTM,
and probabilistic transmission congestion estimation using
wind farm and electricity demand scenarios based on KDE-
MCMC sampling. Finally, Section VI concludes the paper.

II. POWER SYSTEM OF JEJU ISLAND
In this study, wind farm A and power demand data from
Jeju Island in South Korea were used. Jeju Island has a CFI
2030 target to meet its entire power demand with renew-
able energy by 2030 [2]. Owing to the rapid expansion
of renewable energy to implement CFI 2030, Jeju Island
has recently experienced an increase in the number of cur-
tailments; therefore, improved wind power forecasting and
transmission congestion estimations are necessary for man-
agement. The installed capacity of wind turbines on Jeju
Island has increased 2.7 times, from 107 MW in 2012 to 295
MW in 2022, as shown in Fig. 2 [16]. The penetration of
installed wind capacity increased from 5.3% in 2008 to 19%
in 2022. In addition, wind power accounted for 19% of the
generation mix in 2022.

Fig. 3 shows the seasonal average electricity demand in
the Jeju power system from 2021 [17]. Peak demand mainly
occurred between 16:00 and 22:00 in all seasons. The sum-
mer loads were higher than the others because the hot and
humid weather increased the electricity demand for cooling.

FIGURE 3. Seasonal average electricity demand in Jeju power system
from 2021.

TABLE 1. Wind power curtailment in the Jeju power system.

FIGURE 4. Monthly wind power boxplot in Jeju power system during 2021.

With a rapid increase in renewable energy in the Jeju power
system, curtailment is necessary to protect the system from
oversupply and transmission congestion. As listed in Table 1,
the number of wind power curtailments in the Jeju power
system has increased since 2015 [18]. Curtailments occur at
dawn and are characterized by high supply and low demand.
However, curtailment has occurred even during the daytime
since 2017 because of the significant annual increase in the
installed PV capacity to 39.6% in 2018 [17], [18], [19], [20].
In 2021, the curtailment was less than that in 2020 because it
was supplied to the mainland using high-voltage direct cur-
rent (HVDC); however, it still occurred 64 times with 12016
MWh of curtailment.

In addition, curtailment is expected to increase further to
manage wind power in spring, fall, and winter, when there is
a larger amount of wind power output, as shown in Fig. 4.
Therefore, for efficient operation of the Jeju power system
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FIGURE 5. Diagram of the Jeju power system.

with high wind power penetration, it is necessary to improve
the accuracy of wind power forecasts and estimate transmis-
sion congestion for effective curtailment management and
estimation.

Fig. 5 shows a diagram of the Jeju power system.
A short-term forecasting model and transmission congestion
estimation were applied to wind farm A of the Jeju power
system. The Jeju power system data used in this study com-
prise 74 buses, 46 generators, and 26 loads, with a total
active load of 850 MW. Wind farm A consists of 25 wind
turbine generators; in the diagram, three to five generators
are represented on a single generator. In other words, a total
of 60MW wind farm, consisting of 3MW 10 units and 2MW
15 units, is configured as an aggregated wind farm model.

III. PROPOSED A SHORT-TERM WIND POWER
FORECASTING MODEL
A. LONG SHORT-TERM MEMORY
Machine learning can perform complex nonlinear modeling
on large amounts of data and is well suited for time-series
forecasting. Machine learning can use variables, such as
wind speed and hours, to forecast wind power. Among
deep learning models, the LSTM model was proposed by
Hochreiter and Schmidhuber. The LSTMmodel improves the
performance by preventing the vanishing gradient problem
of the RNN [21]. The equations for the LSTM cell are as
follows [21]:

it = σ (wxixt + whiht−1 + bi) (1)

ot = σ (wxoxt + whoht−1 + bo) (2)

ft = σ
(
wxf xt + whf ht−1 + bf

)
(3)

c̃t = tanh (wxcxt + whcht−1 + bc) (4)

ct = ft ·ct−1 + it ·c̃t (5)

ht = ot · tanh (ct) , (6)

TABLE 2. Period for recursive strategy.

where i, o, and f denote the input, output, and forget gates,
respectively, xt denotes the input data, σ signifies the sigmoid
function, w denotes the gate weight, b indicates the bias at
each gate, c indicates the cell state, c̃t indicates the cell input
activation vector, and h indicates the hidden state, which is
also known as the output vector of the LSTM unit.

The LSTM uses gates based on a sigmoid function to allow
cells to selectively transfer data. Input, forget, and output
gates can be used to add or remove information from a cell
state [22], [23]. Additionally, the memory cell remembers its
state over time. A memory cell stores long-term dependen-
cies, unlike an RNN that does not reflect long-term temporal
dependencies [21].

B. ROLLING LONG SHORT-TERM MEMORY
The R-LSTM, proposed by Devi et al. [15], improves the
accuracy of short-term wind power forecasting using a recur-
sive strategy in the LSTM model. The existing R-LSTM
model uses wind power variables; however, in this study,
wind power, wind speed, and hour variables were used
for forecasting. The main difference between the R-LSTM
and LSTM is the use of a recursive strategy. The LSTM
does not update the training set, preventing it from learning
new data patterns. In contrast, R-LSTM conducts retrain-
ing in each period, which makes it computationally more
time-consuming. However, this recursive strategy enables
R-LSTM to learn new data patterns, thereby improving the
forecasting accuracy.

The recursive strategy sets four periods by dividing 24 h of
test data by 6 h, as shown in Table 2 [15]. The realized data
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Algorithm 1 R-LSTM Model For Short-Term Wind
Power Forecasting
Input:Wind speed, wind power output and hour data

1 Min-max normalization
2 Split data to training and test set
3 Convert data into pairs of feature variables and target

variables
4 Training R-LSTM model with training data
5 loop:
6 if last forecasted period < 6 hours then
7 Short-term Wind power forecasting using

R-LSTM model
8 end
9 if Last forecasted period > 6hours then
10 Add realized data to training data
11 Training R-LSTM model with updated

training data
12 end
13 go to loop
14 Compare the forecasted values with measured values

using the NMAE
15 end

for each period are included in the training data after the com-
pletion of each forecast period. Thus, R-LSTM was retrained
to learn the latest wind power patterns, and short-term wind
power forecasting was performed using the updated R-LSTM
model [15].

The R-LSTM model conducts short-term wind power out-
put forecasting based on Algorithm 1. Before entering the
data into the model, normalization was required because the
units and magnitudes of the variables were different. In this
study, Min-Max normalization was applied to the wind power
output, wind speed, and hour variables. The Min-Max nor-
malization is defined as follows:

f (x) =
x − xmin

xmax − xmin
, (7)

where x is a value, xmin is the minimum value of x, and xmax is
the maximum value of x. This function unifies the minimum
and maximum values of the data to 0 and 1.

The R-LSTM was trained using training data. If the latest
input data were less than 6 h, short-term wind power forecast-
ing was continuously performed using the R-LSTM. If the
latest input data were more than 6 h, the realized wind power
output was added to the training data; that is, after wind power
forecasting for 6 h, the actual wind power output data were
included in the training data [15]. The forecast values were
evaluated using the normalizedmean absolute error (NMAE),
defined as

NMAE =
1
N

∑N

i=1

∣∣pi − p̂i
∣∣

Installed Capacity
×100 (%) , (8)

where pi denotes the measured value, p̂i denotes the forecast
value, and N denotes the number of forecast samples. The

FIGURE 6. Process and structure of LSTM model.

TABLE 3. Classification of time period.

NMAE is suitable for comparing renewable energy resources
with different installed capacities.

Fig. 6 shows the process by which the datasets of the
feature and target variables are learned using the LSTM
model. The feature variables are wind speed and hour. The
number of time steps was 24 because the 6-hour forecasting
was performed in 15-minute intervals; therefore, each node
had 24 LSTM units.

IV. METHODOLOGY OF PROBABILISTIC TRANSMISSION
CONGESTION ESTIMATION
To estimate transmission congestion based on wind power
output, the annual data for wind farm A and power demand
data for Jeju Island from 2021 were utilized to generate
scenarios classified by season and time. South Korea has four
seasons: spring (March to May), summer (June to August),
fall (September to November), and winter (December to
February). Table 3 lists the classification criteria for themorn-
ing, afternoon, evening, and overnight periods [24].

To estimate the probability of transmission congestion,
scenarios for wind farmA and electricity demandwere gener-
ated using the process shown in Fig. 7 to consider uncertainty
and variability. Upon classifying the data into 16 types based
on the season and time, each PDF was estimated using the
KDE method. Wind farm A and power demand scenarios
were generated using the Metropolis-Hasting algorithm
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FIGURE 7. Flow chart for generating wind power output and demand
seasonal hourly scenarios.

based on the estimated PDFs. The generated seasonal hourly
scenarios were validated by comparing them with the mea-
sured data and using the NMAE to ensure their accuracy.
Wind power density estimation and data sampling were con-
ducted considering the capacity factor of wind farm A. The
capacity factor was calculated to apply the wind power sce-
narios to the individual wind power plants in wind farm A.

A. KERNEL DENSITY ESTIMATION
Nonparametric density estimation calculates the distribu-
tion directly from a given dataset. The method does not
assume a specific distribution. Nonparametric density estima-
tion provides flexibility in modeling complex and unknown
distributions. The KDE performs better than the parametric
approach in estimating the distribution of meteorological
variables that change over different time periods because it
does not assume a specific distribution [25].

KDE is a popular density-estimation method. The KDE is
defined as:

f̂h (x) =
1
nh

n∑
i=1

K (
x − xi
h

), (9)

FIGURE 8. PDFs of wind farm A and electricity demand during 2021.

where x indicates a random variable; xi represents the
observed data; K denotes the kernel function; and h indicates
the smoothing bandwidth. The kernel function is symmetric
with an integral value of 1. KDE estimates the density distri-
bution by averaging over a set of kernel functions K (x − xi)
centered at each data point [26]. Bandwidth determines the
width of the kernel and smoothing level.

In this study, a Gaussian function was applied as the kernel
function and the optimal bandwidth was determined using
Silverman’s rule [27]. Sixteen PDFs of wind farm A and
the power demand of the Jeju power system were estimated
based on the season and time, as shown in Fig. 8. Based on
the density estimation results, the estimated seasonal hourly
PDFs of wind farm A exhibit a distribution similar to that of
the boxplot statistics shown in Fig. 4. During summer, the
wind power capacity factor was predominantly distributed
below 40% compared with the other seasons. This implies
that the wind power output of wind farm A is more likely to
be lower during summer than during other seasons.
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FIGURE 9. Metropolis-Hastings algorithm flow chart.

B. MARKOV CHAIN MONTE CARLO SAMPLING:
METROPOLIS-HASTINGS ALGORITHM
MCMC methods generate sets of samples from PDFs esti-
mated using KDE with a Gaussian kernel. These methods
have Markov properties because they generate the next sam-
ple based on the current sample. In addition, they exhibit
Monte Carlo properties because they estimate a large number
of random samples from a distribution [28].

Among MCMC techniques, the Metropolis-Hastings
algorithm is versatile and simple. A flowchart of the
Metropolis-Hastings algorithm is shown in Fig. 9. This
method starts with a random initialization x(0) of the initial
state X (0) and generates samples of candidate Yt from a
candidate-generating density q.
The Metropolis-Hasting algorithm shows the transition

from the value x(t) of X (t) to the candidate Yt of X (t+1) based
on the acceptance-rejection algorithmwith acceptance proba-
bility α [29], [30]. The algorithm for the Metropolis-Hastings
is as follows [29], [30]:

Given X (t)
= x(t)

Generate Yt ∼ q
(
y | x(t)

)
Take X (t+1)

=

 Yt with probability α
(
x(t),Yt

)
x(t) with probability 1 − α

(
x(t),Yt

)

TABLE 4. NMAE of Metropolis-Hastings algorithm.

where

α (x, y) = min
[

π (y) q (x | y)
π (x) q (y | x)

, 1
]

(10)

In this study, the random initialization x(0) was 0, and a nor-
mal distribution was used as the candidate-generating density
q. π is a target distribution, which is a PDF estimated using
the KDE.

Sample generation was performed 10000 times, and the
burn-in standard was 9000. A total of 1000 samples from
9000 – 10000 samples were analyzed. Consequently, 1000
samples were generated for each of the 16 datasets based on
season and time, and a transmission congestion estimation
was conducted with 16000 samples, as shown in Fig. 10.
In addition, comparing the samples with the measured data,
the resulting NMAE values, as listed in Table 4, indicate high
sampling accuracy using the Metropolis-Hasting algorithm
across the 16 probability distributions.

C. PROBABILISTIC TRANSMISSION CONGESTION
ESTIMATION
The probability of transmission congestion was calculated
using the generated seasonal hourly scenarios, as shown in
Fig. 11. Historical data for wind farm A and power-demand
data for Jeju Island from 2021 were analyzed. Seasonal
hourly scenarios were generated based on KDE-MCMC
sampling to consider the characteristics of wind power and
demand, such as variability and uncertainty. Power system
data, demand, and wind power scenarios were loaded to
calculate steady-state power flow and conduct an N-1 con-
tingency analysis. Specific lines were determined when their
line load rates exceeded their thermal limits, based on sea-
sonal hourly scenarios [12]. The probability of transmission
congestion for specific lines was calculated by determining
the number of line overloads.

V. CASE STUDY: FORECASTING AND TRANSMISSION
CONGESTION ESTIMATION RESULTS
A. A SHORT-TERM WIND POWER OUTPUT FORECASTING
FOR JEJU ISLAND’S WIND FARM
R-LSTM was used to conduct short-term wind power output
forecasting. The R-LSTM model was evaluated using Keras
and TensorFlow, and its performance varied based on the
number of time steps, hidden layers, nodes, and epochs [5],
[31]. The model was fixed at 24-time steps for 20 epochs.
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FIGURE 10. Comparison of wind power output scenarios using the Metropolis-Hastings algorithm and
measured data in 2021.

FIGURE 11. Algorithm for calculating the probability of transmission congestion using the
seasonal hourly scenarios based on KDE-MCMC sampling.

To compare the performance of R-LSTM based on different
hyperparameters, data from wind farm A from January 1 to
December 24, 2021, were used as training data, and data from
December 25 to 31, 2021 were used as test data. The NMAE
values were compared by varying the number of hidden layers
and nodes, as listed in Table 5. For three hidden layers, the
NMAE value was 8.39%, indicating the highest performance
(Fig. 12 (a)).

In addition, the performances in each season were com-
pared. For spring, data from March 1 to May 24 were used
as training data, and data from May 25 to 31 were used as
test data. Similarly, for the other seasons, the last week of
the month was used as test data. The R-LSTM and LSTM
models conduct short-term wind power forecasting based
on the same structure with three hidden layers. The results
of the R-LSTM and LSTM were compared and analyzed.
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FIGURE 12. Wind power forecasting of R-LSTM and LSTM models during 2021.

TABLE 5. NMAE of R-LSTM model by changing parameter.

Fig. 12(b) presents the measured data and forecast results of
the R-LSTM model for each season. Fig. 12(c) illustrates a
graph of the forecasting results from November 24 to 31 in

TABLE 6. Seasonal NMAE of R-LSTM model.

the fall, when the NMAE difference between the R-LSTM
and LSTM was the greatest.

In Fig. 12(a), discrepancies are observed between the
measured and forecasted wind power data. When analyz-
ing the measured data, an average wind power output
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FIGURE 13. Min, Max, and Average of line loads based on KDE-MCMC wind farm A and demand scenarios.

TABLE 7. Probability of transmission congestion caused by KDE-MCMC wind farm A and demand scenarios.

of 36 MW was recorded at this range of wind speed. The
25th percentile was 28.59 MW, the 50th percentile was
35.88 MW, and the 75th percentile was 43.86 MW. In other
words, for this range of wind speeds, 50% of the data

fell within the range of 28.59 MW to 43.86 MW. How-
ever, in the interval where inconsistencies were observed,
an average power output of 66.46 MW was recorded at
this wind speed. When using R-LSTM to forecast this
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FIGURE 14. Histogram and CDF of line flow based on KDE-MCMC wind power scenarios.

interval, such abnormal relationships between wind speed
and wind power were not present in the previous period,
resulting in no performance difference between R-LSTM
and LSTM.

Table 6 lists the NMAE of the R-LSTM and LSTMmodels
for each season. The NMAE value was lowest in spring
and highest in the fall. We observed a significant perfor-
mance improvement in the R-LSTM model, which learned
a new pattern between wind speed and power. Unlike the
discrepancies in Fig. 12(a), a new relationship between wind
power and wind speed emerged from the measured values
in the previous period. R-LSTM improved its accuracy by
retraining with this new pattern between wind power and
wind speed. Consequently, it could learn and adapt to the
new conditions, leading to enhanced accuracy. The R-LSTM
based forecasting results confirmed that the NMAE values

were within 10%, and the model performance varied with the
hyperparameter.

B. ENHANCED TRANSMISSION CONGESTION
ESTIMATION IN JEJU ISLAND’S POWER SYSTEMS
The steady-state power flow was calculated using the wind
power output and power demand scenarios generated using
the KDE-MCMC method. Critical contingency analysis was
also conducted. As a result of the power flow calculation
and contingency analysis, six transmission lines, labeled
Lines 1–6, were identified as congested components because
their line flows exceeded the thermal limit based on the
scenarios [12]. The probability of transmission congestion
was calculated according to the line, season, and time.

The probability of transmission congestion was calculated
using the number of line overloads. The results for the
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FIGURE 15. Line flow of 24-hour each season based on R-LSTM wind power forecasting results.

probabilities of the congested components are presented in
Table 7 and Figs. 13 and 14. Fig. 13 shows the minimum,
average, and maximum line flows for each season and period.
The x-axis values from 1 to 16 represent spring overnights
to winter evenings, respectively. Fig. 14 shows the histogram
and cumulative distribution function of the transmission line
load ratio.

The probability estimation results for transmission conges-
tion indicate that Line 1 exhibits the highest probability of
transmission congestion during summer evening, while the
probability is lowest during spring morning and afternoon.
Throughout all seasons, the evening time period consistently
shows the highest probability of transmission congestion.
For Line 2, the probability of transmission congestion is
highest during spring afternoon and lowest during summer
evening. During all seasons, the evening time period consis-
tently has the lowest probability of transmission congestion,
with an average of 51.05% during other time periods. Line 3
exhibits the highest probability of transmission congestion
during spring afternoon, with highest probabilities during
the afternoon time period across all seasons. Line 4, 5,
and 6 show the highest probability of transmission conges-
tion during winter evening and the lowest during summer
evening.

In summer, it can be observed that the probability of
transmission congestion differs from other seasons because
the wind power output of wind farm A is more likely to
be lower compared to other seasons. These results were
derived by considering seasonal hourly scenarios that can
occur, and it is necessary to consider these findings when
selecting a site for a wind farm and establishing a trans-
mission reinforcement plan. In addition, the congestion
can be mitigated by efficiently utilizing flexible resources
based on the results of the probabilistic estimation of
transmission congestion, potentially mitigating wind power
curtailment.

Fig. 15 shows the 24-hour transmission congestion esti-
mation using the R-LSTM forecasting results with a time
interval of 15 min. The x-axis represents a 24-hour period
with a 15-minute interval and the y-axis represents the
line flow (%). The short-term wind power forecasting
results for the first day of the last week of each sea-
son were applied to the power system, and steady-state
power flow was calculated. The results indicate that the
frequency of transmission congestion during the 24-hour
is the highest in winter compared to other seasons. Accu-
rate wind power output forecasting can optimize congestion
management.
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VI. CONCLUSION
To achieve carbon neutrality, the use of renewable energy
sources, such as wind turbines, is increasing. However,
because wind power generators use wind as an energy source
to output electricity, they exhibit characteristics such as vari-
ability and uncertainty. Such characteristics make it difficult
to maintain power system stability and reliability. Addition-
ally, an increase in wind power resources has led to an
increase in curtailment. Transmission congestion is a major
cause of this curtailment. Therefore, accurate wind power
output forecasting and transmission expansion are required
to manage the curtailment caused by transmission conges-
tion. When expanding a transmission network, it is necessary
to estimate the transmission congestion by assuming wind
power scenarios.

In this study, the R-LSTM was evaluated to improve
the accuracy of short-term wind power forecasting. The
R-LSTM, which incorporates recursive strategies, exhibited
higher accuracy than the LSTM using wind farm A data
from the Jeju power system. As a result, the performance
of R-LSTM changes from an NMAE of 10.29% to 8.39%
based on the number of hidden layers and nodes. In addition,
the seasonal forecast results of the R-LSTM showed a higher
accuracy than those of the LSTM. In particular, in the fall,
the NMAE decreased from 22.86% for LSTM to 10.59%
for R-LSTM. Moreover, the forecasting results were used for
24-hour transmission congestion estimation.

Furthermore, this study was conducted to estimate the
probability of transmission congestion for mitigating wind
power curtailment. Wind power and electricity demand
scenarios were generated using KDE-MCMC method to cal-
culate the probability of transmission congestion. This study
used the data of 1-year from wind farm A and power demand
data from Jeju Island and generated 16,000 scenarios to
consider variability and uncertainty. The KDE-MCMC sam-
pling showed high accuracy. Based on power flow calculation
and N-1 contingency analysis results, the probability of line
overload based on congested components were calculated.
The probability estimation results of transmission conges-
tion identified the season and time of day with the highest
and lowest probability of transmission congestion occurrence
for each congestion components. When expanding a trans-
mission network to accommodate the available wind power
output, it is necessary to consider the seasonal hourly con-
gestion probability of the congested components.

In future, we will estimate the curtailment based on the
results of the estimation of transmission congestion and per-
form a study on various wind farms and other areas.
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