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ABSTRACT In the process of autonomous vehicle lane changing, a reliable decision-making system
is crucial for driving safety and comfort. However, traditional decision-making systems have short-term
characteristics, which makes them susceptible to real-time inference from surrounding vehicles. Usually,
system sacrifices driving comfort to ensure the safety of the lane change. Balancing driving safety and
comfort has always been a research challenge. Long-term trajectory prediction can provide accurate future
trajectories of target vehicles, providing reliable long-term information to compensate for the short-term
variability of decision systems. This paper proposes a novel decision-makingmodel with long-term trajectory
prediction for lane-changing. First, we constructed a long-term trajectory prediction model to predict the
trajectories of surrounding vehicles. Besides, we built a lane change decision-making model based on fuzzy
inferencing, considering the predicted trajectories to infer the relative relationship between other vehicles and
the self-driving car. The establishment of the fuzzy rule library considered the vehicle speed, acceleration,
system delay time, driver delay time and the distance between vehicles. Finally, we created a dataset for
training and testing the trajectory prediction model, and we built 4 cases simulation environments, for two or
three vehicles on a straight road or curved road, respectively, to test the decision-makingmodel. Experimental
results show that our proposed model can ensure driving safety and improve driving comfort.

INDEX TERMS Autonomous vehicle, trajectory prediction, decision-making, driving safety, driving
comfort.

I. INTRODUCTION
In recent years, autonomous driving technologies have been
rapidly developed and have shown great potential in improv-
ing traffic efficiency, driving safety, and driving comfort
[1], [2], [3]. However, ensuring driving safety is always
the primary concern for autonomous vehicles [4], which
usually sacrifice driving comfort to ensure safety. This is
particularly evident during lane-changing maneuvers, where
the autonomous vehicle may prioritize safety over com-
fort, leading to discomfort and discomfort-related issues for
passengers, such as motion sickness. Therefore, improving
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driving comfort while maintaining safety is an essential goal
for autonomous driving research [5], [6].
Although many decision-making models have incorpo-

rated prediction modules, decision-making tasks need to
employ nonlinear logical reasoning while maintaining inter-
pretability. The current status of vehicles is short-term, and
considering it during modeling brings inference difficulties
that can lower driving comfort [7]. In contrast, vehicle trajec-
tory [8], [9] is generated by drivers considering traffic rules,
maps, and vehicle kinematics. Long-term trajectories provide
a basis for decision-making systems to consider long-term
trajectory states of the vehicle.

Therefore, this paper proposes a decision-making model
for lane change with long-term trajectory prediction. We pro-
pose a decision-making model that takes into account
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long-term trajectory prediction to enhance driving comfort
[10] while maintaining safety during lane-changing maneu-
vers [11], [12], [13]. The main contributions of this paper
as follows: Firstly, we propose a trajectory prediction model
that differs from most trajectory prediction studies as our
designed model involves weight training for specific scenar-
ios that accurately predicts the vehicle’s trajectory position.
This benefits the specific scenario, which involves vehicle
lane changing decision-making tasks. Secondly, we design
a decision-making model that considers long-term trajectory
prediction. This model uses future trajectory position of sur-
rounding vehicles, the relative position of vehicles, speed,
acceleration and the delay time parameters as references.
Thirdly, we built a series of simulation driving environment
with 4 different cases - straight and curved roads with one
or two obstacle vehicles, respectively. We carried out sim-
ulation tests to validate the effectiveness of our proposed
model.

FIGURE 1. Scheme of our proposed method.

The remainder of this paper is organized as follows:
Section II introduces the related work. Section III intro-
duces the designing details of proposed method, including
LSTM&GRU based trajectory prediction model and Fuzzy
inference-based decision-making model. Section IV carries
out simulation and analysis on the proposed model through
4 typical driving cases.

II. RELATED WORK
Human drivers have natural ability when changing lanes,
which first estimates the possible future position of the
obstacle vehicle as a reference for lane-changing decisions,
and then selects the appropriate decision time considering
safety and comfort. Inspired by the decision logic of human
drivers, we proposed a model architecture. Firstly, the trajec-
tory prediction method based on LSTM&GRU requires the
vehicle’s trajectory history as input and outputs the predicted
trajectory in accordance with the temporal order. Specifi-
cally, the development and training of the prediction network
requires the use of dataset collected from special scenarios.
Secondly, the decision algorithm is modeled as a nonlinear
fuzzy reasoning problem that considers future trajectory. The
prior input of the decision model is the predicted trajectory
and the current state information of the vehicle. Decision
results are produced through the encoding, rule library,
and decoding of the decision model. Finally, the proposed
method is verified and analyzed in simulated driving scenario
cases.

A. TRAJECTORY PREDICTION
Trajectory prediction plays an important role in ensuring the
safety of autonomous vehicles [14]. In recent years, many
methods have been applied to predict the future trajectory of
vehicles or pedestrians.

The traditional method for trajectory prediction is through
physical models that characterize the state of a vehi-
cle directly. Such methods are widely used for dynamic
models [15] and kinematic models [16]. In [15], a lin-
ear single-vehicle model is employed to avoid collisions,
while in [16], it is used for path prediction in connected
vehicles. The advantages of such models are their compu-
tational efficiency. However, they are often more effective
for short-term predictions and are not reliable for long-term
predictions.

In contrast, learning-based methods have become the
mainstream branch of research in long-term trajectory predic-
tion. Reference [17] proposed a GAN model that combines
LSTM and CNN with an attention mechanism for generat-
ing obstacle avoidance trajectories in low-speed pedestrian
scenarios. GAN models have a burdensome training pro-
cess [18], and for traffic scenes with higher speeds, various
information from maps needs to be added, making the
training process more difficult. Recursive neural networks
have proven to be efficient in solving sequence predic-
tion tasks [19], [20], [21], [22]. Furthermore, some works
have improved the performance of trajectory prediction tasks
in complex interactive scenarios by incorporating attention
mechanisms [23], [24], [25], [26], [27], [28], [29].

References [30] and [31] propose a trajectory prediction
model that combines VAE and LSTM, and [32] established a
trajectory prediction model using convLSTM for Hypersonic
glide vehicles. In study [32], a prediction method guided by
planning using LSTM is proposed. LSTM plays an important
role in trajectory prediction [34], [35], [36], however, its
long training and prediction times have traditionally been
a limitation. To address this issue, [37] proposed a novel
attention-enhanced SRU from a cellular unit perspective,
which has shown good performance in trajectory prediction.
Reference [38] has demonstrated that GRU is more efficient
in training and achieves performance similar to LSTM in
time-series data regression prediction. Reference [39] pro-
posed a stacked GRU-LSTM network to balance training
efficiency and accuracy for solving the parking occupancy
time-series prediction problem. All these trajectory predic-
tion models have advanced research in this field in different
transportation scenarios. Inspired by [39], [40], and [41],
this paper proposes a GRU-LSTM architecture for vehicle
trajectory prediction.

B. DECISION-MAKING
In the field of autonomous driving, lane changing is a critical
decision that must bemade in a timely and safemanner. There
are two major approaches to the problem: rule-based models
and learning-based models.
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Learning-based models, such as imitation learning [42],
reinforcement learning [43], RNN and deep reinforcement
learning [44], learn decision-making strategies from data.
These models can achieve high performance, but they are
block-box model, make it difficult to interpret and may
require large amounts of training data.

Rule-based models, such as finite state machines [45],
model predictive control [46], and fuzzy logic reasoning [47],
rely on pre-defined rules tomake decisions.While thesemod-
els are often simple and interpretable, fuzzy logic reasoning
has emerged as a promising approach for lane changing deci-
sion making in autonomous driving systems [48]. The fuzzy
logic model is able to incorporate linguistic rules and expert
knowledge, as well as handle uncertainties and imprecise
inputs, making it well-suited for real-world driving scenarios
[49], [50]. Therefore, another focus of this paper is to design a
lane change decision-making model with inferencing ability
using fuzzy logical inferencing.

III. METHOD
A. LSTM&GRU-BASED TRAJECTORY PREDICTION
Trajectory prediction is a key factor in decision-making,
which predicts the future position of dynamic agents.
Recently, LSTM have been considered particularly effective
for time series prediction.

Thus, this section provides a detailed process of designing
a trajectory prediction model based on LSTM and GRU.
Firstly, the input and output layers are modeled; then, the
learning layer is established through GRU, LSTM and Fully
connected layer. Inspired by citations [39], [40], [41], the
GRU is utilized first, which have an effective computing
consumption. And then LSTM follows it accounting for the
high accurate in regression task. Finally, the loss function
designed for training is provided.

FIGURE 2. Structure of trajectory prediction model.

1) INPUT-OUTPUT
The proposed prediction model is modeled as a ‘‘two-input,
two-output’’ model. The model’s inputs are historical trajec-

tory time series data, represented by:

X = [Xt−m,Xt−m+1, . . . ,Xt] (1)

Xt = (xt, yt) (2)

where Xt represents the spatial coordinates, and m is the his-
torical data time window. Setting m equal to 5 is appropriate
for the trajectory prediction model used for the hybrid lane-
changing decision-making model.

The outputs are represented by:

Y = [Yt+1,Yt+2, · · · ,Yt+T] (3)

Yt+T = (xt+T, yt+T) (4)

where Yt+T represents the spatial coordinates, and
T represents the prediction duration. Considering that
decision-making is short-term inference, we set T is equal
to 3 which is adequate for the model’s utilization.

2) LEARNING LAYER
The learning layer is primarily composed of GRU, LSTM and
fully connected layers. Through the use of GRU and LSTM,
historical data can be learned. The GRU is a variant of the
LSTM, which removes the short-term memory module and
thus can improve processing speed, particularly for large-
scale datasets. We utilize its advantages as the first learning
layer. The structure of GRU cell is shown in FIGURE 3 a).

Where xt denotes the input historical trajectory informa-
tion, ht−1 represent the memory content from the previous
time step, rt is the reset gate, zt is the update gate, h̃t is the new
memory content, and ht is the current step’s memory content.
The core formula is as follows:

zt = σ (Wz · [ht−1, xt ]) (5)

rt = σ (Wr · [ht−1, xt ]) (6)

h̃t = tanh (W · [rt · ht−1, xt ]) (7)

ht = (1 − zt) · ht−1 + zt · h̃t (8)

where xt represents the input, σ and tanh represent activation
functions.Wz denotes the weight matrix for the reset gate,Wr
denotes the weight matrix for the update gate, andW denotes
the weight matrix for generating new memory content.

FIGURE 3. Structure of GRU and LSTM cell.

The structure of LSTM cell is shown in FIGURE 3 b).
Ct−1 and ht−1 represent the long-term memory and hidden
information from the previous time step, while xt represents
the input event information. In our model, xt is the input
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historical trajectory information,Ct and ht represent the cell’s
outputs of long-term memory and hidden information.

For the internal structure of the LSTM cell, the forget gate
can be understood as a filter in a recurrent network, wherein
the information without positive stimulus for the next learn-
ing unit in the recurrent learning process is neglected by the
forget gate, and its role in trajectory prediction is to eliminate
values that deviate significantly from actual values during the
recurrent learning process. The forget gate is implemented as
shown in Equation (9).

ft = σ
(
Wf · [ht−1, xt ] + bf

)
(9)

where ft represents the forget gate,Wf is the weight matrix of
the forget gate, and bf is the bias of the forget gate.
The updating of memory information first integrates the

input gate information it and short-term memory information
ht−1. The formula for this process is shown below:

it = σ (Wi · [ht−1, xt ] + bi) (10)

C̃t = tanh (WC · [ht−1, xt ] + bC ) (11)

where it represents the input gate, C̃t represents the candidate
value vector,Wi andWC is the weight matrix, bi and bC is the
bias of the input gate and candidate value vector, respectively.

The output gate processes input information xt , previous
hidden information ht−1 and integrates it with the memory
information to output ht .Ct is formed by integrating ft ,Ctand
Ct−1. The formula for this process is shown below:

Ot = σ (Wo · [ht−1, xt ] + bo) (12)

Ct = ft · Ct−1 + it · C̃t (13)

ht = Ot · tanh (Ct) (14)

where Ot represents the output gate, Ct represents the output
information of this cell, ht represents the hidden state, Wo is
the weight matrix, bo is the bias of the output gate.

In these procedures, σ and tanh are activation functions,
as shown in Equations (15) and (16). σ is sigmoid activation
function that range is between 0 and 1, which determines
the values that need to be updated. The advantage of the
tanh function is its ability to alleviate gradient vanishing and
improve training speed.

σ (x) =
1

1 + e−x
(15)

tanh (x) =
ex − e−x

ex + e−x
(16)

For the FCN layer, a fully connected layer is used to mul-
tiply the dense input vector matrix with the trainable weight
matrix and bias vector outputted by the GRU-LSTM layer,
in order to obtain the most suitable network parameters, the
specific formula is shown below:

Out = FC(LSTM(It)) (17)

where It is inputs, FC denotes the fully connected layer, Out
denotes the final outputs.

3) REGRESSION LAYER
As trajectory prediction is essentially a supervised learning
process, it involves iteratively fitting trajectory data through
regression. Ultimately, a regression layer is employed as the
last layer of the model, allowing the model to progressively
fit the data and generate appropriate weights during training.
Training Loss function is as follows:

loss =
1
2S

S∑
i=1

R∑
j=1

(
tij − yij

)2
(18)

where R represents the number of responses is 2, responses
indicate the vehicle position coordinates ‘x’ and ‘y’, and S
represents the sequence length, tij represents the predicted
value, yij represents the ground truth.

The activation function between the neural layers of the
prediction model is the ReLU function, as shown in Equation
(19). The main advantage of using the ReLU over other
activation functions is that it does not activate all the neurons
at the same time, if the input is negative, it will convert it to
zero and the neuron does not get activated.

ReLU(x) =

{
x, x > 0
0, x ≤ 0

(19)

The evaluation metric of the prediction model is shown in
Equation (20):

RMSE =

√√√√ 1
2m

m∑
i=1

((
xi − x̂i

)2
+

(
yi − ŷi

)2) (20)

where xi and yi are the ground truth values, x̂i and ŷi are
the predicted values, and m is the sequence data length.
Trajectory prediction experiments and analysis of results are
presented in Section IV.

B. DECISION MAKING MODEL
This part focuses on implementing the decision-making pro-
cess of ego vehicle lane changing while considering the
predicted trajectory of the other vehicles. Since the prediction
model is a black box and the decision-making process is
a nonlinear process that changes with influencing factors,
a fuzzy reasoningmodel is employed to fuse decision-making
factors in a probabilistic manner and explicitly reason out
the final decision. To optimize the model, targeted param-
eter tuning is conducted. Firstly, a distance warning model
considering the predicted position is established. Then, a lane
change promptingmodel is built based on the relative position
and speed relationship between two vehicles. Finally, the lane
changing decision-making model is constructed.

The process of passing the lane change intention coeffi-
cient through the membership function is called the fuzzy
encoding process. The process of transforming the lane
change willingness coefficient to get the final decision result
is called fuzzy decoding, and we use ‘‘centroid’’ method as
the fuzzy decoder here.
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FIGURE 4. Structure of decision-making model.

1) DISTANCE WARNING MODEL
It is necessary to determine a relative distance between vehi-
cles that constitutes an absolute safe distance. When the
distance between ego vehicle (EV) and target vehicle (TV)
is greater than this threshold, EV may not need to consider
the TV’s potential driving threats.

The formulas for vehicle kinetic energy and braking work
are as follows:

E =
1
2
mv2 (21)

W = µmgdb (22)

where m is the vehicle’s mass, v is the vehicle’s velocity, µ

is the coefficient of friction between the road surface and the
tires, g is the gravity of Earth, and db is the distance travelled.
According to the law of conservation of energy, setting

E = W, µg as α which represents the maximum deceleration
of vehicle (It can be set according to the research scenario,
which is set 3 in our research), and db can be derived:

db =
v2

2α
(23)

Therefore, the distance between two vehicles can be mod-
eled by the following equation:

d′
w =

1
2α

(
v2e − v2T

)
(24)

where ve is velocity of the ego vehicle, vT is velocity of target
vehicle.

One advantage of automated driving systems is that they
can directly control the vehicle through electronic system.
Vehicle exits system delay time and human driver reaction
time. According to [51], a system delay time of τ = 0.2s has
been set to ensure the safety of the system in the event of a
computing delay. For human drivers, the delay reaction time
is about 1s. Assuming that the driving velocity of the car is
30km/h, it will travel 8.33 meters in 1 second. In order to
further ensure the safety of the system, we set a tolerance
distance d0 = 10m. So, the final distance warning model
formula is as follows:

dw =
1
2α

(
v2e − v2T

)
+ ve · τ + d0 (25)

2) LANE CHANGE PROMPTING MODEL
The lane change prompting model is applicable when the
distance between two vehicles falls below the safe distance
threshold established in distance warning model. In this
situation, a driving threat from the other vehicle must be con-
sidered. We strive for a smooth and gradual decrease in speed

during lane changes, which entails leaving enough distance
between vehicles to allow for speed adjustment. Therefore,
we develop a lane change prompting model that considering
the predicted trajectory, which is represented by dp.

x1 (t) = x10 + ve · t (26)

x2 (t) = x20 + vT · t − 0.5 · aT · t2 (27)

Since the ambient vehicle is assumed to be in uniform
motion, aT is set to 0, so the formula is converted to:

x2 (t) = x20 + vT · t (28)

dp = x2 − x1 (29)

where x10 and x20 is the location of EV and TV, x20 - x10 is
equal to the distance between two vehicles. Considering that
the front and rear positions of the two vehicles are exchanged
after the lane change, it is necessary to take the absolute value
of the difference. We adapt the Euclidean distance consider-
ing predicted trajectory to formulate the distance between two
vehicles as follows:

d =|

√
(x̂2 − x1)2 + (ŷ2 − y1)2 − ve · td | (30)

where (x̂2, ŷ2) is the predicted coordinates of TV, (x1, y1) are
the trajectory coordinates of EV, td is the trajectory prediction
duration used for decision-making which is set to 1.5 here,
considering a system delay time and delay reaction time of
human drivers like reference [51].

3) DECISION MAKING MODEL
Based on the safe distance warning model [51] and the lane
change prompting model discussed above, we establish a lane
change key factor model for the decision-making process.
Specifically, this model can be expressed as:

wi =
d − dp
dw − dp

(31)

where wi represents the key factor value between the i-th pair
of vehicles, d , dp and dw have described above. The situation
wi > 1 corresponds to d > dw. Here, wi > 1 denotes a safe
driving distance.

FIGURE 5. Fuzzy input membership functions.

Actually, there is a great nonlinear relationship between
the decision of whether the vehicle can change driving state.
Fuzzy logic algorithm can better solve the nonlinear sys-
tem control under complex information. From actual driving
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experience, we know that the driving stage changing of vehi-
cles is related to the driving speed and the distance between
vehicles. When the speed is high and the distance between
vehicles is small, it is easy to cause collision and other
dangers. The lane change key factor model is defined here as
the input of the fuzzy system. The fuzzy rule base is presented
in TABLE 1.

TABLE 1. Fuzzy rule base of model D.

We set up a fuzzy inference rules, which is presented in
TABLE 2. w1 represents the key factor associated with the
proximity between the ego vehicle and the leading vehicle
in the same lane, whereas w2 represents the key factor asso-
ciated with the proximity between the ego vehicle and the
obstacle vehicle in the adjacent lane. A smaller value of w1
indicates a shorter distance between the ego vehicle and the
leading vehicle, implying a higher lane-changing intention.
Conversely, a larger value of w2 reflects a greater distance
between the ego vehicle and the vehicle in the adjacent lane,
also indicating a higher lane-changing intention. To avoid
ambiguity, the actual interpretation ofw1 is defined as 1−w1,
that is w1 ⇐ 1−w1. This ensures a consistent notion where a
high value of w indicates that lane changing is recommended.
Taking a lane change case with two obstacle vehicles as an
example, w1 and w2 are taken as the inputs of FIS, w1 is taken
as input1, w2 is taken as input 2, and the fuzzy membership
function is shown in FIGURE 5.
Input themembership function to convert the specific value

of the lane change key factor w into fuzzy values, which is
represented as low, medium and high, representing the lane
change intention decided by the ego vehicle according to the
situation of the other vehicle.

FIGURE 6. Fuzzy output membership functions.

The output membership function represents the relation-
ship between the lane change feasibility and the value
processed by the fuzzy rule. Note that when considering a

scenario with only FV, we setw2 = 1, indicating that no other
car in the left lane poses a driving threat to the EV.

TABLE 2. Fuzzy inference rules.

The three-dimensional thermodynamic change trend is
shown in the FIGURE 7. We can see that the w value of
the decision model increases with the growth of w1 and w2.
In fact, from the general trend of the lane change key factor
and the relative distance between 2 vehicles, We can see
that the w value of the decision model increases with the
growth of w1 and w2. In this way, w is positively correlated
with the change trend of w1 and w2, which is reflected in
the three-dimensional thermal map and is more obvious for
observation.

FIGURE 7. 3-dimensional thermodynamic change trend of fuzzy output.

IV. EXPERIMENTS AND RESULTS DISCUSSION
We first test our trajectory prediction model on our col-
lected data, then fine tune on the collected data from
simulation scenario. To verify the proposed decision-making
model, we built 4 driving cases with 2 sets of contrast
decision-making model parameters, and the fuzzy rule base
are shown in TABLE 3 and TABLE 4, fuzzy inference rules
as same as TABLE 2. Additionally, a bicycle model and
fifth-degree polynomial are used for trajectory generation.

TABLE 3. Fuzzy rule base of D1.
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TABLE 4. Fuzzy rule base of D2.

A simulation environment for algorithm verification is
built based on MATLAB/Simulink, and then a virtual visu-
alization environment with more rendering richness is built
based on Unreal Engine, which can help us better observe
different model performance.

A. PREDICTION EXPERIMENTS
1) PREDICTED RESULTS
For supervised machine learning methods, data training
is crucial for determining appropriate model parameters.
However, conventional practice of using public datasets for
training, verification, and testing of prediction tasks has lim-
itations. Such datasets may primarily focus on improving the
generalization ability of a specific scenario, making it chal-
lenging to develop models for other scenarios. Our emphasis
in this study is on the practicality and interpretability of
the model in specific scenarios, rather than just large-scale
datasets. Hence, we conducted data simulation by Automated
Driving Toolbox in MATLAB for two scenarios: straight
road and curve road. We simulated 1000 road simulations
for straight road driving scenario, where the speed ranges
from 6m/s to 15m/s and the length ranges from 200 meters
to 500 meters. Additionally, as the radius of the curve road
is unknown, we simulated 1000 sets of data for curve road
to account for this uncertainty, where the radius of curvature
ranges from 10m to 50m and the length ranges from 100∼400
meters.

The prediction results of RMSE evaluation metric,
as shown in TABLE 5, closely approximate various state-of-
the-art (SOTA) [52]. Therefore, our prediction outcomes may
offer reliable results for decision-making.

TABLE 5. Prediction horizon.

B. SCENARIO TESTS
The experimental results of velocity and gap indicators are
represented by a series of abbreviated names. As illustrated
in Figure 8, ‘‘EV’’ represents the ego vehicle, ‘‘FV’’ indicates

FIGURE 8. Scenario test road.

the preceding vehicle in the same lane as the ego vehicle,
and ‘‘LV’’ denotes the preceding vehicle in the left lane
adjacent to the ego vehicle. The magnified subfigure within
Figure 10 allows us to observe their respective positions
clearly. EV&FV denotes the relation between EV and FV, and
EV&LV denotes the relation between EV and LV.

For more details can be observed in TABLE 6. The suffix
‘N’ and ‘P’ respectively indicates the model without or with
trajectory prediction, ‘D’, ‘D1’ and ‘D2’ indicates the deci-
sion model which parameters configuration can be found in
TABLE 2, TABLE 3 and TABLE 4, respectively, where ‘D’
means the proposed decision-making model, ‘D1’ and ‘D2’
are two contrast models.

TABLE 6. Abbreviate explanation.

FIGURE 9. Lane changing 3D visualization of case a.
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1) CASE A. TWO VEHICLES ON A STRAIGHT ROAD
The EV and the FV are positioned in the right lane.
In these conditions, the decision-making parameters for the
EV regarding the lane change must consider the existing
relationship between the EV and FV.

FIGURE 10. Gaps between vehicles of case a.

Based on Figure 10, we can observe that the ego vehicle
first decelerates, then accelerates to execute the overtaking
maneuver, and returns to cruising speed after completing
the lane change. The vehicle modeled with P-D enters the
velocity adjustment state at approximately 4 s and completes
at around 9 s, with a range from 12 m/s to 12.2 m/s. The
lane-changing process takes about 5 seconds to complete.
The vehicle modeled with N-D enters the velocity adjustment
state slightly later, at approximately 5 s, and completes at
around 10 s, with significant fluctuations in a range from
11.7 m/s to 12.2 m/s. The vehicle modeled with P-D1 enters
the velocity adjustment state the latest, the adjustment range
is the smallest, and the adjustment time is the shortest, which
means that the velocity under this model is the fastest, this
is very similar to the aggressive style of driver. Under P-
D2 mode, the overall jitter of the lane change velocity is not
large, but it has been in a state of jitter throughout the whole
lane change process, especially when the adjustment is about
to be completed at the end, it suddenly jitters. Continual jerky
velocity takes a toll on comfort.

Furthermore, FIGURE 11 illustrates the variation of the
gap changes of the EV and the FV under the 4 models. The
gap curves begin to diverge at around 4 s, which corresponds
to the time difference in the velocity variations. The comple-
tion time of EV under P-Dmodel and P-D2model is relatively
close, at about 12 s. In P-D1 mode, due to its fast velocity,
the lane change behavior is completed at the earliest, at about
11 s. This means that although the velocity adjustment time
lags behind in this mode, due to the high velocity, the lane
changing task can be completed earlier. Under N-D model,
this is the latest to complete lane change, at about 12.5 s.
Due to its large velocity jitter and the time to complete the
lane change is late, this mode is the least efficient. Note that a

FIGURE 11. Gaps between vehicles of case a.

speed differential between 2 vehicles causes the gap changing
trend.

In summary, our proposed decision-making model enables
vehicle to execute lane changes at a smoother velocity.
In terms of human driving behavior, human driver would
anticipate the positions of the front vehicle before making
a lane change. In scenarios where there are no vehicles in
the neighboring lane, human driver would adjust their speed
beforehand to complete the maneuver at a moderate pace,
taking into account both driving safety and comfort. Addi-
tionally, all models demonstrate similar driving efficiency,
as evidenced by the comparable duration of the minimum gap
between the EV and FV.

FIGURE 12. Lane changing 3D visualization of case b.

2) CASE B. THREE VEHICLES ON A STRAIGHT ROAD
The EV and the FV are positioned in the right lane, with the
LV located in the left lane to the left front of the ego vehicle
and the left rear of the front vehicle. In this context, the EV’s
decision-making factors for changing lanes must take into
account not only the FV but also the LV.

Based on the velocity graph displayed in FIGURE 13,
upon implementation of P-D model, the vehicle entered a
state of velocity adjustment at approximately 12 s, initiated
deceleration at approximately 15.2 s, concluded deceleration
at 16 s, experiencing a decrease in velocity from 12.2 m/s
to 11.8 m/s, and then proceeded to accelerate. Ultimately,
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FIGURE 13. Velocity changes of case b.

the adjustment phase was completed at approximately 16.5 s,
concluding with a velocity of 12.2 m/s, and resulting in a
velocity adjustment lasting approximately 4.5 seconds. The
vehicle with N-D model began decelerating at around 10.2 s,
ceased deceleration at approximately 12 s, concluded accel-
eration at around 13.5 s, underwent a slight adjustment for
roughly 0.5 seconds, and completed velocity alteration at
14 s. In total, the velocity modification process lasted around
4.8 seconds. The magnitude of velocity adjustment in model
P-D1 and P-D2 is small, indicating no significant deceleration
during lane changing. From the perspective of human drivers,
this strategy is aggressive. Although it leads to high lane
changing efficiency, there may be potential safety threats.

FIGURE 14. Gaps between vehicles of case b.

FIGURE 14 presents the gap graph which illustrates the
relative distances among three vehicles: EV, FV, and LV. The
P-D model enabled the EV to approach the FV gradually,
with the gap value reaching a minimum at 17 s, indicating
a completed lane change, and subsequently increasing as the
EV moved away from the FV. The vehicle modeled with
N-D reached its minimum gap value at 18 s, followed by a

gradual increase in the gap value as the EV moved further
away from the FV. Under 4 models, the gap between EV and
LV reached its minimum at 2 s and then began to increase,
indicating a change in proximity from far to close and then
back to far, consistent with speed profiles. The magnitude of
speed adjustment is small, allowing EV to quickly approach
LV and leave. EV has the earliest time point for completing
lane changing due to the relatively fast velocity.

In brief, our proposed model directs the vehicle to perform
a lane change at an even velocity when confronted with two
obstacle vehicles (FV and LV). This application of P-Dmodel
process facilitates more rational driving for the EV.

FIGURE 15. Lane changing 3D visualization of case c.

3) CASE C. TWO VEHICLES ON A CURVED ROAD
The EV and the FV are positioned in the right lane.
In these conditions, the decision-making parameters for the
EV regarding the lane change must consider the existing
relationship between the EV and FV.

FIGURE 16. Velocity changes of case c.

FIGURE 16 illustrates that the utilization of P-D model
in the vehicle induces a velocity adjustment state at approx-
imately 8 s and concludes at around 12.8 s, with a speed
change ranging from 12 m/s to 12.2 m/s. The decision-
making process for the adjustment takes about 4.8 seconds.
In contrast, the vehicle with N-D model exhibits a marginally
deferred deceleration directive, as it enters the adjustment
state at roughly 8.5 s and completes at around 13.2 s. The
velocity change ranges from 11.5 m/s to 12.2 m/s, displaying
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prominent fluctuations with a total duration of approximately
4.7 seconds. The velocity variation in the first half of P-D1
model is almost identical to P-D model, except for a minor
velocity adjustment at around 11 s. EV with P-D2 model
starts adjusting from 5.5 s and completes by 13 s. It enters a
similar state of slight velocity adjustment as P-D1 model and
eventually completes the adjustment during the lane changing
process.

FIGURE 17. Gaps between vehicles of case c.

FIGURE 17 illustrates the gap changes. Notably, there is
a clear difference in the gap trends under the 4 methods.
Deviations in their speed change times begin to manifest
at approximately 7 s, causing the gap values to diverge.
Specifically, the resultant gap value for P-Dmodel reaches its
lowest point at 15 s, whereas the corresponding metric for the
vehicle modeled with N-D reaches its lowest point at 14.5 s
before gradually increasing as the EV progressively moves
away from the FV, it seems too cautious. Vehicle gap curves
of P-D1 and P-D2 model correspond to the velocity profiles.
Due to a short-term fine adjustment during the final stage
of velocity adjustment, there is a sudden change in distance
between vehicles, indicating that either overly cautious or
aggressive driving style are unfavorable for driving safety and
comfort.

In conclusion, the proposed method enables vehicle to
make a smoother velocity adjustment while navigating a
curved road with only a front obstacle vehicle. Consequently,
the method effectively facilitates a timely and efficient lane
change, as evidenced by the attainment of minimum gap
values and velocity adjustment time between the EV and FV.
Moreover, the proposed model also enhances comfort levels,
affirming its effectiveness in achieving dual objectives.

4) CASE D. THREE VEHICLES ON A CURVED ROAD
The EV and the FV are situated in the right lane, while the
LV is located in the left lane ahead of the ego vehicle. The
lane-changing lane change process is influenced by factors
such as the presence of the FV in the ego vehicle’s lane and
the LV in the adjacent lane.

FIGURE 18. Lane changing 3D visualization of case d.

Based on the data presented in FIGURE 19, it is apparent
that the vehicle modeled with P-D enters into the velocity
adjustment state at approximately 8 s. During the time period
between 8 s and 9 s, the variation in velocity is minimal. The
process of velocity adjustment concludes at approximately
13.2 s, with a shift in velocity ranging from 11.7m/s to
12.2m/s. The decision-making process itself requires roughly
5.2 seconds to complete. By contrast, the deceleration of
the vehicle equipped with N-D model begins slightly later,
entering into the speed adjustment state at around 9.8 s,
and concluding the adjustment process at roughly 14.2 s.
The range of velocity variation during this time period is
between 10.8m/s and 12.2m/s. Notably, the adjustment in
velocity is greater, and the overall process of velocity change
lasts approximately 4.4 seconds. Vehicle modeled with P-D2
enters the adjustment state earliest, with a relatively long time
for velocity adjustment, from 5.5 s to 13 s. Vehicle mod-
eled with P-D1 enters velocity adjustment later. After going
through the process of decreasing and increasing velocity,
vehicle modeled with P-D1 or P-D2 experiences short-term
velocity fluctuations in the final stage.

FIGURE 19. Velocity changes of case d.

FIGURE 20 illustrates the variation of the gap value.
Notably, at approximately 7 s, a significant disparity in
the gap trends emerged among the 4 methods, coinciding
with the variance in their velocity changes. The gap value
between the EV and LV decreased to its minimum at 1.3 s,
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signifying the closest proximity between the two vehicles.
Subsequently, the gap between the vehicles widened, leading
to an increment in the gap parameter. The vehicle modeled
with P-D recorded the least gap value at 16.5 s, compared to
N-D model, which attained the minimum gap value at 17 s.
Because the velocity is relatively high during lane changing
under P-D1 or P-D2, EV completes lane changing relatively
early, at 12.5 s and 12.2 s respectively, consistent with the
speed profiles. Gap values between EV and LV are similar
across different methods.

FIGURE 20. Gaps between vehicles of case d.

In summary, when facing a scenario on a curved road
with EV, LV and FV, our proposed decision-making model
can guide the vehicle to change lanes at a smoother speed.
Additionally, the time it takes for the gap value between the
EV and FV to diminish to the minimum value is half a second
faster than N-D model. While P-D1 model and P-D2 model
performs too aggressive.

V. CONCLUSION
This study presents a lane-changing decision model that
accounts for trajectory prediction to enhance driving comfort
and ensure driving safety. Initially, a trajectory prediction
model is established to guarantee accurate trajectory predic-
tion. Subsequently, to ensure the reliability of the decision
reasoning model, we design a distance warning model,
a lane change prompting model, a key factor model, and a
decision-making model. Fuzzy rules are created for fuzzy
inference decision based on these models. Finally, the pro-
posed method’s effectiveness is validated through four case
studies, which reveal our model can substantially ensure driv-
ing safety and improve comfort with minimal loss of driving
efficiency. In the future, we will optimize the proposed deep
learning model with the goal of generating long-term deci-
sion tasks for complex traffic environments through training
strategies such as imitation learning.
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