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ABSTRACT The measurement and assessment of academic performance is now a fact of scientific life. This
assessment guides the scientific community in making significant judgments such as selecting appropriate
candidates for various positions, nominating individuals for scientific awards, and awarding scholarships
or grants. Several research assessment parameters have been proposed by researchers to identify the most
influential scholars. In the literature, researchers have employed a combination of hypothetical and fictional
scenarios, as well as manual approaches, to identify the best assessment parameters. Moreover, there is no
established benchmark available for assessing these parameters. The current study employs an innovative
machine learning approach, the Dynamic Random Forest with Brouta Optimizer called ‘‘BorutaRanked
Forest’’, to prioritize the assessment metrics for researchers by calculating the importance score for each
metric. Thirty different assessment metrics have been evaluated on a comprehensive dataset of researchers
that contains awardees researchers and non-awardees researchers of three decades from (1990 to 2023).
The main purpose of this evaluation is to determine the potential value and significance of each parameter
relative to others. In addition, the position of awardees researchers is examined at different percentile ranges
form Top 10% to Top 100% in the ranked lists of each parameter. During the individual evaluation of each
parameter, we uncovered several intriguing patterns in the data. Our findings indicate that the normalized h-
index is a particularly effective assessment parameter for the impact evaluation of researchers in the domain
of mathematics. An analysis has been conducted to explore the correlation between parameters and awarding
societies, examining the associations between different metrics and specific awarding societies.

INDEX TERMS Research evaluation, H index and variants, research assessment parameters, ranking of
researchers, math subject classification.

I. INTRODUCTION
If we do not press harder for better assessment parameters,
we risk making bad funding decisions or sidelining good
scientists [1]. The assessment and ranking of researchers
within the scientific community has become a paramount
issue [2], [3], [4]. It facilitates the scientific community
to take vital decisions such as the nomination for a
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scientific award, scholarships/grants, tenure-track positions,
promotions, editor or reviewer for a journal or conference and
to identify the leading professionals in a particular area [5],
[6], [7]. Furthermore, it facilitates the researchers in finding a
relevant research supervisor for their Ph.D. So, there’s a long
literary history of researchers ranking [8], [9].

A plethora of research assessment strategies have been
proposed in the existing scientific literature [6], [10]. Each
approach has a unique way of ranking researchers based on
their contributions. The conventional approach to ranking
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researchers incorporates various quantitative indicators, such
as publication counts, citation counts, and the number of co-
authors along with qualitative factors like peer review and
expert assessment [11].

The number of publications has traditionally been the
conventional measure of researchers’ output [12].Later, the
research community argued that relying solely on the number
of publications was an inadequate measure of a researcher’s
scientific impact. To overcome the limitation of publication
count citations of a publication are employed as a means to
gauge the influence of a researcher [13]. However, citation
count also has certain limitations and shortcomings. For
example, the idea of self-citation where researchers cite
their own articles. In 2005, Hirsch introduced a novel
parameter called the h-index [14], which combines both
publications and citations into a single measure. Due to
its simplicity, the scientific community widely adopted the
h-index as a measure for ranking researchers and major
journals. Despite its benefits, the h-index has been subject
to criticism in scholarly literature due to its limitations [15],
[16]. For example some of the limitations are the h-index
can be bias towards researchers who predominantly publish
in high-impact journals or those with a larger volume of
publications in lower-quality journals. Moreover, excessive
self-citations can potentially inflate the h-index, leading to
an overestimation of a researcher’s research impact. The h-
index often overlooks highly cited articles. To address the
limitations of the h-index, the g index [15] is proposed as
a solution to address the issue of h index is to consider the
citations of a researcher’s top h core publications. While the
g-index helps to overcome the limitations of the h-index,
it also has other drawbacks. In particular, the g-index tends
to give more weight to a small number of highly cited papers
resulting in a higher g-index compared to a larger number of
moderately cited papers. To mitigate the limitations of the h-
index and g-index, a novel index known as the Hg index [17]
was introduced to assess the impact of researchers. Several
other variants are also proposed by scientific community
such as A index [18], R index [19], e index [20] and
F index [21] etc.
The recent studies in 2023 suggests that nearly seventy

parameters have been proposed by scientists working in
this field to assess and rank researchers [4], [22]. De et al.
[23] stated that despite the plethora of available parameters,
the scientific community does not agree regarding the most
effective method for ranking researchers. The reason behind
that each parameter follows its own set of criteria and
no universal criteria have been established in the field
for ranking researchers. Previous studies have evaluated
these parameters on hypothetical or fictional scenarios and
with small datasets of multiple domains [24]. In addition,
since these parameters depend on and are evaluated using
different datasets, it becomes challenging to understand and
interpret the significance of each parameter individually
[22]. However, it is important to consider the limitations
of such studies and further research is required to assess

these parameters using a comprehensive and extensive
dataset of a specific domain. The current state-of-the-art
in ranking researchers requires a comprehensive empirical
evaluation of the available parameters. Therefore, there is
a significant need to measure and evaluate the h-index and
its variants using a comprehensive dataset of a specific
domain.

The present study evaluates thirty different parameters on
a diverse dataset that includes metadata of 525 awardees
researchers and an equal number of non-awardees researchers
in mathematics domain. Our primary objective of evaluating
these parameters in this study is to identify the most effective
parameters for ranking researchers in mathematics domain.

The primary key contributions of this study are:
• We gathered an extensive dataset of awardee researchers
and non-awardee researchers, spanning three eras
from 1990 to 2023, in the field of mathematics. This
dataset encompasses metadata about the researchers,
including their publications, citations, and other relevant
information.

• We implement all these parameters using the extracted
metadata of researchers in the Python programming
language.

• A novel machine-learning based approach called Boru-
taRanked Forest is employed. This approach calculates
the importance score of parameters, allowing us to
identify the significance of each parameter.

• We analyze the positions of award winners within the
top 10%, top 20%, top 40%, top 60%, top 80%, and top
100% of the ranked lists of each parameter to understand
the distribution of awardees across different percentile
ranges and assess the effectiveness of each parameter in
accurately identifying potential awardees.

• Furthermore, we investigate the relationship between
different parameters and four prominent mathematical
awarding societies to assess the criteria and preferences
of these societies when selecting award recipients in the
field of mathematics.

• Presenting the analysis through the presentation of
outcomes and identifying the most effective metrics to
evaluate researchers within mathematics domain.

The rest of the paper is organized as follows. The ‘‘Lit-
erature Review’’ section provides an overview of several
methods used in previous studies. The ‘‘Methodology’’
section outlines the research approach employed to analyze
these parameters. In the ‘‘Result and Discussion’’ section,
we present the findings of our analysis while assessing the
performance of each parameter. The ‘‘Conclusion’’ section
summarizes the main findings of the study. It also identifies
some limitations of the current study. Finally, the ‘‘Future
Work’’ section discussed some potential directions for future
research.

II. LITERATURE REVIEW
In recent decades, the assessment of individual scholars
and research groups has gained significant importance
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[14], [23], [25]. This assessment of researchers enables the
scientific community to make valuable decisions, such as
selecting candidates for scientific awards, fellowships/grants,
tenure-track positions, promotions, and appointments as
editors or reviewers for any reputed journals or conferences.
It also helps to identify prominent experts in a particular
field. Furthermore, this evaluation also assists students in
finding a suitable research supervisor for their doctoral
studies [26], [27].

The existing scientific literature offers a wide range of
research assessment strategies that have been proposed to
rank researchers, including number of publications [28],
number of citations [12], number of co-authors and qualita-
tive factors such as peer review and expert assessment [29].
Publication counts have traditionally been used to mea-

sure scientific output. Although this approach works well,
an author can have written very few papers, but all of
them are more influential and impactful than an author
who has published extensively but in low-quality journals or
conferences. For example, in the field of computer science
researcher Tim Berners-Lee the inventor of the World Wide
Web, had a massive impact on society with his impracticable
creation, despite having a relatively limited number of
publications compared to other computer scientists. This
parameter does not accurately measure the scientific impact
of a researcher. This only represents the volume of research
papers [30]. In addition, a high number of citations can be
seen as a sign of influence and recognition in the scientific
community. However, this metric is not necessarily a reliable
indicator of the quality and longevity of a scholars work [31].
Furthermore, the practice of self-citation, where researchers
cite their own work to increase the number of citations of a
research paper [27].
To address the aforementioned limitations, Hirsch pro-

posed a novel metric known as the h-index [14], which
considers the number of publications and citations in a single
metric. The scientific community has shown significant
interest in the h-index due to its simplicity and effectiveness.
Despite several advantages of the h-index the scientific
community has identified several limitations [32]. The h
index did not consider how many citations a researcher’s
most highly cited works have received. The h-index may not
be suitable for novice researchers as it requires time for the
publication of research papers and the subsequent increase of
citations. In addition, the h-index supports senior researchers
by allowing for a gradual increase in the citation count of
their older research papers. To overcome the limitations of
h index several new indices and variants of h index have
been proposed by the scientific community. In a recent survey
paper researchers stated that more than seventy parameters
have been developed to rank the researchers [22]. However,
with the huge number of available parameters the community
does not agree upon a single parameter. The reason behind
that is each parameter uses its own criteria to rank researchers
[23]. In 2007, a study [33] evaluated four parameters such
as the g-index, h-index, a-index, and r-index using a dataset

of 26 physicists. The study concluded that the g-index was
the most reliable parameter compared to the other indices. In
2008 researchers introduced a new parameter called hm index
[34] to rank researchers. Dienes in 2016 evaluated h-index, g-
index, and complementary h-index for ranking of researchers
in the domain of mathematics [35]. Researcher De et al.,
2018, conducted an evaluation of the h-index and several
of its variants in the field of civil engineering. The variants
included those based on citation intensity and publication age
[23]. Schreiber et al., 2019 conducted an evaluation of the h-
index and some of its variants using a dataset in the field of
neurosciences [36]. In 2019, Ain et al. [37] and Ghani et al.
[38] conducted a systematic evaluation of citation intensity-
based indices of the h-index. Their evaluation was performed
on a comprehensive data set from the field of mathematics.
Moreira et al., 2021 [39] conducted an evaluation of various
indices on a comprehensive dataset from the field of civil
engineering. The purpose of their study was to identify the
most effective metrics for evaluating author performance. In a
recent study, Mustafa et al., 2023a, 2023b [7], [40] evaluated
Publication, Citation-basedmetrics and publication age based
parameters on the same dataset of mathematics. Ahmed et al.,
2023 [4] evaluated author count based parameters on same
data set.

This section has reviewed several research studies in which
researchers manually evaluated these parameters, without
employing modern machine-learning techniques to measure
the significance of these parameters. Machine learning
algorithms employ various computational procedures to
analyze large amounts of data to enable the identification
of patterns and trends in data that indicate the potential
for award winners. Therefore, we examine the role of
these parameters by employing a novel modern machine
learning model. By doing so, we provide the scientific
community with valuable insights into the effectiveness of
these parameters and their potential usage in evaluating
researchers.

III. METHODOLOGY
The scientific community has proposed a wide range of
parameters to measure the scientific impact of researchers.
After a comprehensive review of the current literature,
we evaluate these researcher assessment parameters by
employing a novel machine learning method called Boru-
taRanked Forest, and to analyze whether these parameters
have contributed to the recognition of award winners in
prestigious scientific societies. The workflow of the proposed
methodology is depicted in figure 1.

A. COMPREHENSIVE DATASET COLLECTION IN
MATHEMATICS DOMAIN
Collecting data for a particular domain typically requires
the participation of domain experts. This is due to the
various branches and classes within the domain, requiring
specialized knowledge to ensure accurate and comprehensive
data collection. Mathematics incorporates a diverse range
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FIGURE 1. The block diagram of the proposed methodology.

of branches, covering numerous subfields such as algebra,
geometry, calculus, probability theory, number theory, and
many more. Each branch within mathematics requires
specific expertise and knowledge to effectively collect data
and conduct research. One source of categorizing these
diverse branches of mathematics is through the Math Subject
Classification (MSC) scheme [41]. The MSC scheme utilizes
a hierarchical classification system to organize and classify
different subfields and topics within mathematics domain.
This classification system helps researchers and experts
to navigate and identify several topics in the areas of
mathematics. The latest version of this classification system
is MSC2020. In collaboration with two renowned domain
experts in mathematics, we have created a list of categories
derived from the Mathematics Subject Classification (MSC).
This list encompasses a comprehensive array of all the
categories present in the (MSC). We manually identify
several terms from the Math Subject Classification (MSC)
and collect the metadata of researchers from Google Scholar.
Also gathering a substantial volume of data manually and
subsequently verifying its relevance to a particular domain
is also a challenging task. Further we proceed to verify
whether the data belongs to the domain of mathematics
or not. There are multiple sources available to gather data
on authors’ research activities, which encompass a range
of information such as publications, citations, co-author
networks, and more. Some available sources include Web
of Science (WOS), MathSciNet, Zbmath and Scopus. These

sources have access issues and require a subscription or
membership or have limited coverage of specific disciplines
or publication types. Considering these issues, we use Google
Scholar database as it provides broad coverage of academic
publications across diverse disciplines [42], [43]. They are
accessible to researchers worldwide, enabling them to access
a wide range of scholarly articles. Furthermore, the citations
in Google Scholar have experienced a steady monthly growth
rate of approximately 1.5%. Additionally, Google Scholar
is a dynamic and continuously updated platform, regularly
incorporating new data on a weekly basis [44]. This ensures
that the information it offers remains current, ensuring its
relevance to researchers.

1) BENCHMARK DATA SET
The evaluation of metrics within this ranking procedure needs
a comprehensive and extensive gold standard or benchmark
data set. In the specific area of research, there is no standard
benchmark dataset available for the evaluation, so we have
used the awardees data by scientific societies as a benchmark
for our study. Many individuals receive awards in recognition
of their outstanding contributions across various fields. Like-
wise, significant contributors and high achievers in the field
of mathematics are also honored with numerous prestigious
awards and distinctions. Hence, we have utilized data from
researchers who have received awards from mathematical
scientific societies as a benchmark for our study. The most
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FIGURE 2. Number of Awardees in each Year.

prestigious mathematical awarding organizations include1

AMS (American Mathematical Society),2 LMS (London
Mathematical Society),3 IMU (International Mathematical
Union), and4 Norwegian Academy of Science and Letters,
were employed as a benchmark in our analysis.

We manually search for the names of award recipients
by visiting the websites of four prestigious mathematics
awarding societies. Subsequently, we collect the metadata
of the awardees and non-awardees spanning three decades,
from 1990 to 2023, from Google Scholar. To ensure a
balanced class problem and to eliminate the bias in the
dataset, we have included an equal number of non-awardees
in our dataset and collected non-awardee data in the same
quantity for each year, corresponding to the number of
awardees in those years as shown in the figure 2.

2) DATASET PREPROCESSING
Upon data collection, an additional stage of data refinement
and validation is carried out. To achieve this, a series of
meticulous steps are undertaken to ensure data quality and
accuracy as shown in the figure 3.
• During the initial phase of data preprocessing, the initial
step involves the removal of invalid characters, which

1https://www.ams.org/home/page
2https://www.lms.ac.uk/
3https://www.mathunion.org/
4https://dnva.no/norwegian-academy-science-and-letters

may include special symbols such as ($, %, #, &, and
others).

• After the removal of invalid characters, the subsequent
step involves the utilization of a verification process to
assess whether the papers fall within the domain of the
mathematics field.

• Furthermore, author disambiguation is carried out,
which includes the removal and elimination of duplicate
entries and the correction of any ambiguities in authors’
first or last names.

The characteristic and properties of the final dataset, follow-
ing the verification of the aforementioned steps is presented
in the table 1.

TABLE 1. Data set description for evaluation.

B. COMPUTATION OF PARAMETERS
Once the metadata of a researcher has been collected, various
metrics have been calculated based on this data. A Python
utility is employed to calculate all of these indices. Following
the computation of multiple indices on a comprehensive
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FIGURE 3. Comprehensive dataset preprocessing.

dataset of researchers, we have subsequently ranked these
researchers individually based on each index. We generate
multiple lists for each index corresponding to each researcher,
as depicted in the figure 4.The calculation method and a
concise introduction to these indices are presented in this
section.
• M-quotient
The formula of M-quotient are given below

M − Quotient =
h− index

y
(1)

In above equation, y represents no of the year since the
first publication and h-index represent the h-index of the
author.

• Ar-index
The Ar-index is defined as the sum of the average
number of citations per year of articles included in the
h-core s. The formula of Ar-index are given below:

Ar − index =

√√√√√ h∑
j=1

Citj
aj

(2)

In above equation, Citj represent the total citation in one
year, aj represent the year and h represent the h index
value.

• AWCR (Age Weight citation ratio)
A measure of the average number of citations for an
entire body of work, adjusted for the age of each paper.

• Platinum H-index
The formula of Platinum H index index is given below

platiniumh =
h
CL
∗

Citall
Pubcount

(3)

In above equation, h is the h-index, CL is the career
length, Citall is the total citation count and pubcount is
the publication count.

• hf index
The hf is a fractional counting method that maintains the
original publication rank while normalizing citations.
In this method, the citation count of each paper is divided

by the number of co-authors resulting in a normalized
citation count. Mathematically it can be expressed as

Yhf
φ(Yhf )

≥ hf (4)

• gF index
This method employs fractional counting where the cita-
tion count remains unchanged, while the effective rank
is determined by the publication rank. Mathematically it
can be expressed as

gF = (
k∑
i=1

1
φ(i)

)2 ≤
k∑
i=1

yi (5)

• hi index
The hi-index represents the number of papers authored
individually by an author that have garnered at least hi
citations. Mathematically it can be expressed as

hi =
h2

Na (T )
(6)

• Hm index
This is a modified version of the h-index that considers
multiple co-authorship by fractionally counting papers
based on the inverse of the number of co-authors.
Mathematically it can be expressed as

reff (r) =
r∑

r ′=1

1
a(r ′)

thenc(r(hm)) ≥ hm ≥ c(r(hm)+ 1)

(7)

• gm index
The gm-index is a modification of the g-index that
takes into consideration multiple co-authorship. In this
method, each article is assigned a fractional weight
based on the number of co-authors it has. Mathemati-
cally it can be expressed as

gm≤Ceff (gm) where Ceff (reff )

and Seff )(r
eff=

∑r(reff )

r=́1

1
a(ŕ)

c(ŕ) (8)
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• Pure h index The difference between the hi-index and
the pure h-index lies in the denominator. In the hi-
index, the denominator is the average number of scholars
in the h-core articles, whereas in the pure h-index, the
denominator is the square root of the average number of
scholars in the h-core articles. Mathematically it can be
expressed as

hp(A) =
h

√
E(author)

(9)

• hi norm index
The hi-norm is a modified version of the h-index that
normalizes citations based on the number of authors per
paper

• A index
The A-index of a scholar represents the average
number of citations received by their h-core articles.
Mathematically it is expressed as

A =
1
h

h∑
p=1

citp (10)

• Ar Index
The Ar-index is defined as the summation of the average
number of citations per year for articles included in the
h-core. Mathematically it can be expressed as

Arindex =

√√√√√ h∑
j=1

citj
aj

(11)

• g Index
The g-index is a metric used to assess the overall impact
and productivity of a researcher’s published work. It is
similar to the H-index, but it considers both the number
of highly cited articles and the total number of citations
received by the researcher.

• h dash Index
Mathematically the h dash Index is expressed as follows

h′ = Rh =
eh
t

(12)

• h2 center Index
Mathematically the h2 index is calculated as

h2centreindex =
h ∗ h∑m
k=1 citk

∗ 100 (13)

• h2 lower Index
Mathematically h2 lower index is computed as

h2lower =

∑m
k=h+1(citk−h)∑m

k=1 citk
∗ 100 (14)

• hf Index
This is a fractional counting method where the publica-
tion rank remains unchanged, and the citation count is

normalized by dividing it by the number of co-authors
of each paper. It can be expressed as

yhf
φ(yhf )

≥ hf (15)

• hi Index
The hi-index of a scholar is the ratio of the h-index and
the average number of scholars in the h-core articles.
Mathematically, it is defined as follows.

hi =
h

Avga
(16)

• Hi Index
In the Hi-index, research papers are counted fractionally
in accordance with the average number of authors of the
papers contributing to the h-index. Mathematically, it is
defined as follows.

Hi =
h

author(h)
(17)

• hm Index
The hm index of a researcher can be calculated as
follows.

hm = maxr (reff (r) ≤ c(r)) (18)

• i10 Index
The i10-index is another metric used to gauge the impact
of a scholar and was introduced by Google Scholar
in 2011. It is a simple and straightforward indexing
measure obtained by counting the total number of a
scholar’s published papers that have received at least
10 citations.

• K dash Index
Mathematically K dash can be expressed as.

k ′ =
citall − pubcount

citt − cith
(19)

• K Index
Citations in h-tail are not considered by h-index.
To avoid this loss K-index is proposed. The rest of the
publications that are not part of theH-core are significant
for the K-index. Mathematically it is calculated as

Kindex =
c/p

c(h− tail)/c(h− core)
(20)

• m Index
The m-index of a scholar is the median number of
citation count of the h-core articles.

• m quotient Index
In addition to the h-index value, the M-quotient takes
into account the academic age of the author. It can be
calculated as

h− index
y

(21)
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• Maxpord Index The highest value is obtained by multi-
plying each publication index (i) with the corresponding
citation count (ci) of the ithmost cited paper, considering
all citations.

• Normalized h Index The Normalized h-index is
determined by dividing the h-index of a scholar by
the square root of their total number of publications.
This normalization allows for a fair comparison of the
scholar’s impact, irrespective of the varying number
of publications they have. Mathematically it can be
calculated as

normalized h index =
h

Pubcount
(22)

• P Index The p-index represents the best balance
between the total number of citations (C) and the average
citation rate (C/P).

P index = (
c2

p
)1/3 (23)

• Pi Index The pi-index was introduced to prioritize
highly influential papers. Mathematically it can be
shown as

Pi index = 0.01C(Pπ) (24)

• Platinum h Index
The Platinum H-index includes the total number of
citations, the total number of research careers and the
total number of publications. It is formally defined as
follows.

Platinium h index =
H
CL
∗

Citall
Pubcount

(25)

• Pure h Index
The pure h-index is expressed as follows

hp(A) =
h

√
E(author)

(26)

• Woginger index
Thew-index of a scholar is similar to the h-index. It is the
highest value w for which their w articles have received
at least 1, 2, 3, . . . , w citations each. Mathematically, it is
defined as follows.

W = max
w (citp≥w−p+1) (27)

• R index
The R-index of scholars is calculated as the square
root of the sum of citation counts for their h-core
articles. Mathematically, the R-index is defined as
follows.

R =

√√√√√ h∑
p=1

citp (28)

After computing all these metrics, separate ranking
lists of researchers were generated for each metric as
shown in the figure 4. Due to the extensive number

of parameters, only a subset of them is displayed. In
the figure 4 the first column, ‘Author Name,’ indicates
the researcher’s name and the last column, ‘Class,’ indi-
cates whether the researcher is an awardee (’1’) or a
non-awardee (’0’). All other columns represent various
parameters.

C. RANKING OF METRICS USING BORUTARANKED
FOREST
To rank multiple parameters, we employ a novel Boru-
taRanked Forest model. In the field of scientometrics, where
the primary objective frequently involves evaluating the influ-
ence of diverse scholarly contributions and comprehending
intricate patterns within research data, the decision to utilize
our proposed model is motivated by several factors [45]. Ran-
dom Forest stands out as a robust algorithm capable of captur-
ing non-linear relationships and interactions among variables.
In the context of Scientometrics data where numerous factors
can influence the importance and impact of researchers’
work, Random Forest proves highly adept at modeling these
complex relationships. Also the Boruta Optimizer plays a
crucial role by improving the feature selection process.
In scientometrics, data sets can be high-dimensional and
noisy due to various metrics, publication sources, and author
profiles, making feature selection crucial for identifying the
most relevant contributors to research impact. The Boruta
Optimizer, based on Random Forest, not only ranks feature
importance but also helps in handling feature selection
for large-scale data sets efficiently. The comprehensive
workflow of BorutaRanked Forest is explained in detail
in Algorithm 1.

This approach ranks the parameters and assigns an
importance score to each parameter of researcher. The
random forest classifier is designed by aggregating numerous
decision trees. This procedure is executed by choosing
subsets of the original data and features form each tree.
Furthermore, the accuracy of each feature is subsequently
assessed based on the classification results of each tree.
Throughout the learning process, the least significant features
are consistently eliminated in each iteration. Subsequently,
the Boruta feature-selection method is applied. This method
uses the random forest algorithm to enhance the feature-
selection process.

Boruta combines the benefits of the dynamic random forest
and performs a thorough evaluation of feature importance by
comparing the importance of features with their correspond-
ing shadow features, resulting in a comprehensive feature
selection approach [46], [47]. It also considers both the
absolute importance of the feature and its relative importance
to shadow features, allowing for a more robust feature
selection process. The algorithm Boruta calculates the Z-
scores of each input predictor with respect to the attribute
of the shadow. Based on the distribution of the Z-score
metrics, the critical factors of the predictors are determined.
To achieve an optimal feature selection approach, the Boruta
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FIGURE 4. Parameters with authors scores and target class.

Algorithm 1 Finding Parameters Importance Scores Using BorutaRanked Forest
Input : Dataset with target label
Output: Importance Scores of Parameters

1 data← LoadDataset;
2 X ← data.Indices;
3 y← data.Class;
4 Xtrain,Xval, ytrain, yval← train_test_split(X , y, test_size=0.2, random_state=42);
5 dynamic_importance← [];
6 num_iterations← 100;
7 boruta_selector ← Boruta(RandomForestClassifier(n_estimators=num_iterations, random_state=42));
8 for iteration in range(num_iterations) do
9 rf ← RandomForestClassifier(n_estimators=iteration+ 1, random_state=42);
10 rf .fit(Xtrain, ytrain);
11 importances← rf .feature_importances;
12 for i, importance in enumerate(importances) do
13 dynamic_importance[i].append(importance);

14 boruta_selector .fit(Xtrain, ytrain);

15 avg_importance←np.mean(dynamic_importance) ;
16 indices← np.argsort(avg_importance);
17 for i in enumerate(indices) do
18 print( (data.feature_names[i]): avg_importance[i]);

algorithm employed a process that involved ranking the
prominent Iterative Mean Filters (IMFs) and the residuals
determined by Boruta factors. The Boruta algorithm for
computing importance score is described in the following
steps.
• Step 1:
Create a randomly ordered duplicate variable,
χ á for a specific input vector e.g (g index, A index, . . .
etc), χb in order to introduce randomness and mitigate
correlations between duplicate predictors and targets,
(yt ) e.g (Class Awardee ‘‘1’’ Nonawardee ‘‘0’’) for a
set of discrete inputs, xt ∈ Rn, H and a target variable,
yt ∈ R with multiple inputs (n) and t = 1,2,3 . . .H.
Using the random forest algorithm, the target yt will
be predicted with the duplicated inputs χ á and actual
input (xt ).

• Step 2:
The variance significance measures i.e., Mean decrease
accuracy (MDA) for every input (xt ) e.g (original
feature) and corresponding shadow input e.g (shadow
feature) χ á. The complete tree size used in this analysis
is 500 i.e mtree = 500 as shown in equation.

MDA =
1

mtree

mtree∑
m=1∑

t∈OOB I (yt=f (xt ))−
∑

t∈OOB)I (yt=f (xnt ))

|OOB|

In the above equation I (•) is an indicator function
‘‘OOB’’ is denoted as Out-of-Bag is the predicted
error of each training sample based on bootstrapping
aggregation whereas (yt = f (xt )) are prediction values
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before mean decrease accuracy and (yt = f (xnt ))is
prediction values after mean decrease accuracy.

• Step 3:
The Z score is computed as follows

Z − Score
MDA
SD

In the above equation, SD represents the standard
deviation of the accuracy losses, and the maximum
Z-score is calculated for the shadow features. The
Z-scores of the predictors are then compared with
their corresponding duplicates and analysed using the
variable importance distribution.

• Step 4:
New duplicate inputs are generated, and the algo-
rithm terminates either when all input parameters
are confirmed or when the iteration threshold is
reached.
The Boruta algorithm is a robust feature-selection
method that proves especially valuable for datasets
characterized by a high number of irrelevant or
redundant features. Furthermore, it exhibits resis-
tance to overfitting and possesses the capability
to handle both continuous and categorical data.
This algorithm has demonstrated its effectiveness
in a range of applications, including but not lim-
ited to bioinformatics, genetics, and scientometrics
data [48], [49].
The comprehensive workflow to rank these parameters
is shown in figure 5.

IV. RESULTS AND DISCUSSIONS
Feature ranking plays a crucial role in machine learning as it
aids in identifying the most influential features for prediction,
enhancing model interpretability, and reducing dimensional-
ity. In our case we calculate the importance of each researcher
assessment metric likem index, k index, g index e.t.c. Follow-
ing the application of the aforementioned feature selection
method, we proceed to compute the importance score for
each metric. Thirty different variants of the h index have been
evaluated in this study. The figure 6 clearly demonstrates that
the normalized h index has outperformed all other parame-
ters, achieving the highest rank with an accuracy of 60%.
In comparison, the gm index obtained a rank with an accuracy
of 55%, while the h2 index achieved a rank with 53%
accuracy. The poor performance is shown in the case of the
Ar index.

Once the importance score for each metric has been com-
puted, we conduct an analysis to determine the percentage
of awardees captured by each metric within the ranked list
across various percentile ranges. We have examined the
percentage of awardees within different percentile ranges of
the ranked lists, specifically at the top 10%, top 20%, top
40%, top 60%, top 80%, and top 100%.

It has been commonly believed that award recipients
typically possess a strong research background, characterized

by a high number of publications and citations. As a
result, there has been the probability that all awardees
would consistently rank within the top 10% of authors
when sorted by these indices, given their established strong
research background. However, recent analyses have shown
that this assumption is not always valid, as there have
been cases where certain award recipients do not meet the
expectation of ranking within the top 10% based on these
indices.

From the figure 7 we can analyze that within the top 10%
of the ranked list, the A index, gF index, and normalized h
index have successfully identified 80 percent of the awardees.
On the other hand, the Hi index, pi index, and R index
demonstrate an average performance, capturing 50 percent
of the awardees. However, the Ar index, HI index, and
Maxpord index exhibit poor performance in identifying
awardees.

From the figure 8 we can analyze that within the top
20% of the ranked list, the normalized h index, gm index,
and A index have successfully identified above 75 percent
of the awardees. On the other hand, the pure h index,
R index, and hf index demonstrate an average performance,
capturing 50 percent of the awardees. However, the i10
index and g index exhibit poor performance in identifying
awardees.

From the figure 9 we can analyze that within the top
40% of the ranked list, the normalized h index, h2 lower
index, and woginger index have successfully identified above
80 percent of the awardees. On the other hand, the k index,
m index, and hi index demonstrate an average performance,
capturing above 50 percent of the awardees. However, the i10
index and g index exhibit poor performance in identifying
awardees.

From the figure 10 we can analyze that within the top 60%
of the ranked list, the normalized h index, gm index, and A
index have successfully identified above 80 percent of the
awardees. On the other hand, the h dash index, k index, and p
index demonstrate an average performance, capturing above
50 percent of the awardees. However, the i10 index exhibits
poor performance in identifying awardees.

From the figure 11 we can analyze that within the top 80%
of the ranked list, the normalized h index, woginger index,
and gF index have successfully identified above 80 percent
of the awardees. On the other hand, the platinum h index,
m quotient index, and pure h index demonstrate an average
performance, capturing above 50 percent of the awardees.
However, the i10 index and g index exhibit poor performance
in identifying awardees.

From the figure 12we can analyze that within the top 100%
of the ranked list, the normalized h index, gm index, and
woginger index have successfully identified above 80 percent
of the awardees. On the other hand, the k dash index,
k index, and hi index demonstrate an average performance,
capturing 50 percent of the awardees. However, the i10
index and g index exhibit poor performance in identifying
awardees.
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FIGURE 5. Workflow diagram Ranking of parameters for importance score calculation.

FIGURE 6. Importance Score of parameters.

1) SUMMARY OF RESULTS FOR VARIOUS POTENTIAL
INDICES
In this section we provide a brief overview of potential
metrics in retrieving the awardees. We recorded the positions
of each awardees on the ranking lists and determined the
count of awardees within the top 10%, to top 100% of each
metric list. For example, let’s take a list of 100 researchers
from a particular dataset, with 20 of them being recipients

of awards. The authors’ names are organized in descending
order, and subsequently, 10% of the dataset is selected. This
means that this 10% segment of the data contains details about
the top 10 researchers.Within the top 10 percent of ranked list
‘‘A index, gF index, and normalized h index’’ perform notably
well among all other metrics in retrieving the 80 percent of
award winners. However, when considering the entire top
100 percent of the list, the normalized h index demonstrates
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FIGURE 7. Percentage of retrieved awardees against Indices.

FIGURE 8. Percentage of retrieved awardees against Indices.

the best performance, capturing over ninety percent of award
winners.

A. ASSOCIATION BETWEEN AWARDING SOCIETIES AND
METRICS
In this section, we present the results of several metrics in
relation to four mathematics awarding societies. We examine
the dependency of each metric on different mathematics
awarding societies. For this purpose, we investigated the
frequency of award winners within different percentile

ranges, specifically the top 10%, top 50%, and top 100%.
Based on our analysis of the dependency of awarding
societies on these parameters, we have made the following
observations.

1) AMERICAN MATHEMATICAL SOCIETY (AMS)
In the top 10% of the ranked list, the m quotient index
and A index successfully identified 100 percent of the
awardees. Additionally, the Maxpord index, h2 center index,
and Ar index captured over 40 percent of the awardees.
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FIGURE 9. Percentage of retrieved awardees against Indices.

FIGURE 10. Percentage of retrieved awardees against Indices.

However, poor performance was observed for indices such
as hm index, g index, and platinum h index, as depicted in
the figure 13.

In the top 50% of the ranked list, the hi norm index and
m index successfully identified 80 percent of the awardees.
Additionally, the g index, h2 lower index, and hi index
captured over 50 percent of the awardees. However, poor
performance was observed for indices such as hm index,
gF index, and R index, as depicted in the figure 14.

In the top 100% of the ranked list, the R index and m
index successfully identified 70 percent of the awardees.

Additionally, the hi index and hi norm index, captured over
50 percent of the awardees. However, poor performance
was observed for indices such as A index, h dash index,
as depicted in the figure 15.

2) INTERNATIONAL MATHEMATICAL UNION (IMU)
In the top 10% of the ranked list, the hf index and R index
and hi norm index successfully identified 100 percent of the
awardees. Additionally, the m index, i10 index captured over
50 percent of the awardees. However, poor performance was
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FIGURE 11. Percentage of retrieved awardees against Indices.

FIGURE 12. Percentage of retrieved awardees against Indices.

observed for indices such as g index, normalized index, and
gF index, etc. as depicted in the figure 13.

In the top 50% of the ranked list, the R index and gF index
successfully identified above 80 percent of the awardees.
Additionally, the hi index s, hi norm index captured over
20 percent of the awardees. However, poor performance was
observed for indices such as hm index, as depicted in the
figure 14.

In the top 100% of the ranked list, the normalized h
index successfully identified 30 percent of the awardees.
Additionally, the hi index, woginger index captured over

17 percent of the awardees. However, poor performance was
observed for g index as depicted in the figure 15.

3) LONDON MATHEMATICAL SOCIETY (LMS)
In the top 10% of the ranked list, the hm index and P
index successfully identified 100 percent of the awardees.
Additionally, the maxpord index, and h2 center index
captured over 40 percent of the awardees. However, poor
performance was observed for indices such as hi norm index,
R index, and A index, etc. as depicted in the figure 13.
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FIGURE 13. Association between metrics and awarding societies.

FIGURE 14. Association between metrics and awarding societies.

In the top 50% of the ranked list, the hm index and A
index successfully identified 70 percent of the awardees.
Additionally, the maxpord index, Pi index and Ar index
captured over 50 percent of the awardees. However, poor
performance was observed for indices such as platimun h
index, and gF index, etc. as depicted in the figure 14.

In the top 100% of the ranked list, the gm index and
g index successfully identified 50 percent of the awardees.
Additionally, the Pi index, and h2 lower index captured over
40 percent of the awardees. However, poor performance

was observed for index such as R index as depicted in the
figure 15.

4) NORWEGIAN ACADEMY OF SCIENCE AND LETTERS
In the top 10% of the ranked list, the hm index successfully
identified 33 percent of the awardees. Additionally, the gm
index and pure h index captured over 20 percent of the
awardees. However, poor performance was observed for
indices such as hi norm index, k index, and A index, etc.
as depicted in the figure 13.
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FIGURE 15. Association between metrics and awarding societies.

In the top 50% of the ranked list, the k dash index suc-
cessfully identified 18 percent of the awardees. Additionally,
the gm index and AWCR index captured over 4 percent of
the awardees. However, poor performance was observed for
indices such as hi norm index, cites/author, and R index, etc.
as depicted in the figure 14.

In the top 100% of the ranked list, the pi index and
k dash index successfully identified 14 percent of the
awardees. Additionally, the woginger index and h2 center
index captured below 10 percent of the awardees. However,
poor performance was observed for indices such as g
index, normalized h, and hm index, etc. as depicted in
the figure 15.

5) SUMMARY OF RESULTS FOR VARIOUS SOCIETIES VS
INDICES
In this section, we offer a brief overview of several indices in
the context of different mathematical awarding societies.The
R index and m index are suitable metrics for the American
Mathematical Society (AMS) when it comes to identifying
influential researchers in the field of mathematics.For the
International Mathematical Union (IMU) society, we have
determined that the normalized h index is well-suited for
recognizing influential researchers for this awarding society.
Furthermore, when considering the London Mathematical
Society (LMS), both the gm index and g index prove highly
suitable metrics. In the case of the Norwegian Academy of
Science and Letters (NASL) society, the pi index and k dash
index are deemed satisfactory choices.

V. CONCLUSION
Evaluating the scientific influence of a scholar holds great
importance due to the numerous benefits. Several research

assessment parameters have been proposed in the literature
for the acknowledgement of most influential researchers.
These assessment parameters can be utilized to rank or recruit
researchers in a specific domain. The current state of the art
literature suggests that these assessment parameters are often
developed and evaluated using hypothetical or fictional cases
as a basis for analysis and evaluation. Furthermore, there is a
deficiency of standardized benchmark datasets for assessing
these indices.

We have evaluated these parameters on a comprehensive
data set of researchers of mathematics domain. We ranked
each assessment parameters using a novel BorutaRanked
Forest. Subsequently, we will examine the percentage of
retrieved awardees within each metric across different
percentile ranges, specifically at the Top 10% to Top 100% of
the ranked list. While evaluation we found that normalized h
index performs well in the domain of mathematics.However,
the i10 index exhibits lower performance compared to
other indices. Furthermore, an analysis have been conducted
to find the association between awarding societies and
various metrics.This analysis, helps us to discern which
awarding societies depend on specific indices when choosing
influential researchers for recognition.

A. LIMITATIONS OF STUDY
Despite the multitude of metrics and parameters proposed in
the field to quantify the scientific impact in science, there is
still a lack of universally accepted criteria or metrics. While
the results indicate that the normalized h-index is a suitable
metric for the mathematics domain, it may not necessarily
perform as effectively in other scientific domains. Our study
acknowledges the diversity among scientific fields and their
specific evaluation criteria. The intention behind our research
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was not to propose a universal, one-size-fits-all evaluation
method. Instead, we aimed to explore the effectiveness of
certain metrics in a specific context—evaluating awardees.
In this context, we focused on a group of Mathematicians
as a case study to assess the suitability of these metrics for
this particular group. We recognize that the findings from
our study are not intended to be extrapolated as a universal
standard for evaluating all sciences. Therefore, the scope of
our study is limited to the evaluation of awardees within the
field of mathematics.

VI. FUTURE WORK
In addition to these metrics, researchers and ranking
communities have developed several other parameters. For
future studies, our goal is to evaluate more parameters
using comprehensive datasets from other domains such as
Computer Science, Medical Sciences, and Engineering to
find more potential metrics for that domain.
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