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ABSTRACT TheMoving Picture Experts Group (MPEG) is responsible for standardizingMPEG immersive
video (MIV) for immersive video coding and is involved in research and development focusing on providing
six degrees of freedom through a reference software known as the test model for immersive video.
To efficiently compress and transmit multiview videos with texture and depth pairings, the encoder part
of the MIV codec framework reduces the pixel rate by removing redundancy between views and densely
packing the remaining regions into an atlas as patches. The decoder part reconstructs multiview videos from
the transmitted atlas to synthesize and render arbitrary viewports, and the depth information has a significant
impact on the quality of the rendered viewport. However, the existing method of handling depth values in the
MIV codec fails to adequately address the information loss that occurs during quantization or transmission.
To preserve and transmit depth information more accurately, we propose a method for expanding the depth
dynamic range using min–max linear scaling on a patch-by-patch basis. In addition, we efficiently encode
the per-patch minimum and maximum values of depth required by the decoder to recover the original depth
values and include them in the metadata. The experimental results indicate that for computer-generated
sequences, the proposed method provides PSNR-based Bjøntegaard delta-rate gains of 9.1% and 3.3% in
the end-to-end performance for high- and low-bitrate cases, respectively. In addition, subjective quality
improvements are observed by reducing the artifacts that primarily occur at the object boundaries in the
rendered viewport.

INDEX TERMS Depth scaling, immersive video, MPEG immersive video, multiview video, virtual reality,
6DoF video.

I. INTRODUCTION
As interest in virtual reality has increased, related technolo-
gies have earned and continue to attract attention [1], [2],
[3], [4]. In view of this, research on videos that provide
users with higher degrees of freedom (DoFs) is actively
being conducted. A 3DoF video, that is, a 360-degree video,
allows the user to observe all directions of a scene from a
fixed position. Because a 3DoF video only supports a visual
experience limited to rotational movements from the user’s
point of view, the sense of immersion for the user is reduced.

The associate editor coordinating the review of this manuscript and

approving it for publication was Lei Wei .

In contrast, a 6DoF video can provide a user with a superior
sense of immersion by reflecting rotational movements as
well as positional changes from the user’s point of view.

In general, to provide motion parallax in 6DoF videos,
three-dimensional (3D) rendering technology is required to
synthesize arbitrary viewpoint videos by using multiview
plus depth (MVD) videos [5]. Fig. 1 shows the camera
placement for the Museum [6] sequence with 24 viewpoints
and examples of two viewpoints from different locations.
As shown in the figure, the MVD comprises pairs of videos
acquired from multiple viewpoints and their corresponding
depth maps. Therefore, the volume of data that need to be
transmitted for 6DoF videos is considerably larger than that
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FIGURE 1. An example of a multiview camera array, and examples of
input texture and depth view at specific locations (Museum
sequence) [21].

for conventional 2D videos to achieve high-quality rendering,
and a technology that can efficiently compress and transmit
these data is essential.

The ISO/IEC Moving Picture Experts Group (MPEG) is
actively working on the standardization of ‘‘Coded Rep-
resentation of Immersive Media,’’ which is referred to as
MPEG-I [7]. The MPEG-I project includes a wide range
of standards covering the overall structure, delivery format,
audio and video compression technologies, and metadata
for immersive media. In particular, part 12 of MPEG-I,
calledMPEG immersive video (MIV), is developing standard
technologies for the efficient encoding and decoding of high-
capacity 6DoF videos [8]. TheMIV group published the Final
Draft International Standard (FDIS) [9] in July 2021 and
is currently developing its second version [10], which will
introduce more expanded use cases [11]. The MIV group is
working on improving the performance of the MIV codec
framework by publishing a reference software called the
test model for immersive video (TMIV) for the standard
development, adoption, and integration of various element
technologies [12].

The main concept of the MIV codec for efficiently
compressing large 6DoF images involves eliminating the
redundancy between multiple-input view videos [13], [14].
In TMIV, the redundant regions between the input view
videos are removed, and the remaining regions are segmented
into patches that are packed into a small number of atlases,
which are then compressed using a conventional 2D codec.
Because the input multiview videos have paired texture and
depth images per viewpoint, the atlas is separately generated
for texture and depth. In this case, the input depth-view videos
have a bit depth of 16 bits, whereas the depth atlas has a
bit depth of 10 bits. This can cause quantization errors in
the depth information during the atlas generation process.
In addition, coding errors in the depth atlas can cause errors in
the depth information as it is decoded. Because depth infor-
mation is highly important for virtual view synthesis, errors
in depth information can significantly degrade the rendering
quality of 6DoF videos.

One approach to solving these issues and improving the
accuracy of the depth information sent to the decoder is to
widen the dynamic range of the depth values. The results of
various studies on depth representation methods have been
adopted in the TMIV andMIV specifications because of their
high performance. Furthermore, the studies have consistently
verified their performance improvement effects on preserving
the accuracy of depth information [15], [16], [17].

In this study, we propose an adaptive patch-wise depth
linear scaling method for a highly accurate representation
of depth information. While the current TMIV is based
on scaling depth values on a view-by-view basis [12], the
proposed method applies min–max linear scaling on a patch-
by-patch basis to expand the dynamic range of depth values,
thereby reducing depth information errors and ultimately
improving the rendering quality. In addition, an algorithm is
designed to adaptively apply depth-value scaling on a patch-
by-patch basis to achieve optimal performance in terms of the
Bjøntegaard delta (BD) [18] rate through various verification
experiments. The proposed method represents the minimum
and maximum depth information of each patch as efficiently
as possible, which is then transmitted to the decoder such that

FIGURE 2. Overview of the architechture of the TMV group-based encoder.
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the depth value can be inversely scaled per patch. Thismethod
provides significant compression efficiency to MPEG [19],
and core experiments (CE) are being conducted for further
its refinement and validation [20].

The remainder of this paper is organized as follows:
Section II provides a general description of MIV encoding
and related studies, followed by a detailed description of how
depth values are managed in the TMIV encoder. Section III
describes the algorithm used in the proposed method.
Section IV presents the experimental results and performance
analysis of the proposed method. Finally, Section VI summa-
rizes the study findings and concludes the paper.

II. RELATED WORKS
This section describes the overall process of the encoder part
of the MIV codec framework and presents the details of the
depth range scaling algorithm, which is most closely related
to the content of this study in TMIV.

A. MIV ENCODING PROCESS
The overarching structure of the TMIV encoder is illustrated
in Fig. 2. Initially, the input multiview videos undergo an
automated process wherein they are organized into a desig-
nated number of groups defined by the user. Subsequently, the
view-labeling stage comes into play, categorizing each source
view within a group as either basic or additional. Among
these views, the basic views are chosen as a limited set of
input views that encompass the largest portion of the entire
scene. These basic views form the foundation for eliminating
pixels that are replicated between different viewpoints during
the pruning phase.

In the pruning phase, additional views’ pixels containing
information that is already present in the basic view are
considered redundant and are removed. The positions of the
basic views serve as projection targets for additional views.
After pruning an additional view, the additional views can
be pruned from both the basic and previously pruned addi-
tional views. Fig. 3 illustrates one of the source views in the
Museum sequence and displays the valid (non-pruned) pixels
that remain after the pruning process. The invalid (pruned)
pixels are represented by the black pixels on the right-hand
side of Fig. 3.

The pruning process operates at the frame level, with the
valid region determined for each frame. Over time, the valid
regions for all frames within an intra period are aggregated.
The aggregated valid regions are subsequently grouped into
distinct clusters, which are then combined to form rectangular
patches. An example of this clustering process is shown
in Fig. 4, which illustrates the transformation of a clustered
valid region into a rectangular patch [12].

Subsequently, all patches are arranged into a series of
atlases sequentially, starting with the largest patch. Through-
out this arrangement process, each patch is meticulously
fitted into an atlas to occupy the minimal conceivable space
while still being confined within the valid region. The meta-
data accompanying these patches encompass various details,

FIGURE 3. Example of a source view being input as a TMIV (left), and the
view being pruned (right) (view index = 0).

FIGURE 4. Example of an aggregated clusters and patch information in a
pruned view [12].

such as the coordinates of the top-left corner, dimensions
including width and height measurements, and rotation data
necessary for the decoder to reconstruct the pruned views.
The final step, as shown in Fig. 2, involves a combination
of video bitstreams originating from the depth and texture
atlases. This amalgamation, coupled with the metadata, con-
stitutes the MIV output bitstream.

B. LINEAR SCALING OF DEPTH RANGE
In the current TMIV configuration, input depth views are typ-
ically generated into depth atlases by bit-depth downscaling
on the encoder side. To minimize errors in the depth infor-
mation during this downscaling process, the depth dynamic
range per input view is maximized, wherein min–max linear
scaling is applied to the depth values per input view [15].
Fig. 5 shows how the dynamic range of the depth values

changes step-by-step in the conventional MIV codec. First,
the depth range of each source viewwith a bit depth of b-bit is
linearly scaled to the full range. Optionally, a nonlinear depth
range scaling method [16] can be used instead of the linear
scaling method. The full-range scaled depth range is mapped
to [2T , 2n − 1] when generating an atlas video of n-bit depth.

The depth atlas does not use the entire range available for
depth-value representation because it also embeds occupancy
information in the depth atlas and transmits it to the decoder;
unoccupied (invalid) pixels have a depth value of zero and
occupied (valid) pixels have their depth values mapped in
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FIGURE 5. Conceptual diagram of the traditional view-by-view depth range scaling process.

the range [2T , 2n − 1]. The TMIV decoder considers the
encoding error in the depth atlas, determines whether pixels
with depth values less than T are unoccupied and pixels
with depth values greater than T are occupied, and restores
the depth values in the range [T , 2n − 1] by remapping
them between the minimum and maximum depth values of
the view.

III. PROPOSED DEPTH RANGE SCALING METHOD
As described in the previous section, the existing TMIV
maximizes the dynamic range of the depth values by apply-
ing min–max linear scaling to each input depth-perspective
image. The proposed method further expands the dynamic
range of the depth values by applying min–max linear scal-
ing to the expanded depth values on a patch-by-patch basis.
In other words, because the dynamic range of depth is gen-
erally narrower per patch than per view, it is more effective
to apply depth range scaling per patch. When the depth
value is adjusted by applying per-patch depth range scaling
to the encoder, the decoder should be able to restore the
original depth value. This section describes the application
of per-patch adaptive depth scaling, and the encoding and
transmission of the minimum and maximum depth values for
each patch.

A. PATCH-WISE DEPTH RANGE SCALING
The red color in Fig. 6 indicates how the depth values are
mapped per patch step-by-step when the proposed method
is added to the traditional view-wise depth range scaling
algorithm. To maximize the dynamic range per depth, the
minimum and maximum depth values for each patch are
determined, and the range is expanded f times. The depth
linear mapping equation is defined as

dmapped = f × (doriginal − patchMinDepth), (1)

where doriginal is the original depth value in the scaled depth
view and dmapped is themapped value with linear scaling from
depth patches scaled per patch. Furthermore, f is the scale

factor by which the depth dynamic range is expanded using
linear depth scaling. The maximum value of f is limited to k
to avoid overscaling the depth range of each patch. Expanding
the range of depth values can improve the rendering quality
by accurately representing the depth values; however, it can
also reduce the coding performance because of the increased
number of bits required to encode the depth atlases. The value
of f can be expressed by (2), and the value of k to limit the
scale factor f is set to 1.5 based on the experimental results
for different values of k . A comprehensive breakdown of the
experimental results is presented in Section IV-B.

f = min
(
k,

2b − 1
patchMaxDepth − patchMinDepth

)
(2)

B. ADAPTIVE APPLICATION OF DEPTH SCALING
The proposed depth scaling is designed to be adaptive based
on the characteristics of the patches. In other words, the
proposed algorithm is not applied to all patches but only to
those patches where the application of the algorithm has a
positive effect. We found that in the histogram of the original
depth values, patches with a wide distribution of samples
were less likely to generate depth errors owing to depth
quantization. In other words, if the proposed depth scaling is
applied to this type of patch, performance degradation may
occur in terms of the BD-rate owing to an increase in the
coding bit rate without improving the image quality. There-
fore, the proposed depth-scaling method cannot be applied
to patches where the minimum sample interval of the depth
values within the patch is greater than 2b/2n, considering that
the depth values vary from b to n bits. Because the default
conditions of the depth range for the TMIV are b= 16 and
n= 10, the threshold for theminimum sample interval is set to
64 by default. An experiment was conducted to demonstrate
the gains that can be achieved by adaptively applying the
proposed algorithm; detailed descriptions of the experimental
results are presented in Section IV-B.
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FIGURE 6. Conceptual diagram of the proposed depth scaling process with per-patch depth scaling.

In addition, the proposed depth range scaling algorithm
adapts to the quality of the original depth information per
sequence. The proposed algorithm aims to minimize errors
in depth information by expanding the dynamic range for
depth-value representation. However, if the original depth
information is inaccurate, the improvement in the rendering
quality is less, even if the depth values are transmitted without
errors. In such cases, the proposed method may result in
performance loss in terms of the BD-rate because the increase
in the rendered viewport peak signal-to-noise ratio (PSNR)
is smaller than the increase in the depth-atlas encoding
bitrate. Therefore, generally, the proposed algorithm should
be applied only to computer-generated (CG) sequences,
where depth information is highly reliable, and not natural
content (NC) sequences with low depth quality [22].

C. SIGNALING MIN/MAX DEPTH VALUE PER PATCH
After the TMIV encoder applies patch-wise depth scaling
and encodes the atlases, the TMIV decoder must restore
the original depth values by applying patch-wise inverse
depth scaling. Therefore, the minimum and maximum orig-
inal depth values of all patches obtained using the proposed
method are included in the metadata and sent to the decoder.
However, transmitting the minimum and maximum depth
values of multiple patches requires several bits. Therefore,
it is important to develop an efficient method to encode the

depth information of each patch. This section introduces a
method to embed the min/max depth information of each
patch in the metadata with the least number of bits.

To minimize the number of bits required to encode the
depth min/max values per patch, it is necessary to reduce the
absolute values of the transmitted data. Instead of transmit-
ting the per-patch depth min/max values as they are, we used
two differential coding schemes to reduce the number of bits.
The first is intra-differential coding, which transmits a range
of depth values instead of the maximum depth within a single
patch, as shown in Fig. 7 (blue font). The second is inter-
differential coding, which transmits the difference in depth
information between patches at adjacent indices in the patch
list, as shown in Fig. 7 (in red). By combining these two
methods, the difference values are transmitted instead of the
depth minima and maxima for each patch, and the decoder
recovers the original values through backward calculation.
An experiment was conducted to determine the extent to
which the amount of transmitted metadata can be reduced
by differential coding; detailed descriptions of the results are
presented in Section IV-B.

IV. EXPERIMENTAL RESULTS
This section describes the results of the experiments
conducted to evaluate the performance of the proposed
patch-wise depth range scaling method and their comparison
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FIGURE 7. Conceptual diagram of differential coding for transmitting
minimum and maximum per-patch depth values.

TABLE 1. Test-sequence configurations in MIV CTCs.

with the depth range scaling currently employed in TMIV
(described in Section II-B). The proposed method, which is
based on the TMIV framework, has been not only concep-
tualized but also put into practice. Its performance has been
rigorously assessed within the context of the common test
conditions (CTCs) established for MIV [23]. The following
subsections present the specifics of the test conditions and
the results obtained from the experiments using the proposed
method.

A. EXPERIMENTAL CONDITIONS
The MIV CTC was established to enable the application of
uniform evaluation conditions for a fair comparison of all
the technologies proposed for the MIV group. The standard
covers several aspects, including the definition of different

TABLE 2. Quantization parameters for texture atlas coding in MIV
CTCs [21].

TABLE 3. Varying the maximum scale factor k as measured by the
High-BR BD-Rate of WS-PSNR.

types of test sequences, delineation of anchor generation
methods, and establishment of guidelines and templates for
the presentation of experimental results obtained from con-
tributed technologies.

Table 1 lists the sequences used in the experiments pre-
sented in this paper. The test sequences are CG sequences
from those specified in the MIV CTCs, each consisting of a
different camera array with various resolutions in perspective
and an equirectangular projection (ERP) format. Using these
sequences as inputs, the MIV encoder produces textures and
depth atlases, which are then subjected to compression. The
compression is achieved using a random-access configuration
of versatile video coding (VVC) [24], a standard codec. The
compression process is facilitated using two open-source
software implementations: VVenC [25] for encoding and
VVdeC [26] for decoding.
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TABLE 4. Encoding performance W/Wo adaptive algorithm considering
patch depth sample interval as measured by the high-BR BD-rate of
WS-PSNR.

TABLE 5. Generated metadata W/Wo differential coding for per-patch
depth information transmission.

The texture atlas is compressed using the quantization
parameters (QPs) that vary by sequence, as listed in Table 2.
The QPs for depth atlas encoding are calculated as follows:

QPd = max(1,
[
−14.2 + 0.8 × QPt

]
), (3)

where QPd is the QP value of the depth atlas and QPt is
the QP value of the texture atlas. The QP conditions are
organized according to five target bitrates, and to account for
different bandwidth conditions, the performance is evaluated
by distinguishing two bitrate (BR) modes: high-BR for the
four lowest QPs and low-BR for the four highest QPs.

To objectively measure the rendering quality, views with
the same positions as the input views were synthesized,
and the PSNR was measured for all synthesized views
relative to the original views. Two types of metrics were

TABLE 6. Final encoding performance of immersive videos using the
proposed method as evaluated by the BD-Rate.

TABLE 7. Encoding and decoding time increase for TMIV with the
proposed method.

used for objective quality measurement: weighted spheri-
cal PSNR (WS-PSNR) [27] and immersive video PSNR
(IV-PSNR) [28]. The coding performance of each metric was
determined by calculating the BD-rate. In addition, the sub-
jective quality assessment includes the evaluation of viewport
videos synthesized along a user-defined virtual trajectory,
known as a pose trace. All the experiments were conducted
on an Intel XeonGold 6242R 3.10 GHz processor with Visual
C++ 16.0 compiler under theWindows 11 operating system.

B. PERFORMANCE EVALUATIONS
First, we evaluate the performance of the proposed depth
range scaling method by varying the value of k to limit the
scaling factor to {1.25, 1.5, 1.75}. In this experiment, the
proposed method was integrated into TMIV 14.0 [29], and
its evaluation was performed according to the MIV CTCs.
As shown in Table 3, the comprehensive coding performance
over three different k values {1.25, 1.5, 1.75} resulted in
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FIGURE 8. Examples of the rendered anchor viewports (Left) and proposed viewports (Right) in the Group sequence (QP4).

average BD-rate improvements of 8.9%, 10.1%, and 9.8%,
respectively, for the luma component, specifically in the con-
text of a high-BR WS-PSNR. Based on the experimental
results, the process of identifying an appropriate k value led
to improved coding efficiency. In particular, the k value of
1.5 emerges as the optimal choice, resulting in favorable end-
to-end coding performance.

Table 4 presents the coding efficiencies with and with-
out the adaptive algorithm, considering the sample interval
of the depth values in the patches. Applying the proposed
depth-scaling algorithm to all patches without excluding
patches with a sparse depth-value distribution resulted in
an average gain of 7.8%. However, not adaptively applying
the proposed algorithm to patches with a minimum sample
interval of 64 or more depth values resulted in an average
gain of 10.1%. In particular, in the Kitchen sequence [30],

applying depth scaling to all patches resulted in a severe loss
of 20.4% in the coding performance. As shown in Table 1
in Section IV-A, only the bit depth of the input geometry of
the Kitchen sequence is 10 bits, which is upscaled to 16 bits
within the TMIV encoder before being processed in the same
manner as the other sequences. Therefore, all patches in the
Kitchen sequence have a sparse distribution of depth values
and cannot be expected to benefit from the proposed method.
Therefore, by not applying depth scaling to patches having a
sparse distribution of depth values, we can avoid the perfor-
mance degradation pertaining to the Kitchen sequence, with
very small performance gains in other sequences.

Table 5 compares the amount of metadata generated
with and without differential coding in the transmission of
per-patch depth information. Using differential coding to
reduce the number of bits required to encode the per-patch
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FIGURE 9. An example of the rendered anchor viewport (Left) and proposed viewport (Right) in the Chess sequence (QP4).

FIGURE 10. An example of the rendered anchor viewport (Left) and proposed viewport (Right) in the Hijack sequence (QP4).

depth value information, the total amount of metadata can be
reduced by approximately 11.8%.

Table 6 demonstrates the end-to-end coding performance
of the immersive video with the patch-wise depth range
scaling proposed in this study compared to that of TMIV
with the view-wise depth range scaling method described
in Section II-B. In the experiments, the proposed method was
implemented in TMIV 14.0 with the maximum scale factor k
set to 1.5. The differential coding was applied to encode
the minimum and maximum depth values per patch. In the
overall assessment, significant reductions of 9.1% and 2.0%
in the BD-rate were observed for the high-BR BD-rate of the
luma component in WS-PSNR and IV-PSNR, respectively.

These reductions were compared with those of the con-
ventional view-wise depth-scaling method. In particular, the
Group [31] sequence exhibited the highest performance
improvement of 39.8%. In addition, the proposed method
tends to perform better in the high-BR range than in the low-
BR range. The ClassroomVideo [32] sequence was the only
sequence in which the performance of the proposed method
degraded noticeably. This is because of a slight improvement
in the quality of the rendered viewport but a larger bitrate
increase in the depth atlas.

Table 7 shows that the proposed depth scaling slightly
increases the complexity of TMIV by increasing the encod-
ing and decoding times by 2.3% and 1.3%, respectively.
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TMIV consists of an immersive video pre and postprocessor
and a conventional 2D codec for encoding the atlas generated
by the preprocessor. Incorporating the proposed method into
the pre and postprocessing stages of TMIV resulted in a
small, practically negligible increase in complexity. There-
fore, applying the proposed depth-scaling technique to TMIV
does not add significant complexity.

Figs. 8, 9, and 10 show a subjective quality comparison
of viewports rendered with TMIV anchors using traditional
depth scaling methods and the proposed method on the
Group [31], Chess [33], and Hijack [7] sequences. The severe
artifacts observed in the anchor viewport in these figures
are significantly reduced (yellow circles) in the viewport
using the proposed method. In particular, we can observe
an improvement in artifacts at the object boundaries, where
errors in depth information are sensitive to compositing.
As illustrated by the examples in the viewport, the pro-
posed method visibly improves the visual quality of certain
sequences and brings about significant improvements in
encoding performance, as measured by the BD-rate.

V. CONCLUSION
In this study, we proposed patch-wise depth range scaling
to improve the performance of immersive video coding by
preserving depth information more accurately. In the pro-
posed method, min–max linear scaling is applied to the depth
value on a per-patch basis to expand the depth dynamic
range. We limit the scaling factor with which the dynamic
range of depth is expanded per patch to a maximum of
1.5 times to prevent excessive scaling. In addition, if the
histogram distribution of the depth values within a patch
has a large gap between samples, we consider the appli-
cation of depth range scaling to be ineffective and do not
apply the proposed algorithm to that patch. In addition,
sequences with low reliability of the original depth informa-
tion (e.g., NC sequences) are excluded because it is difficult
to expect a performance improvement using the proposed
method. Finally, we combine intra- and inter-differential cod-
ing to encode and transmit the per-patch depth minima and
maxima to the decoder to minimize bit consumption.

Experimental results indicated that the proposed method
provides a significant coding advantage throughout the
process, as indicated by the improvement in BD-rate for
immersive videos. A noticeable subjective quality improve-
ment is observed with an average coding gain of 9.1%.
Moreover, the proposed method has little effect on the com-
plexity of both the TMIV encoder and decoder. However,
the depth information in different sequences is diverse, and
the performance differs significantly, which is a drawback.
Further research on adaptive algorithms is required to solve
this problem.
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