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ABSTRACT Accurate cost prediction of healthcare resources is challenging as diverse factors affect the
overall prediction. The cost of healthcare providers is increasing exponentially as different healthcare
providers charge differently for the same service due to various factors, majorly the sky rocketing inflation
and increased population. It increases the importance of predicting healthcare costs to avoid unpleasant
surprises. This study aims to provide the expected cost of healthcare providers that helps the patients in
resource allocation and strengthens decision-making according to their resources. This paper proposes three
hybrid Deep Learning (DL) models, Visual Geometry Group and Stacked Autoencoder (VGG-SAE), Visual
Geometry Group and Deep Neural Network (VGG-DNN), and Stacked Autoencoder and Deep Neural
Network (SAE-DNN), which optimize learning the hidden patterns from the given data more efficiently
than individual models. The three hybrid DL models estimate the cost of healthcare providers effectively.
The preprocessing is performed using the mode imputation for handling the missing values, Z-score for
removing the outliers and standard scaler for standardizing the data. To train the hybrid models on optimum
parameters, the Random Search technique is used that provides the best hyper-parameters of each hybrid
model. The interpretation of the hybrid models’ output is achieved using the SHapley Additive ExPlanations
(SHAP) technique. The performances of VGG-SAE, VGG-DNN, and SAE-DNN are compared with the
baseline DL models such as SAE, DNN, and VGG. To assess the robustness of the proposed approach, the
hybrid models are trained on two different datasets of healthcare such as Healthcare Providers and Hospital
Inpatient Cost Transparency. With the hyper-parameter tuning of the Healthcare Providers Dataset, VGG-
SAE achievedMSE of 0.01, RMSE of 0.13, MAE of 0.02, and R-squared of 0.98. VGG-DNN achievedMSE
of 0.01, RMSE of 0.12, MAE of 0.02, and R-squared of 0.99. SAE-DNN achieved MSE of 0.01, RMSE of
0.11, MAE of 0.02, and R-squared of 0.99. With the hyper-parameter tuning of the Hospital Inpatient Cost
Transparency Dataset, VGG-SAE achieved MSE of 0.007, RMSE of 0.08, MAE of 0.03, R-squared of 0.99,
and execution time of 1680 seconds. VGG-DNN achieved MSE of 0.0006, RMSE of 0.08, MAE of 0.03,
R-squared of 0.99, and execution time of 645 seconds. SAE-DNN achieved MSE of 0.003, RMSE of 0.06,
MAE of 0.02, R-squared of 0.99, and execution time of 850 seconds. Our proposed hybrid combinations
outperformed other deep models and Machine Learning (ML) techniques such as SAE, DNN, VGG, SVR
and GBR, which ensures high efficiency of the proposed models in terms of healthcare providers cost.
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I. INTRODUCTION
Healthcare services are one of the main components of
welfare systems. Due to their vast applications, they prove
beneficial for both public and private sectors. Thus, they
are one of the major consumers of the state accounts.
Healthcare providers deliver their services in multiple
fields to facilitate the patients like providing interventions
and procedures to diagnose the patient’s diseases. Health
services are a necessity and are defined as the price of
the utilization of goods and services related to healthcare.
This healthcare consumption is related to different activities
like outpatient, inpatient, diagnostic tests, surgeries, etc., [1].
In the United States, the expenditures in the health sector
were almost 18% of the annual gross domestic product in
2017 [2]. With the passage of time, the requirement of
healthcare services exponentially increases, which results in
increase in the cost of healthcare. It depends on different
associated factors, which further impact the cost utilization
of healthcare services like comorbidity, patient parameters,
and medical needs [3]. Healthcare utilization specifically
depends on the severity and health condition of the patients
as the cost of healthcare varies on the basis of patients’
critical health aspects. Healthcare providers provide services
in different domains such as health finance, providers
and health tech. Healthcare providers are proven to have
expertise in different fields of health. Besides, they exhibit
heterogeneous characteristics. Healthcare utilization is a
non-linear relationship that depends on the severity of the
health conditions of patients. Cost prediction in the healthcare
sector is a challenging task as various healthcare related
factors such as the location of the providers, surgeries,
pharmacy and labs affect the outcomes of the model. The cost
prediction facilitates the patients in estimating the expected
healthcare utilization that helps in the decision-making of
the utilization of health costs [4]. It also helps the patients
to predict the billing expenditure to avoid the unexpected
cost of healthcare and efficiently manage the resources such
as insurance policies and financial outcomes. The cost of
healthcare services is very grinding to evaluate as each
patient may have a different level of healthcare utilization.
Also, the utilization intensity of a specific health service
is different from others. Moreover, the same healthcare
services have different prices in different healthcare hos-
pitals as they are influenced by different factors such as
costly equipment, location of hospital and the economic
factors [1], [5].

The utilization of healthcare services is high in the old
age patients. The healthcare providers are working intensely
day and night. The number of patients are exponentially
increasing, which results in the generation of healthcare
data in large volumes, which acts as the main factor for
cost prediction of healthcare providers. By utilizing the
healthcare providers data, the useful information is extracted
by performing multiple preprocessing techniques to find the
patterns in the data and assist in decision-making related to

the health services’ utilization [1], [6]. With the emergence of
Artificial Intelligence (AI), healthcare data is easily extracted,
and different statistical operations are performed to evaluate
the predictions in an effective way. It ensures continuity
in the outcomes by building the decision-making criteria
for the health services. AI is utilized in the field of healthcare
to predict the cost expectations related to the healthcare
services [6].
With the availability of a large volume of healthcare

providers data, Machine Learning (ML) exhibits the form
of AI that easily maps the relevant data and its variables
to predict the patient’s cost more precisely and accurately
than traditional methods. ML finds the relationship between
the inputs and outputs of the relevant data, trains the model
on specific data and finally makes a decision on the basis
of available data [7], [8], [9]. It improves the accuracy and
precision by learning the hidden patterns in the training data
[10], [11], [12], [13], [14], [15]. AI trains the DL models
based on advanced mathematical formulation and identifies
the patterns in the available data [1], [16], [17].

DL is the subset of AI that learns the hidden patterns
from the training data more accurately than the traditional
ML methods. Due to the massive amount of available data,
DL models perform more perfectly as compared to ML
algorithms. The learning patterns of healthcare providers
are depicted by applying different DL models, finding the
relationship between the non-linear data and predicting the
cost of healthcare providers of different diagnoses relative
to the expenditures and severity of patients [1], [18]. The
major challenge in DL models that makes prediction less
accurate and inefficient is the non-processing of data as
it includes noisy values and missing data. It affects the
performance of predictive models and increases the error
in regression. Also, it considers the outliers present in
the datasets that increase the factor of over-fitting in the
prediction. It also estimates the undesirable results, which
affect the overall performance of the model. The output
of DL models exhibits the black box approach in which
internal working is hidden. In order to interpret the internal
working of DL models, SHAPley Additive ExPlanations
(SHAP) technique is applied to explain the importance of
each feature [3], [10], [19], [20], [21], [22].

A. CONTRIBUTIONS
The main contributions of this paper are as follows.
• Preprocessing techniques such as Standard Scaler,
Z-Score andmode imputation are used to refine the data.

• Random search is used to find the optimal hyper-
parameters of each DL model.

• DL models are used to mitigate the curse of
dimensionality.

• Visual Geometry Group and Stacked Autoencoder
(VGG-SAE), Visual Geometry Group and Deep Neural
Network (VGG-DNN), and Stacked Autoencoder and
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Deep Neural Network (SAE-DNN) hybrid models are
proposed for cost prediction of healthcare providers.

• Mean Squared Error (MSE), Mean Average Error
(MAE), Root Mean Squared Error (RMSE), and
R-squared performance metrics are used for perfor-
mance evaluation.

• SHAPley technique is used to explain the outcome of
each DL model.

The remaining paper exhibits the following structure.
In Section II, the related work is presented, and the Problem
statement is elaborated in Section III. The system model
is elaborated in Section IV. We discussed the simulation
results in Section V, and finally, the conclusion is stated
in Section VI.

TABLE 1. List of abbreviations.

II. RELATED WORK
In this section, the previous studies related to healthcare are
discussed. Most related healthcare papers are grouped and
classified into separate categories. This section is divided into
two categories: cost prediction and disease prediction.

A. COST PREDICTION
Sanz et al. proposed a framework in which Artificial Neural
Network (ANN) and Deep Neural Network (DNN) models
were used to accurately estimate the billing prediction of
healthcare. The healthcare sector generates a large amount
of data, which is significantly big in volume and can be
used for predicting the healthcare cost. The main challenge
in healthcare is financial management as same services have
different costs across the same city. However, healthcare
prediction is important to avoid unpleasant surprises. The
data was obtained from the public dataset and multiple
algorithms were applied and compared with the Decision
Tree (DT) to evaluate the performance of the model in [1].

In [22], Teo et al. addressed the issue of readmission rates in
hospitals and proposed a solution to reduce the readmission
rate. Readmission occurs due to the negligence of the
healthcare providers and due to the increase in readmission
rate. The reduction program was introduced that reduced the
payments made in hospitals. It increased the readmission
rate within 30 days. To tackle the issue of readmission rate,
predictive solutions were proposed using AI to reduce the
rate that also decreases the healthcare cost. Convolution
Neural Network (CNN) based models were used to develop
predictive models that predicted patients with high needs
or high utilizers, which can further suggest an intervention
to deal with the reduction in readmission rates and provide
quality healthcare services.

Madison et al. [2] highlighted the high utilizers problem in
healthcare sector.Most of the healthcare services are used and
costs are incurred by the high utilizers. High utilizers were not
properly identified and interventions were not followed that
resulted in rise of healthcare expenditure. According to the
survey, around 55 percent of healthcare costs were consumed
by 5 percent of patients. Identifying these patients decreases
the healthcare expenditure. The authors used unsupervised
clustering approach to identify the patients who undergo Total
Hip Arthroplasty (THA) or Total Knee Arthroplasty (TKA)
to identify the patterns of utilization. Accurate prediction
is a challenging aspect specifically in regression problems
when the output is continuous. Norat et al. proposed a
solution in which Medicare payments to be made to physical
therapists were elaborated. The number of Americans with a
demand for physical therapists has exponentially increased
over the past 65 years. So, the prediction of accurate
payments to therapists was a big challenge as the local factors
also influenced the final outcomes. The genetic algorithm
was proposed with the self-adaptation concept in which
parameters of genetic algorithm were tuned automatically
without the involvement of the human factor that increases
the overall accuracy. It also tends to overcome the over-fitting
problem by incorporating the self-adaptation in [23].
Berger et al. highlighted the high utilizers disease, Critical
Limb Ischemia (CLI), that increases healthcare utilization
and the chance of re-admission. Using the Bayesian ML
platform, all-cause hospitalization was estimated and the
overall annual healthcare cost was predicted. The authors
used the patients’ historical data and predicted the high
predictors of all-cause hospitalization. The proposed model
helped the patients to identify the disease related to the CLI
and to predict the cost related to the CLI in [4].

Luo et al. [3] elaborated on the comorbidity problem in
asthma patients, which leads to an increase in healthcare
cost utilization. Accurate prediction of healthcare costs is
always a challenging issue in asthma patients as these patients
were affected by different comorbidity that makes accurate
prediction of cost a difficult process. The comorbidity factor
also depends on the severity of the disease in asthma patients.
However, the comorbidity portfolio design leads to accurate
prediction of cost. Different ML algorithms were trained to
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predict the overall cost by considering the data from 2012 to
2014 acquired from a large city in China. Different risks
related to asthma patients were highlighted and discussed like
respiratory disease and circulatory disease that can highly
impact the prediction of cost in asthma patients.

Predicting the length of stay is always a critical issue as
multiple factors are associated that influence the prediction.
In [10], the authors highlighted the prediction problem
in shoulder arthroplasty. The prediction of the expected
healthcare cost utilization and length of stay were based
on severity of the disease is quite challenging. The authors
proposed ANN to accurately predict the length of stay,
inpatient cost and discharge disposition by considering the
data from 2003 to 2014 related to shoulder arthroplasty.
The preoperative prediction helps the patients to estimate the
overall expenses, cost related to the disease and length of stay
based on the intensity of disease.

In [24], Morid et al. highlighted the effective cost
prediction problem. The authors proposed a CNN model
to automatically learn the hidden features from the multi-
variate time series data using three years of medical and
pharmacy claims data related to a patient’s health status,
visit, and cost features acquired from a healthcare insurer.
The hyper-parameter of the proposed CNN model was also
tuned to best fit the hidden patterns. The CNN architecture
estimated the cost of individual patients by mapping the
dependent and independent features. CNN comprises of three
convolution layers and a pooling layer with Leaky Rectifed
Linear Activation (LReLU) function having the customized
value of kernel on each layer of the proposed model.

Estimating patient expenses is always a challenging task
because different factors and severity of diseases affect
the accurate prediction of patient expenses. ZENG et al.
proposed the multi-view DL framework that used the hetero-
geneous patient historical claims data from January 2013 to
December 2014 such as patient demographic features, med-
ical codes, drug usage and facility utilization. It was trained
on this data to predict individual expenditure precisely. The
model comprised of different input sequences and inputs
were passed to multiple DL models. The demographic
features were passed to the feed-forward neural network,
the utilization sequence was forwarded to the attention-
based bi-directional RNN, and the medical code sequence
was forwarded to the stacked RNN. Finally, the results
were commuted to accurately predict the patient’s individual
expenditure [25].

In the healthcare sector [26], prediction of medicine
spending is a critical issue. Different factors affect the
prediction of medicine. Kaushik et al. proposed using the
Variance-Based Generative Adversarial Network (V-GAN)
model on patient data for prediction of pain medication.
Different ML algorithms were used for prediction such as
Multi-Layer Perceptron (MLP), CNN, and Long Short Term
Memory (LSTM). However, the GAN was not used for
medicine prediction. The GAN comprises of generator and
discriminator. LSTM was used as a generator and CNN or

MLP was used as a discriminator. In the proposed model,
the V-GAN aimed to reduce the variance between actual and
predicted values of the training data. V-GAN was compared
with other GAN variants and ML models such as Linear
Regression (LR) and Gradient Boosting Regressor (GBR).
V-GAN outperformed LSTM and CNN in helping the
patients to accurately predict the expected expenditure of
medicine [26]. Making predictions of in-hospital resource
consumption was quite challenging. The length of stay,
inpatient and outpatient cost, and surgeries can affect the
results of predictions. Yu et al. [27] predicted the cost of
patient spending at the hospital from admission records.
It contained heterogeneous data such as the patient features
and diagnosis texts. The proposedmodel used the transformer
to predict the patient cost by considering the heterogeneous
data. Transformer was utilized to capture the representa-
tion of words, diagnosis and operations. Besides this, the
diagnosis-operation mechanism was developed to find the
relationship between diagnosis and operations. The authors
also incorporated the hierarchical attention network that
aimed to find the important word, diagnosis and operations
for learning the representation of patient information [27].
In healthcare sector, some surgical procedures are very

expensive and add to the patient’s total bill such as TKA.
Abbas et al. highlighted TKA as a resource extensive
procedure. The cost mainly depended on two factors that
were Duration Of Surgery (DOS) and length Of stay after
the operation. So, the authors predicted DOS and length Of
stay based on preoperative factors. The authors used multiple
ML algorithms such as linear, tree-based and MLP. The
models evaluated the accuracy of prediction using the data of
national surgical, quality improvement andAmerican College
of Surgeons from 2014 to 2019. MLP performed the best
among all ML methods. It predicted the DOS and length
Of stay very accurately that helped the patients for efficient
resource allocation [28].

B. DISEASE PREDICTION
In [29], Puri et al. overcame the issue of inefficient disease
prediction using aGaussian process-basedmodel. It exhibited
characteristics to train the model in the absence of insufficient
data and predict the data accurately. Unavailability of data in
the healthcare sector due to the number of subjects might be
less or the data is obtained at a very low sampling frequency.
The authors also provided a novel approach for the subset
selection technique, which selected the time series data that
matches the temporal equality with the times of interest.
In [30], the diagnosis of heart disease was performed using
AI in the healthcare sector. Early identification of heart
disease plays an important role in the field of cardiology.
Li et al. suggested an approach in which different ML
algorithms were used to classify whether the patients are
suffering from heart disease or not. Different algorithms such
as Support Vector Machine (SVM), LR, ANN, K-Nearest
Neighbor (K-NN), Naive Bayes (NB), DT, and different
combinations of feature selection techniques were also used
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with these algorithms. The authors also proposed the feature
selection technique, Fast Conditional Mutual Information
(FCMIM) that performed better than traditional feature
selection techniques. The proposed technique showed that
with SVM accurate diagnosis of heart disease was ensured.

During COVID peak time in 2020, the physical interaction
between doctors and patients exponentially reduced. Due
to isolation, the interaction was performed via virtual
sessions through the Internet. Due to the unavailability of
physical doctors, patients tend to self diagnose their disease
by searching on the Internet, reading multiple blogs that
misguided and wrongly interpreted patients. To overcome
this critical issue, Desai et al. developed an efficient solution
that provided the best explanatory details regarding the
patient’s specific disease. It predicted whether the patient
has a disease or not by training the model on health disease
data. Multiple ML algorithms were used to predict heart
disease that are SVM, K-NN, neural networks, LR, and
Gradient Boosting Trees (GBT). The model proposed in [31]
accurately predicted heart disease in patients.

Healthcare resource utilization in poor countries suffers
due to unavailability of resources and infrastructure for
healthcare. Lung cancer is one of the critical and the deadliest
diseases. Health-related programs were conducted to treat
lung cancer patients at a very early stage. The emergence
of AI and Internet of Things (IoT) solved many complex
issues. It helped healthcare providers in ensuring better
meditation and performing an early prediction of disease.
In poor regions where resources are insufficient to handle
complex medical applications, Gu et al. suggested a solution
in which medical industry 4.0 was utilized to overcome the
issue of unavailability of resources. The proposed model was
deployed on cloud platforms. The doctors easily predicted
whether the patient was affected by lung cancer or not. The
doctors also compared the predicted results with other similar
cases for better medications and treatment of the patients.
The model proposed in [32] helped the healthcare providers
with decision-making regarding patient treatment. Emerging
technologies also change the trends in healthcare industry by
incorporating the latest technologies and frameworks to help
healthcare providers improve health services.

Qureshi et al. utilized cloud infrastructure to revolutionize
the medical industry with the latest technologies. The
proposed solution consisted of sensors that aimed to sense the
patient information, collect the information and pass it to
the local datasets, and propagate the collected information to
the cloud datasets via the cellular networks. ML techniques
were also being deployed on the cloud platform. These
techniques were trained using the data stored in the cloud
dataset. A secure mobile-based solution was proposed in [33]
in which information was collected from the patient and was
propagated to the cloud. Further, the information was passed
to the ML algorithms that were responsible to classify the
cardiovascular diseases. Cheon et al. raised the issue of stroke
in the Korean population. With the aging effect, the chance
of stroke increases, which heavily increases the healthcare

resource consumption. Authors proposed a model in which
DNN was used to predict stroke outcomes in patients by
incorporating the medical service and health behavior data.
Before prediction with DNN, Principal Component Analysis
(PCA) was incorporated to find the important features from
the data. It improved the outcomes of the model as only
needed information was fed to the predictive model [34].

Tripoliti et al. implemented multiple ML techniques such
as K-NN, MLP, self-organizing maps, Classification And
Regression Trees (CART), RF, SVM, neural networks, LR,
DT, clustering and Fuzzy genetic to diagnose heart failure,
and to predict the mortality and re-hospitalization. Heart
failure is a critical condition that leads to two percent of
total health costs in developed countries. Early prediction of
heart failure improves the health of patients and minimizes
the patient hospitalization cost [35]. Bhuyan et al. [36]
proposed a generic model for identifying diseases, which is
a challenging task. In healthcare systems, the most difficult
and important task is to accurately identify the disease.
Most of the healthcare providers resources were utilized for
diagnosis of a disease in which the healthcare providers
suggest the patients to undergo different methods, which help
the doctors in making decisions regarding proper diagnosis
of the patients. Different ML algorithms such as SVM, K-
NN, RF, and LR were used to identify the disease. Among
all these algorithms, ANN performed the best based on its
accuracy and different evaluation parameters [36]. Prediction
of time series data requires a large volume of data, and the
unavailability of this time series data is a challenging aspect
to train the model with insufficient data.

III. PROBLEM STATEMENT
Estimating healthcare services and utilization cost is a critical
challenge as many factors affect the outcomes of patients.
It makes it difficult to analyze the outcomes of healthcare
services [2]. The cost of healthcare providers is increasing
day by day. Thus, it is very important to predict the expected
cost to avoid unexpected healthcare provider costs [1]. The
cost utilization depends on the severity of the patients and
their health conditions. Prediction in the early stage will be
beneficial for the patient. In previous studies, ML techniques
such as Support Vector Regressor (SVR) and Gradient
Boosting Regressor (GBR) are used for the cost prediction
of healthcare. However, the ML techniques do not perform
accurately because the prediction results are heavily affected
when the dataset is large, and contains the missing and outlier
values [27]. A large volume of data is generated in the
healthcare domain due to a massive number of patients. The
data can be used for statistical analysis. The data is recorded
in a non-proper way and not maintained properly according
to the standards [1], [6]. The dataset comprising patients data
mostly containsmissing data, noisy data and inconsistent data
that affect the performance of the model. The dataset also
contains a massive number of attributes that do not impact the
performance of the model. It consumes a lot of computational
resources due to unnecessary information dissemination.
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It also increases the time complexity of the algorithm that
may overfit the model and affect prediction results [4]. The
main critical challenge for prediction is that the classical
prediction algorithms do not have generalization capability.
The prediction does not always match with real world
scenarios because the model is too complex and unable to
generalize the solution with the best results. The performance
of models is evaluated based on some defined performance
metrics. It tells exactly about the model and checks whether
the model makes accurate predictions or not. It simulates
the positive and negative observations about the defined
model. Choosing a limited number of performance metrics
increases the chance of biasness or loss of information
because the important performance metrics are not used for
evaluation [22].

IV. PROPOSED SYSTEM MODEL
In the proposed model, the main contribution is the formation
of hybrid models, SAE-DNN, VGG-DNN and VGG-SAE.
The proposed models comprise of two stages: preprocessing
stage and prediction stage. The focus of this study is to
highlight the importance of prediction in the healthcare sector
that helps healthcare providers to analyze their financial
management. It aims to facilitate the patients to predict
the expenditures of healthcare services to make financial
decisions accordingly. The Healthcare Providers dataset is
preprocessed using ML techniques. Standard Scaler is used
for data scaling, Z-Score is used for removing the outliers
and mode imputation is used for handling the missing values.
After the preprocessing stage, the hyper-parameters of hybrid
models are optimized using the random search algorithm. The
first model in each hybrid combination is used to mitigate
the dimensionality reduction problem in which the most
important and relevant representation of feature vectors is
extracted for accurate prediction. In VGG-DNN, VGG is
used for dimensionality reduction. Hybrid DL model such
as SAE-DNN is used for the cost prediction of healthcare
providers, which helps the patients in healthcare utilization
and making the decisions in healthcare according to their
specific resources.

The Healthcare Providers dataset is available at
Kaggle [37]. The dataset comprises comprehensive details
regarding the financing of healthcare providers. It contains
100001 instances and 27 features. The important features
selected are Average Medicare Standardized Amount,
Average Medicare Payment Amount, Average Submitted
Charge Amount, Average Medicare Allowed Amount,
Number of Distinct Medicare Beneficiary/Per Day Services,
Number of Medicare Beneficiaries and Number of Services.
For the experimental purpose, the proposed approach is
also validated on the Hospital Inpatient Cost Transparency:
Beginning 2009Dataset [38]. It provides detailed information
regarding the 28 hospitals in New York and comprehensive
details of healthcare providers. This dataset consists of
1048575 instances and 14 features. This dataset is collected
from 2009 to 2016 but for the experimental testing, we only

selected the most recent data, which is from 2015 and
2016. This section will provide the detailed insights into the
proposed model. In Figure 1, the complete workflow of the
proposed model is provided that covers all the components
and their details.

A. DATA PREPROCESSING STAGE
The purpose of the data preprocessing stage is to remove
unnecessary information from the dataset, which increases
the performance of the model. The dataset contains some
irrelevant information that increases the training time.
However, it does not increase the performance of the model.
This stage aims to extract only the useful features and
represent them more effectively before training and testing
the model to increase the accuracy and prediction of the
specific model. Different ML techniques are employed to
clean the data. Some of them are highlighted in this model
such as mode imputation, Z-Score and standard scalar.

In handling the missing values, some entries in the
dataset are found missing due to human error or incomplete
information, which decreases the accuracy and performance
of the model. Such values are denoted by NaN in the dataset.
The issue must be encountered to overcome the overfitting
issue caused due to the improper learning representation
of the training data. So, mode imputation for continuous
variables is used to replace the missing values with the mode
value of the overall features instead of removing the missing
values of the dataset. It also removes the crucial information
from the dataset, which is very important for the prediction.

Without data normalization, values are scattered and
unevenly distributed that leads to over-fitting, which affects
the model’s overall prediction. The model faces difficulty
in learning the hidden patterns due to the scattered data
points. For efficient and accurate cost prediction of healthcare
providers, the feature vectors should be in a specific range.
If the values are scattered, the model takes more time to
train the feature vector of training data. Standard scaler
normalization technique manages to scale the values between
0 and 1, and perform the linear transformation.

In the final step of preprocessing, the outliers are removed.
This step plays a critical role in calculating the actual
accuracy of the model. The outliers deviate from the actual
range of values, which highly impacts the results of the
prediction. Due to the presence of outliers in the dataset,
the model learns the hidden patterns from the outlier’s data,
which results in poor training of the model and accurate
prediction is not achievable. To overcome this issue, the
Z-Scoremethod is used to detect the outliers and remove them
from the dataset for obtaining the best results of prediction.

B. PREDICTION STAGE
Cost prediction is always a concerning topic because it
predicts the outcomes by mapping dependent and indepen-
dent variables of the healthcare providers. After the data
preprocessing stage, the next stage is prediction that estimates
the cost expenditure of healthcare providers. Three different
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combinations of hybrid DL models, VGG-SAE, VGG-DNN
and SAE-DNN, are used to optimize the outcomes of
healthcare providers. In these combinations, SAE and VGG
are used for dimensionality reduction. The model extracts the
feature maps that are most relevant for the prediction that
yields in result improvement of the hybrid model. Once the
dimensions are reduced using different models, SAE-DNN,
VGG-DNN and VGG-SAE are used for cost prediction of
healthcare providers.

C. STACKED AUTOENCODER (SAE)
SAE is an unsupervised DL algorithm whose main objective
is to select high-level representation and low-dimensional
features from original input data using multiple layers of
the Autoencoder (AE). AE is a deep neural algorithm that
is used to extract low dimensional output. AE comprises
a layered neural network that contains two components:
encoder and decoder. The input data is passed to the encoder
component that encodes the input data. It converts high-
dimensional data to low-dimensional data by passing it
through the bunch of hidden layers and by adjusting the
weights of the input data. Once the input is compressed
and converted into high-level representation without losing
important information, the decoder component is utilized to
reconstruct the input information. By utilizing the encoder
and decoder components of AE, the dimensionality of
original input data is reduced while retaining the crucial
information [39].

Suppose the input features be x, the hidden layer y is given
using Equation 1. The abbreviation and their definitions are
shown in Table 2.

y(i) = f (W T
1 x

(i)
+ b1) (1)

where f = tanh(.) is an activation function.

Z (i)
= W T

2 y
(i)
+ b2 ≈ x(i) (2)

TheAEwill be trained by reducing the objective function [39]

J (X ,Z ) =
1
2

m∑
i=1

∥∥∥y(i) − z(i)∥∥∥2 (3)

where m denotes the feature vectors data points.

TABLE 2. Abbreviation and definitions.

SAE is a multi-layered AE model in which multiple
AEs are stacked on top of one another to extract the
low-dimensional features. It enhances the performance of
SAE. It trains the model using the original input data
and passes the outcomes of previous layer as input to the
proceeding layer unless training is finished. It utilizes the
back propagation algorithm to minimize the cost function.
It updates the weights for fine-tuning parameters. The input
data is passed to the first AE. Output of the first AE and
the input of first AE are fed to the second AE. Output
and input of the second AE are fed to the third AE.
Through this process, compression and decompression are
performed on every AE and SAE algorithm is executed
layer by layer. Using more than one AE, SAE performs the
high-level representation of original features more perfectly
than individual AE [40], [41]. The main advantage of SAE
is that it efficiently handles the complex relationship within
the features of datasets. Due to more AE layers in SAE,
it performs dimensionality reduction without losing the
important features. SAE decreases the amount of noisy values
from the training data. It also decreases the computational
time and the resource consumption due to the conversion of
high-dimensional data into low-dimensional data.

The dimensionality of input data is reduced that results
in minimizing the computational time because the irrelevant
information is discarded. The working of SAE is given in
Algorithm 1.

Algorithm 1 Stacked Autoencoder

Input: Input set X =
{
x(i), 1 ≤ i ≤ m, x iϵRn

}
, the

number of hidden layers k
Output: Updated outputs’ weights {Wh, 1 ≤ h ≤ k},

bias vectors’ values {bh, 1 ≤ h ≤ k}, the output Yk of the k-th
hidden layer
1: Y0 = X ;
2: W1 of the first hidden layer are trained with X , and results

of Y1 are obtained withW1
3: The output of previous layer Y1 is passed as an input to

the next AE, obtainingW2 and Y2
4: The algorithm will be repeated till the k-th hidden layer,

and results inWk and Yk
5: SAE arranges all the trainedAE and performs fine-tuning

of the weights and biases using the Back propagation.
6: Finally, the weights {Wh, 1 ≤ h ≤ k}, bias vectors
{bh, 1 ≤ h ≤ k}, and Yk i (1 ≤ i ≤ m) are obtained.

D. DEEP NEURAL NETWORK (DNN)
DNN is a feed-forward neural network that utilizes more than
two hidden representations to generate optimized results. The
training data is passed to the input layer, then to the hidden
layers and then to the output layer, which is responsible
to produce results. DNN contains the input layer, at least
two hidden layers, and an output layer [42]. The basic
difference between ANN and DNN is that ANN can work
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FIGURE 1. Proposed system model.

with one hidden layer as well. However, DNN must have
at least two hidden layers. DNN utilizes its hidden layers to

learn the hidden patterns by mapping the dependent and the
independent variables [43].
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The hidden layers of DNN represent a fully connected
network, which exhibits that any neuron from the previous
layer is connected to every neuron in the next layers and
learns the hidden pattern from the training data. The main
advantage of DNN is that it easily handles labeled and
unlabeled data. Due to multiple hidden layers, DNN can
easily learn the complex relationships from large amounts
of training data. The DNN model comprises of a linear
activation function given in Equation 4.

a =
∑

wixi + bi (4)

where the inputs of each neuron are represented by xi; wi
represents the weight and bi represents bias.
Multiple hidden layer’s outputs can be expressed as

follows.

f (x) = f [aL+1(hL(aL(· · ·(h2(a2(h1(a1(x))))))))]

aL(x) = W Lx + b (5)

where the hidden layers are denoted by L and f(x) shows the
output of DNN [44], [45]. The working of DNN is given in
Algorithm 2.

Algorithm 2 Deep Neural Network
Input: X ,Y of dataset with size [N , dx] and [N , 1],

respectively.
Output: updated weights wi, bias values bi

1: w0 = Parameter (size = [d0, dx])
2: h0 = ReLU

(
XwT0

)
[N , d0]

3: w1 = Parameter (size = [d1, d0])
4: h1 = ReLU

(
h0wT1

)
[N , d1]

5: w2 = Parameter (size = [1, d1])
6: ŷ = ReLU

(
h1wT2

)
[N , 1]

7: l =
∥∥ŷ− y

∥∥2 LossFunction
8: w = (w0,w1,w2)

9: repeat
10: w = w− ρ▽wl
11: until convergence

E. VISUAL GEOMETRY GROUP (VGG-11)
VGG was proposed by Karen Simoyan and Andrew Zisser-
man of Oxford University in 2014. VGG-11 means that it has
11 layers. It is formulated to understand the depth of CNN
by increasing the hidden layers and reducing the kernel size.
It aims to reduce the number of parameters in the convolution
layer by introducing the fixed size kernel filter. VGG is
the variant of CNN that uses the convolution concepts,
which make the model best fit for the time series data.
CNN comprises of threemain components: convolution layer,
pooling layer, and fully connected layer. The input sequence
is first passed to the convolution layer, which convolves the
input data in such a way that it extracts the important features
from the input. This layer uses the filter map concept, which
formulates the output of the convolutional layer by iterating

through the input sequence. It calculates the filter values
by taking the dot product of filter values and input values.
The output of the convolutional layer is dimensionally high.
The pooling layer is utilized after the convolutional layer,
which receives the feature vector of the convolutional layer
and minimizes the dimensionality of the extracted features.
Then, the output is passed to the fully connected layer, which
takes the extracted features as input and is responsible for
the final output of the model as it follows the neural network
structure tomove the input sequence from themultiple hidden
layers. The activation function is utilized to obtain the desired
output [46], [47].

Each convolutional layer comprises a multiple number of
kernels and their calculations are performed by following
equation:

lt = tanh (xt ∗ kt + bt) (6)

where lt represents the output of convolution, the activation
function is tanh, xt shows the input vector, kt is the weight of
the convolution layer, and bt is the bias [46].

The pooling layer is utilized to minimize the high
dimensionality of extracted vectors by estimating the value
of region and calculated by the following equation:

al+1j (c, d) = max
0≤p,q<m

{
alj (c · m+ p, d · m+ q)

}
(7)

The fully connected layer is utilized after the pooling layer.
The features are extracted and dimensionality is reduced. It is
used to train the model and to obtain the desired outputs [48].
VGG also has the same structure as that of CNN and

comprises of convolutional layer, pooling layer and fully
connected layer. The difference is in the number of convolu-
tional layers, change in parameters of the convolutional layer,
specific selection of approach in the pooling layer, the change
in configuration of pooling layer, increase in the number
of fully connected layers and parametric values of the fully
connected layer.
Convolutional Layer: At this layer, the kernel of size 3*3,

stride with value 1 and ReLU activation function are used.
VGG-11 consists of 8 convolutional layers.
Max Pooling Layer: At this layer, max pooling is used that

selects the maximum value from the extracted feature map of
the convolutional layer. Stride is fixed to 1 that defines the
procedural steps for the hidden layers.
Fully Connected Layer: The output of max pooling layer is

passed to the fully connected layer that is responsible for the
training of extracted features. Three fully connected layers
are used that are responsible to transform the output of the
model. In the proposed model, 1D convolutional layer with
kernel size 3 and 1D pooling layer are utilized because we are
dealing with the time series data [49]. The main advantage
of VGG is better prediction results due to the increase in
the number of convolutional layers. VGG improves the depth
of the model using the small kernel values. The working of
VGG-11 is given in Algorithm 3.
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Algorithm 3 Visual Geometry Group

Input: Input data, X =
{
X (1),X (2), . . . ,X (k)

}
, Y of

dataset.
Output: Updated weights, bias vectors and output of

hidden layer.
1: C1 = Parameter (size = [64,MaxP])
2: C2 = C1 (size = [128,MaxP])
3: C3 = C2 (size = [256])
4: C4 = C3 (size = [256,MaxP])
5: C5 = C4 (size = [512])
6: C6 = C5 (size = [512,MaxP])
7: C7 = C6 (size = [512])
8: C8 = C7 (size = [512,MaxP])
9: FC1← FC (C8, size = [4096]); where FC() represents

fully-connected layer for regression.
10: FC2← FC1 (size = [4096])
11: FC3← FC2 (size = [1000])
12: Y = FC3

F. SUPPORT VECTOR REGRESSOR (SVR)
SVR is a supervised ML technique that can easily be used for
linear and non-linear data points. SVR is purely based on the
SVM for the cost prediction of healthcare. SVR classifies and
divides the data points into different classes. The separation
of data points based on the hyperplane depends on the nature
of the dataset. So, the SVR finds the best decision boundary
that optimally separates the data points. The data points
nearest to the hyperplane are known as the support vectors.
SVM uses the support vector points to create a hyperplane
and maximizes the margin between the line and the support
vector points [50]. The hyperplane can be represented using
Equation 8.

y = wX + b (8)

where X represents the data points of the dataset,w represents
the weights and b highlights the intercept at zero value.

SVR is primarily used for the regression task. The main
advantages of SVR are that it performs better when the data
is linear and high dimensional. Due to the utilization of
hyperplane and support vector points, SVR is also found to
be memory efficient.

G. GRADIENT BOOSTING REGRESSOR (GBR)
GBR is an ML technique that aims to convert weak learners
into strong learners. It creates an ensemble by combining
multiple weak learners. It uses multiple same-sized decision
trees and adopts the iterative approach in which every
iteration strengthens the ensemble model. Moreover, GBR
is considered to be the best fit for finding the complex
relationships between the features and the independent
variables of the dataset [51]. To optimize the GBR prediction,
the prediction error needs to be minimized, which is done
using Equation 9.

r1 = y− mean (y) (9)

where r1 represents the residual errors of prediction and y
denotes the target variable. The main advantage of GBR
is the efficient handling of missing values and outliers.
It easily computes the non-linear relationship among the
features. It can be easily trained on different loss functions
and performs better with numerical and categorical values.

Algorithm 4 Working of Proposed Model 1: Hybrid
SAE-DNN

Input: X =
{
X (1),X (2), . . . ,X (k)

}
, Y of dataset

Output: Output Y of hybrid SAE-DNN model
1: Take X and Y from Healthcare Providers Dataset
2: Apply Mode imputation on X and Y
3: Apply Z-Score on X and Y
4: Apply Standard Scaler Normalization on X and Y
5: Split the X and Y into Xtrain, Ytrain, Xtest and Ytest
6: SAE working mechanism:
7: Input layer Si = Xtrain and Ytrain
8: Encoder layer Ei = Si
9: Decoder layer Di = Ei
10: Train the SAE using encoder and decoder
11: Pass the output of Di to DNN
12: DNN working mechanism:
13: Input layer yi = Di
14: Hidden layer hi = ReLU

(
DiwT0

)
15: wi = Parameter (size = [d0, dx])
16: Output layer ŷ = relu

(
h1wT2

)
[N , 1]

17: l =
∥∥ŷ− y

∥∥2 LossFunction
18: Performance Metrics
19: MSE ← meanSquaredError(Ytest, ypred)
20: RMSE←

√
mse

21: MAE← meanAbsoluteError(Ytest, ypred)
22: R− squared ← R− squaredscore(Ytest, ypred)

In the hybrid SAE-DNN model, input features from the
healthcare providers data are passed to the SAE-DNN and the
cost of the healthcare providers is estimated. In DL models,
the values of hyper-parameters play an important role in the
training of data as the best-fit learning of the model and
performance depend on these values. The hyper-parameters
of SAE-DNN are epoch, batch size, activation function,
optimizer, and loss function. Number of epochs is selected
to be 20 and the batch size is taken as 32. Moreover, ReLU
activation function, Adam optimizer andMSE, RMSE,MAE,
and R-squared, as a loss metric are used for SAE-DNN.
After the sequence of SAE, DNN is used to predict the cost
estimation of healthcare providers. DNN consists of multiple
hidden layers and dense layers that perform back propagation
to optimize the weights, which helps in efficient prediction
of healthcare providers. The working of hybrid SAE-DNN is
given in Algorithm 4 and the hyper-parameters of SAE-DNN
are provided in Table 3.
In the hybrid VGG-DNNmodel, the Healthcare Providers’

Dataset is cleaned using the ML techniques. After the
preprocessing of the dataset, scaled features of the input data
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TABLE 3. Hyper-parameters’ values of proposed model 1: hybrid
SAE-DNN.

Algorithm 5 Working of Proposed Model 2: Hybrid
VGG-DNN

Input: Input data as X =
{
X (1),X (2), . . . ,X (k)

}
, Y of

dataset
Output: The output Y of hybrid SAE-DNN model

1: Take X and Y from Healthcare Providers Dataset
2: Apply Mode imputation on X and Y
3: Apply Z-Score on X and Y
4: Apply Standard Scaler Normalization on X and Y
5: Split the X and Y into Xtrain, Ytrain, Xtest and Ytest
6: VGG working mechanism:
7: Input layer Si = Xtrain and Ytrain
8: Ci = Ci (size = [Filteri,MaxP])
9: FCi ← FCi (Ci, size = [Densei]); where FC() repre-

sents fully-connected layer for regression
10: Train the VGG using multiple Ci and FCi
11: DNN working mechanism:
12: Input layer yi = Di
13: Hidden layer hi = ReLU

(
DiwT0

)
14: wi = Parameter (size = [d0, dx])
15: Output layer ŷ = ReLU

(
h1wT2

)
[N , 1]

16: ypred =
∥∥ŷ− y

∥∥2 LossFunction
17: Hybrid working mechanism:
18: concatenate the output of VGG and DNN
19: Concat =

(
VGGoutput ,DNNoutput

)
20: Train the hybrid model using the VGG and DNN
21: Performance Metrics
22: MSE ← meanSquaredError(Ytest, ypred)
23: RMSE←

√
mse

24: MAE← meanAbsoluteError(Ytest, ypred)
25: R− squared ← R− squaredscore(Ytest, ypred)

are fed to the VGG-11 that is used to perform dimensionality
reduction of the input data. It consists of eight convolutional
layers and three dense layers that aim to explicitly extract
the useful features and reduce the dimensionality of the
obtained features. The extracted features are passed to the
DNN model that accepts the feature and trains the model on
training data. It learns the hidden pattern from the dataset.
The hidden layers and the dense layer of DNN are used to
finally predict the outcomes of cost regarding the healthcare
providers. The hyper-parameters’ values of VGG-DNN are
fundamental for the prediction. The results depend on the
values of hyper-parameters. The number of epochs is taken

TABLE 4. Hyper-parameters’ values of proposed model 2: hybrid
VGG-DNN.

to be 20 with the batch size 32. Also, Adam optimizer is
used along with ReLU activation function. The loss functions
used such as MSE, RMSE, MAE and R-squared. While, the
value of both linear and padding value is the same. The
complete details of VGG-DNN are provided in Algorithm 5
and hyper-parameters are well defined in Table 4.

Algorithm 6 Working of Proposed Model 3: Hybrid
VGG-SAE

Input: X =
{
X (1),X (2), . . . ,X (k)

}
, Y of dataset

Output:Weights, bias vectors and the output Y of hybrid
SAE-DNN model
1: Take X and Y from Healthcare Providers Dataset
2: Apply Mode imputation on X and Y
3: Apply Z-Score on X and Y
4: Apply Standard Scaler Normalization on X and Y
5: Split the X and Y into Xtrain, Ytrain, Xtest and Ytest
6: VGG working mechanism:
7: Input layer Si = Xtrain and Ytrain
8: Ci = Ci (size = [Filteri,MaxP])
9: FCi ← FCi (Ci, size = [Densei]); where FC() repre-

sents fully-connected layer for regression
10: Train the VGG using multiple Ci and FCi
11: SAE working mechanism:
12: Input layer Si = Xtrain and Ytrain
13: Encoder layer Ei = Si
14: Decoder layer Di = Ei
15: Train the SAE using encoder and decoder
16: Hybrid working mechanism:
17: concatenate the output of VGG and SAE
18: Concat =

(
VGGoutput , SAEoutput

)
19: Train the hybrid model using the VGG and SAE
20: Performance Metrics
21: MSE ← meanSquaredError(Ytest, ypred)
22: RMSE←

√
mse

23: MAE← meanAbsoluteError(Ytest, ypred)
24: R− squared ← R− squaredscore(Ytest, ypred)

In the hybrid VGG-SAE model, input data is first
preprocessed. Then, the VGG is used for dimensionality
reduction and SAE is used for cost prediction of healthcare
providers. The hyper-parameters’ values of VGG-DNN are
fundamental for the prediction as the results depend on them.
The number of epoch is 20, the batch size is 32, the optimizer
is Adam, the loss functions such as MSE, RMSE, MAE and
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TABLE 5. Hyper-parameters’ Values of Proposed Model 3: Hybrid
VGG-SAE.

R-squared, and the activation functions are ReLU and Linear.
VGGuses convolution andmax pooling to extract the features
more accurately than traditional ML techniques and reduce
the dimensions. DNN also uses its hidden layers to accurately
predict the cost of healthcare providers. By VGG-SAE, the
prediction results are improved as compared to individual
VGG and SAE. The overview of the proposed VGG-SAE is
given in Algorithm 6 and the details of hyper-parameters are
provided in Table 5.

H. MODEL INTERPRETATION
DL models exhibit the black box approach where the input is
passed to each model and the respective output is generated.
The internal working of the models is unknown and how the
models calculate the output is also hidden. SHAPley is used to
explain the output of the hybrid models. The output of each
hybrid models is passed to SHAPley as an input. It further
breakdowns the output and explains the contributions of each
model. It also explicitly explains the importance of each
feature in the prediction outcome. It uses the coalition game
inwhichmultiple players are selected. Each player is awarded
based on its performance. In SHAPley, SHAP values and
explainers are used to highlight the importance of each feature
in the output. SHAP values are represented as a matrix that
exhibits the score of each feature [52]. Explainers receive the
desired model as input and extract the importance of each
feature in the prediction using Equation 10.

g
(
z′
)
= o0 +

M∑
j=1

øjz′j (10)

where z′ represents the features of hybridmodel,M represents
the total size of features and o explains the score values for
each vector.

V. SIMULATION RESULTS
The simulation results and their discussions are elaborated
in this section. All combinations of DL models are executed
three times and the best values are shown in the simulation
results. Simulation results are obtained using a COLAB
notebook. Python language is used to implement the proposed
models. The results are recorded over the same time frame.
The results are obtained using multiple DL models such as
SAE, DNN and VGG, and their different combinations such
as VGG-SAE, VGG-DNN and SAE-DNN. To understand

the contribution of each feature in the prediction results,
SHAPley is used on VGG-SAE, VGG-DNN and SAE-DNN.
The SHAPley model is evaluated on a 50% dataset to explain
the score of each feature. The Healthcare Providers Dataset is
evaluated with and without using the optimized parameters.
Without hyper-parameter tuning, the hyper-parameters of
these DL models are the same for each individual and hybrid
combination. The epoch and batch size are themost important
hyper-parameters of any DL model used for both single and
hybrid models. The number of epochs is taken as 20 while
the batch size is taken as 32. In addition, Adam optimizer
is used along with ReLU, linear and softmax as activation
functions, and MSE as a loss metric for all single and hybrid
models used in this paper. The number of epoch is selected to
be 20 because all the models stop approximately in between
18 to 23 epoch. So, our models perform the best in this range
and if the epoch size increases to 40 or 50, the model will
overfit and the prediction results will be unfavorable. So, 20 is
the best value of epoch for this specific problem. Secondly,
the standard rule of thumb regarding the values of batch
size is 32 in which the model performs the best using these
hyper-parameters. To evaluate the performance of these DL
models, different performance metrics are used such as MSE,
RMSE,MAE, R-squared and the execution time.With hyper-
parameter tuning on Healthcare Providers Dataset, different
hyper-parameter values are obtained according to the nature
and complexity of the hybrid models. For VGG-SAE, the
epoch value is 20, the learning rate is 0.001, and the batch
size is 32. For VGG-DNN, the learning rate is 0.01, the epoch
value is 25, and the batch size is 64. For SAE-DNN, the
learning rate is 0.01, the epoch value is 30, and the batch
size is 16. The random search technique is also implemented
on Hospital Inpatient Cost Transparency dataset and different
hyper-parameter values are obtained. For VGG-SAE, the
epoch value is 25, the learning rate is 0.01, and the batch
size is 32. For VGG-DNN, the learning rate is 0.1, the epoch
value is 20, and the batch size is 32. For SAE-DNN, the
learning rate is 0.01, the epoch value is 30, and the batch size
is 16.

The results of these DL models are explicitly mentioned in
Tables 6, 7, 8 and 9. According to Table 6, individual models
such as SAE, DNN, and VGG take less time than hybrid
models. VGG takes more time to train the model because
VGG is an extensive network and is trained on approximately
138 million parameters that results in better performance.
However, VGG takes more time to train its parameters
on the training data. In Table 7, the results are obtained
using the Hospital Inpatient Cost Transparency dataset in the
absence of optimized hyper-parameters. Different evaluation
metrics are used to analyze the performance of the DL
models. The DL models also perform better on the Hospital
Inpatient Cost Transparency dataset. The hybrid models such
as VGG-SAE, VGG-DNN, and SAE-DNN perform better
than their individual models such as VGG, DNN, and SAE.
In Tables 8 and 9, the result of performance metrics are
provided when using the optimized parameters for two
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different datasets. The results are better than the results
obtained without using the optimized parameters. The
proposed hybrid DL models such as VGG-SAE, VGG-
DNN, and SAE-DNN are compared with the ML techniques
such as SVR and GBR. The hybrid models are superior
to ML techniques because the DL models more efficiently
predict the cost of healthcare providers than ML techniques.
In Tables 6 and 7, the prediction results of DL models and
ML techniqueswithout using the optimized hyper-parameters
are elaborated. The MSE, RMSE, MAE, and R-squared
errors of ML techniques are more than the errors obtained
using the proposed DL models, which confirms that
the proposed models are better and more accurate than
ML techniques.

Different evaluation parameters are used to determine
the performance of each model. MSE also plays an impor-
tant role in finalizing the best model. It is the average
squared difference between the actual and the predicted
values. MSE shows how well the model predicts the data.
In Figures 2 and 3, the MSE values are depicted for
each DL model. In the context of MSE values, the hybrid
models such as VGG-SAE and SAE-DNN exhibit the same
behavior. VGG-SAE and SAE-DNN have the same MSE
value that is 0.01. In the hybrid models, the MSE of
VGG-DNN is increased by 0.1 than other deep models such
as VGG-SAE and SAE-DNN.However, it also competes with
its individual models such as VGG and DNN. This value
indicates that the proposed hybrid models will predict the
data accurately and best fit the training data. The hybrid
model takes more time than individual techniques. However,
in the case of MSE, SAE-DNN, VGG-SAE and VGG-DNN
outperform the standard SAE, DNN and VGG. DNN
performs the worst and its value of MSE is the highest that is
0.98 because DNN tends to face problems in interpreting the
results.

RMSE is the square root of the MSE between the predicted
and the actual values [53]. In Figures 4 and 5, the RMSE
values are explicitly shown against the deep models. DNN
performs the worst in the context of RMSE. It has the
highest RMSE value, i.e., 0.99, which means it does not fit
the model correctly and does not predict the actual values
accurately. SAE-DNN also performs the best as it beats the
SAE and DNN with RMSE value of 0.12. In SAE-DNN,
SAE is responsible for feature engineering, which aims to
transform the input features into high-level representations of
the extracted features. The transformation helps the model to
map the feature vectors perfectly, which decreases the error
between the predicted and the actual values. Multiple hidden
layers with small and fixed values of filter maps help theVGG
combinations to map the features more precisely than DL
models and improve the prediction error. The RMSE of SAE
is 0.44 and that of DNN is 0.99, so the SAE-DNN, VGG-
DNN, and VGG-SAE outperform the individual models in
terms of RMSE.

In Figures 6 and 7, MAE values are calculated for each
deep model. DNN performs the worst in the context of MAE.

The MAE value of DNN is 0.24 that is the highest of all
deepmodels. SAE andVGG exhibit better performance in the
context of MAE value. The hybrid models such as VGG-SAE
and VGG-DNN exhibit the same MAE value that is 0.03.
The value of 0.03 shows that the hybrid models outperform
the individual models and perform perfect mapping between
the independent and the dependent variables. SAE-DNN
also outperforms its baseline models. The MAE value of
SAE is 0.03 and the MAE value of DNN is 0.24. VGG-
DNN also performs better than VGG and DNN as the error
in VGG-DNN is less than both VGG and DNN, which
is 0.19 and 0.24, respectively. However, the MAE value
of VGG-DNN is 0.03. The third combination, which is
VGG-SAE, also performs better than individual models,
VGG and SAE. VGG-SAE performs better than VGG and
SAE. VGG takes more training time to train its parameters
that are approximately 138 million in number. It tends to
reduce the dimensions of the features using its pooling
layer. However, it increases the overall performance of the
prediction model. In the SAE-DNN model, SAE is used
to refine the input in such a way that the input features
are fully transformed into a high representation of extracted
features. It helps the DNN model to pass only the important
features for training the model. SAE-DNN, VGG-DNN,
and VGG-SAE are outperforming combinations of models,
which make these deep models better than VGG, SAE,
and DNN.

R-squared determines the best fit of models and indicates
the percentage of the variance between the dependent and
independent variables. Its value lies between 0 and 1. If the
values are close to 1, it means that the model performs
perfectly and correlate. In Figures 8 and 9, R-squared values
are plotted against their models. The hybrid models perform
the best according to their R-squared value of 0.98, which
indicates that the model best fits on the training data. DNN
exhibits the least R-squared value of 0.16, which means
that the DNN model does not best fit the model and does
not perform accurately. DNN contains at least two hidden
layers that lack in learning hidden patterns from the extracted
features and poorly map the correlation between dependent
and independent feature vectors. SAE-DNN outperforms
SAE andDNN because the encoder and decoder functionality
of SAE reduces the dimensions of the provided input features
that results in high predictive performance and less time
taken by the model. DNN performs the worst because
it is computationally expensive and has more chance of
over-fitting, which lessens the capability of learning the
hidden features. The SAE-DNN also outperforms its baseline
models, which are SAE and DNN. The R-squared value for
SAE-DNN is 0.98, for SAE is 0.82 and for DNN is 0.16.
VGG-DNN also performs better than its baselinemodels. The
R-squared value of VGG-DNN is 0.97, for VGG is 0.69 and
for SAE is 0.82. VGG-SAE also outperformsVGG. TheVGG
model is trained on 138 million parameters that results in
increase in the performance of the model. The R-squared
value of SAE-DNN is 0.98, whereas the R-squared value of
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TABLE 6. Prediction results with hybrid deep learning models for the healthcare providers dataset without using optimized hyper-parameters.

TABLE 7. Prediction results with hybrid deep learning models for the hospital inpatient cost transparency dataset without using optimized
hyper-parameters.

TABLE 8. Prediction results with optimized parameters on hybrid deep learning models for the healthcare providers dataset using optimized
hyper-parameters.

TABLE 9. Prediction results with optimized parameters on hybrid deep learning models for the hospital inpatient cost transparency dataset using
optimized hyper-parameters.

FIGURE 2. MSE plots of individual and hybrid DL models for the healthcare providers and hospital inpatient cost transparency datasets.
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FIGURE 3. MSE comparison of ML techniques with hybrid models on healthcare providers and hospital inpatient cost transparency datasets.

FIGURE 4. RMSE comparison of individual and hybrid DL models for the healthcare providers and hospital inpatient cost transparency datasets.

VGG is 0.69. While it is 0.82 for SAE. So, SAE-DNN, VGG-
DNN, and VGG-SAE are the best fit for the training data.

Computational time is the time taken by the model training
in which the model learns the hidden patterns. It maps
the relationship between the dependent and independent
variables of the training data. In Figures 10 and 11, the
execution time is explicitly shown for each DL model.
VGG-SAE takes the maximum time among all the hybrid
models that is 12 minutes and 31 seconds. It is because
VGG contains eight convolutional layers. Each convolutional
layer contains fixed kernel values. However, DNN takes the
minimum time, which is 3 minutes and 22 seconds. It is
because DNN requires at least two hidden layers to train the
model that consumes less time. However, the model gives low
performance. By considering all the hybrid combinations of
DL models, SAE-DNN takes the least time that is 7 minutes
and 30 seconds whereas VGG-DNN takes 9 minutes and
43 seconds. By looking at Figure 10, from all the individual

models, VGG takes the maximum time that is 10 minutes and
45 seconds while SAE takes less time that is 4 minutes and
11 seconds. The hybridmodels takemore time than individual
models. However, they increase the prediction power of the
model by correctly predicting the values.

The optimal selection of features is validated using the
SHAPley model. SHAPley explicitly provides the impor-
tance of each feature of the dataset. Different plots such
as summary plot, bar plot, dependence plot and force
plot are used for VGG-SAE, VGG-DNN and SAE-DNN.
In Figures 12 and 13, the dependency plots of VGG-SAE,
VGG-DNN and SAE-DNN model for Average Submitted
Charge Amount and Average Medicare Payment Amount
features are shown. In the dependency plots, the SHAP value
increases with the feature value which means that the features
have a positive effect on the prediction outcomes of VGG-
SAE, VGG-DNN and SAE-DNN. In Figures 14, 15 and 16,
the results of the SHAP model on the VGG-SAE model
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FIGURE 5. RMSE comparison of ML techniques with hybrid models on healthcare providers and hospital inpatient cost transparency datasets.

FIGURE 6. MAE comparison of individual and hybrid DL models for the healthcare providers and hospital inpatient cost transparency datasets.

FIGURE 7. MAE Comparison of ML techniques with hybrid models on healthcare providers and hospital inpatient cost transparency datasets.
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FIGURE 8. R-squared Score Comparison of Individual and Hybrid DL Models for the Healthcare Providers and Hospital Inpatient Cost Transparency
Datasets.

FIGURE 9. R-squared Comparison of ML techniques with hybrid models on healthcare providers and hospital inpatient cost transparency datasets.

FIGURE 10. Time comparison of individual and hybrid DL models for the healthcare providers and hospital inpatient cost transparency datasets.

are presented. According to the summary plot, the first
two features, Average Medicare Payment Amount and
Average Medicare Allowed Amount, show the maximum

contribution on the predictions of the model. The remain-
ing features have little effect on the outcomes of the
model.
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FIGURE 11. Time comparison of ML techniques with hybrid models on healthcare providers and hospital inpatient cost transparency datasets.

FIGURE 12. Dependency plots of VGG-DNN model for average medicare
payment amount feature.

The Number of Distinct Medicare Beneficiary/Per Day
Services feature shows a negative effect on the predictions.
In the bar plot, the first two features exhibit maximum impact
on the prediction of VGG-SAE. In the force plot, the feature

FIGURE 13. Dependency plots of VGG-SAE, and SAE-DNN models for
average medicare payment amount feature.

in the red color such as Average Submitted Charge Amount
has a negative effect on the prediction. The values in the
blue color such as Average Medicare Payment Amount and
Average Medicare Allowed Amount exhibit a positive effect
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FIGURE 14. Summary plot of VGG-SAE model.

FIGURE 15. Bar plot of VGG-SAE model.

FIGURE 16. Force plot of VGG-SAE model.

on the prediction of VGG-SAE. In Figures 17, 18 and 19,
the plot results of VGG-DNN are mostly similar to the
VGG-SAE model. The only difference in the summary plot
is that the SHAP value of the feature Average Medicare
Allowed Amount is less than the SHAP values in VGG-SAE.
In Figures 20, 21 and 22, the SHAP values of SAE-DNN
prioritize the first two features such as Average Medicare
Payment Amount and Average Medicare Allowed Amount.
while, other than the first two features, the impact of other
features on the prediction is negligible. From the force plot

of SAE-DNN, it is visible that the Average Submitted Charge
Amount has a negative impact on prediction. While the
Average Medicare Payment Amount and Average Medicare
Allowed Amount have a positive impact on the predictions.

VI. CONCLUSION
In this paper, new hybrid models such as SAE-DNN, VGG-
DNN, and VGG-SAE are proposed to predict the cost estima-
tion of healthcare providers. In these hybrid combinations,
deep models are specifically used to reduce the dimension-
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FIGURE 17. Summary plot of VGG-DNN model.

FIGURE 18. Bar plot of VGG-DNN model.

FIGURE 19. Force plot of VGG-DNN model.

FIGURE 20. Summary plot of SAE-DNN model.
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FIGURE 21. Bar plot of SAE-DNN model.

FIGURE 22. Force plot of SAE-DNN model.

ality reduction of the training dataset and extract the feature
vectors using the neural network architecture. It contributes
to performance by selecting only relevant features of input
features. After the dimensionality reduction, the prediction of
the cost estimation of the healthcare providers is performed.
Random search is utilized to obtain the optimal hyper-
parameters of each hybrid model. To check the robustness
of our proposed approach, the proposed models are validated
on two different datasets. SHAPley is used to explain the
importance of each feature in the prediction performed by the
hybrid models. The three combinations of hybrid models help
the patients in healthcare resource allocation and resource
management. SAE-DNN, VGG-DNN, and VGG-SAE are
compared with other DL models such as SAE, DNN, and
VGG. With the hyper-parameter tuning of the Healthcare
Providers Dataset, VGG-SAE achieved MSE of 0.01, RMSE
of 0.13, MAE of 0.02, and R-squared of 0.98. VGG-DNN
achieved MSE of 0.01, RMSE of 0.12, MAE of 0.02,
and R-squared of 0.99. SAE-DNN achieved MSE of 0.01,
RMSE of 0.11, MAE of 0.02, and R-squared of 0.99. With
the hyper-parameter tuning of the Hospital Inpatient Cost
Transparency Dataset, VGG-SAE achieved MSE of 0.007,
RMSE of 0.08, MAE of 0.03, R-squared of 0.99, and
execution time of 1680 seconds. VGG-DNN achieved MSE
of 0.0006, RMSE of 0.08, MAE of 0.03, R-squared of 0.99,
and execution time of 645 seconds. SAE-DNN achievedMSE
of 0.003, RMSE of 0.06,MAEof 0.02, R-squared of 0.99, and
execution time of 850 seconds. SAE-DNN, VGG-DNN, and
VGG-SAE outperformed individual DL models concerning

different evaluation parameters such as MSE, RMSE, MAE
and R-squared score.

VII. FUTURE WORK
The DL models perform more accurately in healthcare than
ML techniques. VGG-SAE, VGG-DNN, and SAE-DNN
predict the cost of healthcare providers more accurately than
individual models and ML techniques such as VGG, SAE,
DNN, SVR, and GBR. However, these techniques have some
limitations that will be handled in the future in a better way.
SAE lacks to learn the information as much as possible
regardless of relevant data. Due to multiple AE layers, it takes
more time to process the dataset. SAE is very sensitive
to a noisy or unprocessed dataset that results in wrongly
predicting the cost of healthcare providers. The latent space in
the bottleneck is very narrow, which restricts further training
of the model. During the encoding and decoding process,
SAE loses the important information that may be important
for the prediction. DNN faces the vanishing gradient problem
that takes more time to train the model. Also, due to the
addition of multiple hidden layers in the DNN, it takes more
computational time and resources. VGG takes more time
to train the model due to the massive addition of layers
in the model. VGG needs to train 138 million parameters
that lead to the vanishing and exploding gradient problems.
SVR performs wrong prediction on large datasets. It is
more sensitive to noisy values of the dataset that affect the
prediction. Also, it underfits when the feature values exceed
the training data points. GBR lacks the ability to consume
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more computational resources due to a massive number of
decision trees. In addition, GBR does not perform better on
large datasets and may overfit when the model is complex.
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