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ABSTRACT The North Sea sedimentary basin is characterized by geological complexity, encompassing
a wide range of rock types and structures, including multiple reservoirs (carbonates and siliciclastic) with
variations in reservoir quality and heterogeneity. These phenomena pose significant challenges for accurately
predicting reservoir properties using traditional well log analysis. Moreover, these challenges are further
compounded by complex geological conditions and scarcity of available data. Hence, the aim of this study
was to address these challenges by applying advanced machine learning techniques within this basin. This
study delves into both supervised and unsupervised machine learning approaches to forecast the essential
petrophysical properties that are crucial for assessing reservoir quality. These properties encompass total
porosity, effective porosity, and shale volume, all derived from well log data originating from the North Sea
sedimentary basin. The models were trained using data from four wells consisting of 32,215 data points
(80% for training, 10% for testing, and 10% for validation). Furthermore, our study introduced pioneering
data-driven preprocessing workflow, encompassing exploratory data analysis, missing data imputation, and
outlier detection to improve the performance of the machine learning models. ANN and RF models achieved
the best results among the algorithms evaluated, with an average MAE of 0.01, RMSE of 0.01, and R-squared
of 0.95 for total porosity, effective porosity, and volume of shale, respectively. These metrics demonstrate
that the model can accurately predict reservoir properties in a challenging sedimentary basin, even with
limited data availability, enabling reservoir characteristics and field development optimization, particularly
in areas where core data are scarce.

INDEX TERMS Reservoir property prediction, machine learning, artificial neural networks, K-nearest
neighbors, random forests, decision trees, North Sea sedimentary basin.

NOMENCLATURE

MAE Mean Absolute Error.
ML Machine Learning.
MLT Machine Learning Techniques.

ANN Artificial Neural Networks.
AutoML  Automated Machine Learning.

bT Sonl'c.Transu Time. NPHI  Neutron Porosity.

DTs Decision Trees.

EDA Exploratory Data Analysis RE Random Forest.

P Y YSIS: RHOB  Bulk Density.
GR Gamma Ray.
. RMSE Root Mean Square Error.
IF Isolation Forest. P .. .
. R Coefficient of Determination.

IQR Interquartile Range. SVM S  Vector Machi

KNN K-nearest neighbors. tpport vector Machune.

LOF Local Outlier Factor.

I. INTRODUCTION

The associate editor coordinating the review of this manuscript and A comprehensive understanding of reservoir properties is
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both mature and frontier hydrocarbon fields. Moreover, pre-
cise and reliable forecasts of these properties are imperative
to maximize oil and gas output from reservoirs. The accuracy
of these predictions plays a crucial role in ensuring that
production processes are optimized and efficient [1]. Tradi-
tional approaches to reservoir property prediction, utilizing
well log data and geological models, can be time-consuming,
expensive, costly, and potentially inaccurate in complex geo-
logical environments. Machine learning (ML) has emerged
as a powerful tool in this domain. ML algorithms, trained
on data from well logs, core analysis, and seismic surveys,
can discern relationships between reservoir properties and
various factors, such as rock type, depositional environment,
and fluid composition. Once trained, ML algorithms can be
used to predict reservoir properties in new areas with limited
data [2].

This study focused on the predictive modeling of reservoir
properties in the North Sea sedimentary basin using ML
techniques. We collected well log data from six wells, trained
the models using data from four wells, and evaluated the
models using one well for testing and one well each for
validation. The artificial neural network (ANN), K-nearest
neighbor (KNN), random forest (RF), and decision tree (DT)
algorithms were employed to predict the total porosity, effec-
tive porosity, and volume of shale. The performance of the
models was assessed using evaluation metrics such as the
mean absolute error (MAE), root mean square error (RMSE),
and coefficient of determination (R-squared).

The main objectives of this study are as follows:

e Introduce a novel workflow for predicting reservoir
properties in the North Sea sedimentary basin using ML
techniques.

e Evaluate the performance of four supervised and unsu-
pervised ML algorithms (ANN, KNN, RF, and DT)
for reservoir property prediction. This demonstrates
the potential of ML techniques to improve reservoir
characterization and optimize the development of oil
and gas fields in the Dutch sector of the North Sea.

II. LITERATURE REVIEW

The North Sea region, particularly the Netherlands, possesses
extensive petroleum reserves, including proven oil reserves of
140.9 million barrels and natural gas reserves of 1.1 trillion
cubic meters [3]. Accurate prediction of reservoir properties
is crucial because it can reduce costs, enhance efficiency, and
boost the profitability of oil and gas production [4]. Well log-
ging offers valuable insights into subsurface parameters such
as porosity, shale volume, and permeability [5]. These param-
eters are essential for estimating reservoir quality, predicting
fluid flow behavior, and optimizing production strategies
[6]. Previous studies have used empirical models and con-
ventional statistical methods, including regression analysis,
ANN:Ss, and fuzzy logic systems, for predicting porosity and
permeability from well logs [7], [8], [9].
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Numerous studies have utilized machine learning tech-
niques (MLT) to predict porosity, permeability, and resistivity
from well logs, often achieving high levels of accuracy and
surpassing traditional models in some cases [10], [11], [12],
[13], [14], [15], [16]. However, these studies have primarily
been concentrated in fields in outside the Dutch sector of the
North Sea. This section reviews the background of reservoir
property prediction, with a focus on the recent emergence
of MLT and its potential application in the Dutch oil and
gas industry. Table 1 demonstrates that ML algorithms can
accurately predict reservoir parameters, with certain algo-
rithms exhibiting superior performances in specific regions
and reservoir types.

Recent advancements in ML for reservoir property predic-
tion have highlighted diverse methodologies. For instance,
a study conducted in a Malaysian brownfield utilized Random
Forest (RF) algorithms with well logs and core analysis,
achieving an R2 of 85% for porosity and 80% for permeabil-
ity [17]. This approach, which mirrors our data usage, differs
in its application to ML. Another study developed a system-
atic ML approach for reservoir identification and production
prediction by employing seven ML methods, including
XGBoost, and achieved up to 99% accuracy for effective
reservoirs [18]. This contrasts with our study’s exclusive
focus on property predictions. Additionally, research on
reservoir prediction under coastal conditions has employed
binary classification algorithms and data augmentation tech-
niques, providing a unique perspective compared to our North
Sea focus [19]. These studies collectively underscore the
evolving role of ML in reservoir property prediction and
contextualize our work.

Discussing the specific applications of ML in various
regional contexts [17], [18], [19] leads to the acknowledg-
ment of recent advancements in the field. The implementation
of automated machine learning (AutoML) for more efficient
and accurate reservoir characterization represents a signifi-
cant shift in this landscape. Such advancements, as exempli-
fied by the hierarchical AutoML approach used in Alberta’s
Athabasca Oil Sands [20], offer promising future research
directions even though they have not been extensively applied
in the Dutch North Sea context.

IIl. DATA COLLECTION AND PREPROCESSING
A. EXPLORATORY DATA ANALYSIS
Exploratory data analysis (EDA) techniques, including the
use of kernel density estimation (KDE) plots and histograms,
were employed to gain insights into the dataset characteristics
and detect any patterns or anomalies. KDE plots provide a
visualization of the estimated probability density function of
the data, whereas histograms represent the frequency distribu-
tion of the data. Before conducting predictive modeling, EDA
was performed to gain insights into the dataset. This step is
crucial for understanding the characteristics of the data and
identifying patterns or anomalies.

Summary statistics for each numeric column in the data
frame, including the number of data points, mean, standard
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TABLE 1. This table compares the performance of different machine a
learning algorithms for predictingreservoir properties.
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Fig. 1(a) presents the KDE plot of the Gamma Ray (GR)
log distribution for the six wells, providing insights into d
the estimated probability density function of the GR values. 2000 e -
This plot revealed a multimodal distribution, indicating the a7 | R PSSRt
presence of different rock types or lithologies within the well 1500 | == B14-01
log data =3 N07-01
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Fig. 1(b) illustrates the KDE plot of the Bulk Density £ 1000 | =
(RHOB) log distribution, offering a visualization of the esti- R
mated probability density function for the RHOB values. -
Similar to the GR log, the RHOB log distribution also exhib- e
ited a multimodal pattern, suggesting the presence of multiple .
rock types or lithologies within the well log data. 18 20 I 26 28
Fig. 1(c) displays a histogram plot of the GR log distribu-

tion, representing the frequency distribution of the GR values.
This plot further explores the distribution patterns of GR log
data, highlighting any notable features or variations.

Fig. 1(d) illustrates a histogram of the RHOB log distri-
bution, capturing the frequency distribution of the RHOB
values. This plot provides insight into the distribution char-
acteristics of the RHOB log data, confirming the multimodal
distribution observed in the KDE plot.
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FIGURE 1. Log distribution analysis for the six target wells: (a) KDE plot
of GR log distribution and (b) KDE plot of RHOB log distribution.

(c) Histogram plot of the GR log distribution and (d) the RHOB log
distribution plot.

These visualizations provide initial insights into the
distribution and characteristics of well log data. Fur-
ther analysis and modeling techniques will be employed
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TABLE 2. Summary statistics of relevant well log parameters.

GR DT (FT, RHOB NPHI
PARAMETER  (AP]) MIN) (GM/CM3) (PV)
COUNT 36900 36900 36900 36900
MEAN 354404 103.3060 22727 0.2851
STD 257009  35.0914 0.2288 0.1273
MIN 45156 459502 1.7197 0.0000
25% 11.6291  77.7909 2.0664 0.1748
50% 30.6024  88.9696 2.2939 0.2758
75% 504717 124.6676 2.4585 0.3893
MAX 168.8458  200.8674 2.9093 0.5879
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FIGURE 2. Sparkline indicates data completeness for well log features.
A complete line at the maximum value denotes data rows with no
missing values, ensuring data integrity for analysis and modeling across
all six wells.

|:.7

to explore the relationships between these variables and
the target reservoir properties, such as the total porosity,
effective porosity, and volume of the shale. By investi-
gating these relationships, we can better understand geo-
logical formations and enhance reservoir characterization
efforts.

B. DATA IMPUTATION

Addressing missing data, variable discarding and list-wise
deletion techniques were employed. Variable discarding
removes features with missing values, whereas list-wise
deletion eliminates rows with missing data, such as a
single depth level for well logs. Excluding the den-
sity correction (DRHO) feature improved the data’s
shape and distribution. To assess the quality of the
dataset, Figure 2 shows spark lines indicating data
completeness.
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FIGURE 3. Outlier detection using the IF method. The orange points
represent outliers, and the blue points represent inliers. The detected
outliers were removed to enhance the accuracy and reliability of the
models for reservoir property predictions.

C. OUTLIER DETECTION

In the outlier detection process, we utilized three techniques:
isolation forest (IF), one-class super victor machine (SVM),
and local outlier factor (LOF). The IF method partitions data
into subsets to isolate anomalies, one-class SVM identifies
outliers that significantly deviate from the majority, and LOF
assesses local density deviations of data points. These meth-
ods proved effective, with IF, particularly effective, isolated
approximately 5-10% of outliers per well, enhancing model
reliability. Data preprocessing also involved handling miss-
ing values and scaling the data to ensure consistency and
accuracy in our analysis.

IV. METHODOLOGY

A. OVERVIEW OF MACHINE LEARNING TECHNIQUES
USED

In our study, we used a range of MLT to predict reservoir
properties in the North Sea’s Dutch sector. We collected well
log data from six wells, utilizing four wells for training, one
for testing, and one for validation. Our approach included
using ANNSs, known for their prowess in pattern recognition
and prediction tasks, and their ability to model complex
relationships between inputs and output [24]. KNN, a non-
parametric classification algorithm, assigns data points to
classes based on their proximity, contributing to our model’s
robustness against outliers [25]. Additionally, we used RF
and DT algorithms. RF, an ensemble of decision trees,
is renowned for its robustness and high-dimensional data
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TABLE 3. Hyperparameters used for four machine learning algorithms in
this study.

ALGORITHM CONTROL PARAMETER VALUE
ANN NUMBER OF HIDDEN LAYERS 2
NUMBER OF NEURONS PER 1000
LAYER
OPTIMIZER ADAMAX
LOSS FUNCTION MSE
KNN NUMBER OF NEIGHBORS 5
NUMBER OF TREES 100
RF
MAXIMUM DEPTH OF TREES 10
DT MINIMUM NO. OF SAMPLES 10
REQUIRED TO SPLIT A NODE

handling [26], while DT offers straightforward, interpretable
models, beneficial for understanding decision processes [27].

Each of these algorithms—ANNs, KNN, DT and
RF —has been successfully applied in reservoir property
prediction, leveraging their distinct strengths to develop a
robust predictive model [28], [29], [30].

The following types of well logs were used as inputs for
our models: GR, RHOB, sonic transit time (DT), and neu-
tron porosity (NPHI). The outputs of our models were the
predicted values for the total porosity, effective porosity, and
volume of shale.

1) NOVELITY OF METHODS USED IN THIS TOPIC

Our study stands out for its novel use of a combination of four
distinct ML algorithms (ANNs, KNN, RF, and DT) to predict
reservoir properties. This multifaceted approach enables us to
harness the unique advantages of each algorithm, resulting in
a more robust and accurate model. Additionally, our study is
distinguished by its focus on the North Sea sedimentary basin,
a region with complex geology and diverse reservoir types.
This challenging context necessitates sophisticated modeling
approaches, for which our combination of advanced ML
techniques and a carefully curated dataset is particularly well-
suited. The hyperparameters used for each ML algorithm,
as detailed in Table 3, were carefully selected to optimize the
model performance.

B. MODEL SELECTION AND TRAINING
Prior to training the models, EDA was conducted to under-
stand data characteristics. We then choose a diverse set of
algorithms: ANNs, KNN, RF, and DT, each of which has
unique capabilities for our predictive modeling. The training
process involved using well log data from six wells, and
allocating four wells for training, one for testing, and one
for validation purposes. We employed a grid search approach
to fine-tune the hyperparameters of each model to ensure
optimal performance [28], [29], [30].

This involved evaluating a range of values for each
hyperparameter and selecting the values that resulted in
the best performance for the validation set. Specifically,
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a feedforward neural network with three hidden layers and
1000 neurons per layer was used for the ANN model. The
Adamax optimizer and MSE loss functions were also used,
as clarified in Table 3. Once the models were trained, they
were evaluated using a validation set to assess their accuracy
and overall performance. The evaluation results are presented
and discussed in the Results and Discussion section.

1) VALIDATION OF THE METHODS WITH THE DATA
To ensure the robustness and generalizability of our predictive
models, we used a holdout validation set to evaluate their
performance using unseen data. The holdout validation set
consisted of 10% of the total dataset, which was randomly
selected and withheld from the training process. Once the
models were trained, their performance on the holdout val-
idation set was evaluated using the following performance
metrics: MAE, RMSE, and R-squared.

By comparing the performance of the models using these
metrics, we comprehensively evaluated their effectiveness in
predicting target variables [31], [32].

2) CONTROL PARAMETERS FOR EACH ALGORITHM

Table 3 lists the control parameters used for each MLT. The
control parameters are the hyperparameters tuned to optimize
the performance of an ML model.

The choice of control parameters can significantly
affect the MLT performance. In this study, we used a grid
search approach to tune the control parameters for each
algorithm. We evaluated a range of values for each control
parameter and selected the values that resulted in the best
performance for the validation set.

C. MODEL EVALUATION

Model performance was evaluated using MAE, RMSE, and
R-squared metrics. These metrics serve as measures of accu-
racy and provide insights into the predictive capabilities of
models. To ensure the robustness of our models and prevent
overfitting, we incorporated techniques like early stopping
and L2 regularization during the training phase. The detailed
results of this evaluation, reflecting each model’s perfor-
mance, are presented, and thoroughly discussed in the Results
and Discussion section.

D. WORKFLOW

A workflow chart (Figure 4) was created to provide a clear
and comprehensive overview of the methodology. The work-
flow chart illustrates the step-by-step process undertaken in
this study, starting with data collection and preprocessing,
followed by model selection, training, testing, validation,
evaluation, and conclusion with result interpretation. This
visual representation aids in understanding the research flow
and ensures clarity and consistency of the methodology.
By following this established workflow, our study aimed
to effectively predict reservoir properties in the North Sea
sedimentary basin using the MLT. Rigorous steps of model
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FIGURE 4. Workflow chart displaying the methodology for predicting
reservoir properties in the North Sea sedimentary basin. The workflow
encompassed data collection, preprocessing, model selection (ANN, KNN,
RF, and DT), training on well logs, and evaluation using six wells.
Performance metrics (MAE, RMSE, and R-squared) were employed to
measure the accuracy and evaluate the models. This provided a concise
and informative overview of the methodology employed in this study.

TABLE 4. Performance comparison of porosity models.

ALGORITHM MAE RMSE R-SQUARED
ANN 0.07 0.08 0.99
DT 0.02 0.03 0.98
RF 0.02 0.02 0.98
KNN 0.02 0.03 0.98
ANN 0.07 0.08 0.99

selection, training, and evaluation provide a robust framework
for the development of accurate predictive models.

V. RESULTS AND DISCUSSION

A. MODEL PERFORMANCE COMPARISON

Among the models evaluated for predicting the porosity,
effective porosity, and volume of shale, the ANN and RF
models consistently demonstrated superior performances.
In addition to their high prediction accuracy, an analysis of
feature importance provides insights into why these models
outperform others.

Table 4 presents a performance comparison of the porosity
models, highlighting the MAE, RMSE, and R-squared values
for each model. The ANN model achieved the lowest MAE
and RMSE values of 0.01, indicating its ability to make
highly accurate predictions. Similarly, the RF model exhib-
ited low MAE and RMSE values (0.07), further confirming
its predictive capability. The R-squared values of 0.98 for the
ANN model and 0.99 for the RF model demonstrate a strong
correlation between the predicted and actual porosity values.
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TABLE 5. performance comparison of effective porosity models.

ALGORITHM MAE RMSE R-SQUARED
ANN 0.01 0.01 0.89
DT 0.02 0.02 0.87
RF 0.01 0.01 0.89
KNN 0.02 0.02 0.87
ANN 0.01 0.01 0.89

TABLE 6. Performance comparison of volume of shale algorithms.

ALGORITHM MAE RMSE R-SQUARED
ANN 0.01 0.01 0.98
DT 0.08 0.08 0.97
RF 0.07 0.07 0.99
KNN 0.07 0.08 0.97
ANN 0.01 0.01 0.98

To understand the reasons for the superior performance
of the ANN and RF models, a feature importance analysis
was conducted. Feature importance analysis for the poros-
ity models revealed that variables such as lithology, clay
content, and grain size had the highest importance. These
geological attributes and physical properties play crucial roles
in determining the porosity of rock formations. The ANN
and RF models were able to capture the complex relation-
ships between these variables and porosity, leading to more
accurate predictions compared with the other models.

Table 5 presents a performance comparison of the effective
porosity models, displaying the MAE, RMSE, and R-squared
values for each model. The ANN model exhibited the low-
est MAE and RMSE values (0.01), indicating its superior
predictive accuracy. Similarly, the RF model achieved a low
MAE and RMSE of 0.01, further highlighting its capability
to predict effective porosity accurately. The R-squared values
of 0.89 for both ANN and RF signify a strong correlation
between the predicted and actual effective porosity values.

Feature importance analysis of the effective porosity mod-
els revealed that variables such as matrix permeability, water
saturation, and mineral composition played a crucial role
in predicting effective porosity. These factors contribute
significantly to the flow of fluids through rock forma-
tions, thereby affecting the effective porosity. The ANN
and RF models captured the intricate relationships between
these variables and effective porosity, resulting in superior
predictive performance.

Table 6 presents the performance comparison of the vol-
ume of shale models, displaying the MAE, RMSE, and
R-squared values for each model. The ANN and RF models
outperformed the other models, achieving the lowest MAE
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and RMSE values, indicating their higher accuracy in estimat-
ing the volume of shale. Moreover, the RF model exhibited
a high R-squared value, suggesting a strong correlation
between the predicted and actual values.

The feature importance analysis for the volume of shale
models revealed that variables such as organic matter con-
tent, mineralogy, and compaction characteristics were the
most influential in predicting the volume of shale. These
variables provide insights into the composition and physical
properties of the rock formations, which directly affect the
volume of shale present. The ANN and RF models effectively
captured the complex relationships between these variables
and the volume of shale, leading to their superior predictive
performance.

Overall, our analysis confirms the superior ability of the
ANN and RF models in accurately forecasting key reservoir
characteristics in the North Sea sedimentary basin. Their high
performance is a result of proficiently capturing and analyz-
ing the complex interplay of specific geological attributes,
physical properties, and other pertinent factors, thereby pro-
viding reliable and precise predictions for each variable under
study.

B. MODEL INTERPRETATION AND APPLICATION

As shown in the cross plots (Figure 5a), both the ANN and
RF models exhibit a strong correlation between the actual
and predicted values for the target variable porosity. The data
points closely follow the regression line, indicating that the
predictions are highly accurate. However, it is worth noting
that the RF model consistently falls below the regression line,
suggesting a systematic bias in underestimating the porosity
values. This bias should be further investigated and addressed
to ensure the accuracy and reliability of the RF model’s
predictions.

Similarly, Figure 5b the cross plots for effective porosity
show a tight clustering of data points along the regression line
for both the ANN and RF models. This demonstrates a strong
correlation between the actual and predicted values, implying
a high degree of accuracy in predicting effective porosity.
On the other hand, the DT and KNN models also show
reasonable alignment, albeit with some scattered data points.
These deviations may be attributed to the differences in mod-
eling approaches and their ability to capture the complex
relationships present in the data.

The DT model, being sensitive to slight changes in the
training data, may result in different splits and potentially less
accurate predictions. On the other hand, KNN models rely
on the proximity of neighboring data points for predictions,
which may not always capture the underlying patterns in
the data accurately. These factors contribute to the observed
deviations in the data points for the DT and KNN models
compared to the ANN and RF models.

The ANN and RF models have consistently demonstrated
superior performance in accurately predicting porosity, effec-
tive porosity, and shale volume. This is due to their ability to
capture complex relationships within the dataset and provide
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reliable predictions. The cross plots provide visual evidence
of the models’ performance in accurately predicting the tar-
get variables, with the ANN and RF models demonstrating
better alignment between actual and estimated values. This
indicates their effectiveness in estimating reservoir properties
in the North Sea sedimentary basin.

C. PLOTS OF ACTUAL VERSUS ESTIMATED VALUES WITH
DEPTH

Figure 6 shows the plot of actual and predicted values
of porosity, effective porosity, and shale volume along the
depth axis for the ANN and RF models. These plots pro-
vide valuable information on how the predicted values for
each target variable vary with depth, facilitating an enhanced
understanding of reservoir properties’ spatial distribution.

They show a gradual decrease in porosity with depth for
both the ANN and RF models. This trend is consistent with
the geological understanding of the North Sea sedimentary
basin, where porosity tends to decrease with depth due to
compaction and diagenesis.

They also demonstrate the models’ ability to capture the
variations in porosity, effective porosity, and volume of shale
at different depths, which is essential for reservoir character-
ization and management in the North Sea sedimentary basin.

1) DISCUSSION OF THE PLOTS

Figure 6’s plots show a consistent trend: estimated values
closely align with actual values as the depth increases, indi-
cating accurate model predictions of reservoir properties’
spatial distribution.

For example, the plot of porosity shows a gradual
decrease in porosity with depth for both the ANN and
RF models. This trend is consistent with the geological
understanding of the North Sea sedimentary basin, where
porosity tends to decrease with depth due to compaction and
diagenesis.

The plots of effective porosity and shale volume also
show consistent trends with depth. The effective porosity plot
shows a gradual decrease in effective porosity with depth,
which is expected due to the increasing presence of irre-
ducible water at greater depths. The shale volume plot shows
a gradual increase in shale volume with depth, which is also
consistent with the geological understanding of the basin.

2) QUANTITATIVE ANALYSIS OF THE RESULTS

To quantify the agreement between the actual and predicted
values, we calculated the correlation coefficients between
the two for each target variable. The correlation coefficients
were all above 0.9, indicating a good correlation between the
actual and predicted values. This further confirms the models’
accuracy in predicting reservoir properties.

3) IMPLICATIONS FOR RESERVOIR DEVELOPMENT AND
PRODUCTION

Information on the spatial distribution of porosity, effective
porosity, and shale volume can be used to identify zones
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A. Al-Fakih et al.: Reservoir Property Prediction in the North Sea Using Machine Learning

IEEE Access

ANN - Porosity
0.2 |Rrz=0.9805
0.15
el
3
=
g| ot
o
0.05
0 T T T T T
0 0.05 0.1 0.15 0.2
RF - Porosity
0.2 |R2=0.9894
0.15
o
(]
B
gl ot
a
0.05
0 ), T T
0 0.05 0.1 0.15 0.2
DT - Porosity
02 |Rr2=0.9763
0.15
-]
(]
8
gl ot
a
0.05
0
0.2
=10.15
3
L
gl o1
[-%
0.05
0 S = T
0 0.05 0.1 0.15 0.2
(a)

FIGURE 5A. Cross-plot of actual and predicted porosity values for the
ANN and RF models. The data points closely follow the diagonal line,
indicating a high degree of accuracy in the predictions. The R-squared
values for the ANN and RF models are 0.98, demonstrating their strong
predictive performance.

suitable for injection or production wells. For example, zones
with high porosity and effective porosity and low shale vol-
ume would be ideal for production wells, while zones with
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low porosity and effective porosity and high shale volume
would be more suitable for injection wells.

4) LIMITATIONS AND FUTURE RESEARCH DIRECTIONS
The models developed in this study were on a limited dataset
from the North Sea sedimentary basin. Further validation is
needed using data from other reservoirs before the models
can be widely deployed. Additionally, future research could
explore the use of ML to predict other reservoir properties,
such as permeability and saturation.

This information is essential for reservoir characterization
and management and can be used to identify zones suitable
for injection or production wells.

D. INFLUENCE OF DATA IMPUTATION AND OUTLIER
DETECTION

The successful application of data imputation and outlier
detection techniques contributes to the improved accuracy
of the models. These preprocessing steps help address miss-
ing values and anomalies in the dataset, ensuring a more
comprehensive and reliable training process.

In this study, we used the following data imputation and
outlier detection techniques:

Data imputation: We used the mean imputation method to
handle missing values. This method imputes missing values
with the mean value of the feature for non-missing values.

Outlier detection: We used the interquartile range (IQR)
method to identify outliers. Outliers were defined as data
points that fell outside of the 1.5 IQR range.

We evaluated the models’ accuracy with and without
data imputation and outlier detection to understand these
preprocessing steps’ impact. The results showed that data
imputation and outlier detection improved the accuracy of
the models for all three target variables (porosity, effective
porosity, and shale volume).

For example, the MAE for the ANN model was reduced by
10% when data imputation and outlier detection were used.
This suggests that data imputation and outlier detection can
help to improve the accuracy of ML models by addressing
missing values and anomalies in the dataset.

1) EXAMPLES OF IMPROVED ACCURACY
One example of how data imputation and outlier detection
improved the accuracy of the models is in the case of shale
volume prediction. The shale volume dataset contained sev-
eral outliers, which were identified and corrected using the
IQR method. After outlier detection, the accuracy of the ANN
model for shale volume prediction improved by 15%.
Another example is in the case of the effective porosity
prediction. The effective porosity dataset contained several
missing values, which were imputed using the mean imputa-
tion method. After data imputation, the accuracy of the RF
model for effective porosity prediction improved by 20%.
These examples show that data imputation and outlier
detection can significantly impact the accuracy of MLTs.
By addressing missing values and anomalies in the dataset,
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FIGURE 5B. Cross-plot of actual and predicted effective porosity values
for the ANN and RF models. The tight clustering of data points along the
regression line indicates a strong correlation between the actual and
predicted values, implying a high degree of accuracy in predicting
effective porosity.

these preprocessing steps can help to improve the quality of
the training data and lead to more accurate predictions.
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FIGURE 5C. Cross-plot of the actual and predicted volume of shale values
for the ANN and RF models. The data points follow the diagonal line
closely, suggesting accurate predictions of shale volume. The R-squared
values for the ANN and RF models are 0.99, demonstrating their strong
predictive performance.

E. IMPORTANCE OF GEOLOGICAL ATTRIBUTES AND
PHYSICAL PROPERTIES

It is worth noting that our findings align with previous
works in literature. Studies have emphasized the signif-
icance of the geological attributes and physical proper-
ties, such as lithology, clay content, grain size, matrix
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permeability, water saturation, organic matter content,
mineralogy, and compaction characteristics, in influenc-
ing porosity, effective porosity, and volume of shale.
These factors have been widely recognized as key con-
tributors to the variations observed in these reservoir
properties.

The feature importance analysis conducted revealed that
lithology, clay content, and grain size were among the most
important features for predicting porosity. This is consistent
with the geological understanding that porosity is influ-
enced by the type of rock, the amount of clay present, and
the size of the grains. For example, sandstones and lime-
stones typically have higher porosity than shales, due to their
larger grain size and lower clay content. Matrix permeability,
water saturation, and mineral composition emerged as crucial
variables for predicting effective porosity. This is because
effective porosity is a measure of the pore space that is
available for fluid flow. Matrix permeability is a measure
of the ease with which fluids can flow through the rock
matrix, while water saturation is the fraction of pore space
that is occupied by water. Mineral composition can also affect
effective porosity, as some minerals are more porous than
others.

Organic matter content, mineralogy, and compaction char-
acteristics were identified as influential factors for estimating
the volume of shale. Shale is a sedimentary rock composed
of fine-grained particles, such as clay, silt, and organic mat-
ter. The volume of shale in a reservoir can be affected by
the amount of organic matter present, the type of minerals
present, and the degree to which the rock has been compacted.

The importance of these geological attributes and physical
properties is further supported by previous studies in litera-
ture. For example, [31] found that lithology, clay content, and
grain size were the key factors influencing porosity in fluvial
reservoirs in the Triassic Skagerrak Formation in the Cen-
tral North Sea, UK [25]. Similarly, [32] found that organic
matter content, mineralogy, and compaction characteristics
were influential factors for estimating the volume of shale
in shale oil reservoirs in the Jurassic Lianggaoshan Forma-
tion of the Yingshan Gas Field in central Sichuan Basin,
China [26].

Incorporating key geological attributes and physical prop-
erties, the ANN and RF models effectively captured com-
plex relationships, leading to accurate predictions of target
variables. The ability of the models to effectively cap-
ture the spatial distribution of porosity, effective poros-
ity, and volume of shale along the depth axis can be
attributed to their capability to learn and represent these
relationships.

VI. CONCLUSION

In summary, this study demonstrates the potential of
advanced MLT, specifically artificial neural networks (ANN)
and random forest (RF), to accurately predict reservoir
properties in the geologically complex North Sea sedimen-
tary basin. Despite the unique geological characteristics and
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limited data availability in the region, our models exhibit
exceptional performance in predicting total porosity, effective
porosity, and shale volume. This success underscores the
importance of extensive data preprocessing steps, including
exploratory data analysis, missing data imputation, and out-
lier detection, in ensuring the robustness and accuracy of
these models.

The workflow presented by the ANN and RF models
offers a valuable tool for quantitatively estimating reservoir
characteristics and optimizing field development strategies,
particularly in regions with limited data or where core data
is unavailable. The findings of this study have significant
implications for reservoir characterization and management
not only in the North Sea sedimentary basin but also in other
geologically complex regions worldwide.

However, it is essential to acknowledge the study’s lim-
itations. The models were trained and validated using data
from a single sedimentary basin, and further research is
needed to assess their performance in basins with differ-
ent geological characteristics. Additionally, future studies
may explore the extension of these models to include
additional reservoir properties, such as permeability and
saturation.

In conclusion, this research highlights how MLT can
enhance and optimize oil and gas field development and
production. The accuracy of the ANN and RF models in pre-
dicting reservoir properties, their ability to provide insights
into spatial property distributions, and their relevance in
reservoir characterization and management in challenging
geological environments make them valuable tools in the
energy industry.

VII. FUTURE WORK

In future studies, we aim to extend the validation of our
MLT using data from a variety of other reservoirs. This
broader validation is crucial to ensure the generalizability and
robustness of our models across different geological settings.
We also plan to explore the application of MLT in predicting
other vital reservoir properties, such as permeability and
saturation, which are critical for comprehensive reservoir
characterization.

Technological advancements in ML offer exciting oppor-
tunities for enhancing the accuracy of reservoir property
predictions. We intend to investigate the integration of newer
MLT and advanced data processing techniques, such as deep
AutoML, to refine our predictive models further.

Moreover, recognizing the importance of diverse data
in model development, we propose to engage in collab-
orative research with other institutions and researchers.
Such collaborations can provide access to a wider range
of datasets, facilitating more extensive validation and
potentially leading to breakthroughs in the application of
machine learning in reservoir characterization. These col-
laborative efforts would not only enrich our research but
also contribute to the broader scientific community by
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sharing insights and advancements in this rapidly evolving
field.
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