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ABSTRACT Osteoporosis, a common skeletal disorder, necessitates the identification of its risk factors
to develop effective preventive measures. It is crucial to identify the underlying risk factors and their
relationships with the response class attribute. Different machine learning (ML) algorithms and feature
selection approaches are used to estimate the risk of osteoporosis. However, ML-based algorithms may
struggle to detect risk factors as well as grading of osteoporosis due to different measurement scale of data
and their probability distributional assumptions. Violation of these assumptions and results interpretation
may be improper in the presence of heteroscedasticity, or unequal variance in data. In this study, we seek
to overcome distribution assumption constraints and improve the interpretability of our results by using
rigorous statistical approaches, ensuring a robust and trustworthy study of osteoporosis risk variables.
The study dataset consists of 40 clinical, lifestyle, and genetic attributes, allowing for a comprehensive
analysis of potential risk factors associated with osteoporosis. In the analysis, after confirming the normality
assumption using Kolmogorov-Smirnov and Shapiro-Wilk tests, independent t-test assess the factor ALT,
FBG, HDL-C, LDL-C, FNT, TL, TLT, and URIC has a substantial impact on the risk of developing
osteoporosis. The Mann-Whitney U test for the non-normal FN variable likewise showed a p-value of less
than 0.05, indicating that this variable has a significant effect on the likelihood of developing osteoporosis.
Based on the chi-square test p-values for the categorical factors, gender, calcium, calcitriol, bisphosphonate,
calcitonin, COPD, CAD, and drinking have a severe significant risk of osteoporosis. For developing the
predictive Gaussian Process (GPs) model, we proposed two customized integrated GP kernels into the
analysis to enhance the modeling of complex relationships within the data. The proposed GP kernel model
(modified kernel 2) outperforms the other individual kernels in this experiment and has the best accuracy
score of 86.64% and AUC score of 86.63% on osteoporosis data. Moreover, a simulation study is also
conducted to robustify the proposed model, the results are improved by different evaluation matrices ranging
in accuracy from 0.60-11.41% and AUC from 0.50-11.60%.
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I. INTRODUCTION
Each disease has unique sign and symptoms that is deter-
mined by a specialized medical doctor; a symptom is
evidence of diseases that is reported by a patient. When the
protective mechanism in our bodies is unable to counteract
any disruptive or harmful influences, diseases begin to
emerge in our bodies [1]. The immune system is still robust
in the early stages of human development, but it gradually
deteriorates after that, and subsequently, the body develops
a disease. Like several non-communicable diseases, osteo-
porosis is a non-communicable disease that affects bones and
is characterized by decreased bone mineral density (BMD),
lack of produced new bone, and different microstructures
so those who are affected don’t realize the full extent of
the condition until it has progressed to the final stage of
complexity. By measuring BMD with dual-energy X-ray
absorptiometry, plain radiography, qualitative computerized
tomography (CT) scan imaging, quantitative ultrasound
densitometry (QUS), magnetic resonance imaging (MRI),
X-ray, and several clinical attributes such as age, sex, height,
weight, body mass index (BMI), etc., doctors attempt to
identify osteoporosis, [2]. In the USA, there are 43.4 million
people with low bone mineral density and 10.2 million cases
of osteoporosis. It is expected that 13.2 million persons will
have osteoporosis diagnoses and 57.4 million adults will have
low bone mineral density [3].

At this time, bothmen andwomen over 50 years experience
more than 9 million osteoporosis-related fractures each year
globally. Notably, at least one osteoporotic fracture will occur
in one out of every five men and one out of every two women
in this age range [4]. Treatment of osteoporosis often consists
of a combination of lifestyle modifications, appropriate
medication, dietary changes, and so on that improve bone
health and decrease the risk of fracture. Patients need muscle
bearing to adapt to changes in their lives, and losing weight
can help with bone health. Strength and bone density can be
increased through walking and jogging. Regular vitamin D
consumption moderated excessive alcohol and smoking,
and taking dietary supplements like leafy greens, etc., are
significant factors that might assist in promoting bone health
and possibly avoiding osteoporosis [5]. Selective Estrogen
Receptor Modulators (SERMs), hormonal replacement treat-
ment (especially estrogen for postmenopausal women), and
calcitonin hormone are some of the key medications that are
used to supplement and improve bone health [6], [7]. There
is vast relevance to the national interest of the osteoporosis
study. In public health impact, Osteoporosis is now an
intricate public health issue, especially in aging people [8].
This disease leads to bone fractures that produce a reduced
quality of life, morbidity increased health-related costs, etc.
Numerous studies demonstrate that low bone density is an
important contributor to the development of osteoporosis.
The understanding of bone biology that underlies the study
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of osteoporosis serves to empower the maintenance of bone
health [9], [10]. Economically, osteoporosis has an impact
on the economy both directly and indirectly. Osteoporosis
patients require proper medical care, which can be costly
and have an impact on our economy. If they don’t get the
proper care, people with osteoporosis experience long-term
productivity losses.

It is crucial to remember that, even though treatment
reduces the risk of developing osteoporosis, osteoporosis
can still progress due to financial constraints, a lack of
awareness, and a failure to follow lifestyle modifications,
which are all essential first steps. However, researchers
reported that osteoporosis is currently expanding quickly as
a result of several risk factors. If osteoporosis is identified
early, the risk of fracture and the financial burden on
patients may be reduced. Different researchers use different
methods to identify risk factors. Both statistical and machine
learning (ML) methods are used to estimate the risk of
osteoporosis as well as grading. In the development of ML
area, to identify risk factors, traditional ML-based algorithms
such as random forest (RF), gradient boosting, support vector
machine (SVM), neural network (NN), decision tree (DT),
filter, wrapper, embedding, LightGBM, and others have
been widely used by researchers [11], [12], [13], [14].
Through these types of conventional ML-based algorithms,
identifying significant risk factors and classifying data may
be difficult. In terms of data distribution assumption, the
majority of conventional ML-based algorithms do not follow
the assumption of a probability distribution. They elucidate
the relationship between the variable and the other instead
of making assumptions. For optimum performance, several
prominent algorithms need to have their hyperparameters
tuned. A lack of adequate hyperparameters may prevent
the ML-based algorithm from identifying the proper risk
variables as well as classification. Traditional ML algorithms
are unable to effectively interpret models, such as neural
network models, even though they are strong algorithms. It’s
crucial to evaluate the underlying relationships between the
risk factors while identifying them. The ML-based methods
may be overfitting problems due to having a small dataset.
Because it needs a large dataset to learn. With less dataset
information, a sophisticated algorithm learns more from the
training dataset, which causes overfitting and a failure to
correctly identify the risk factor [15], [16].

Besides that, a bigger proportion of data in the real-world
scenario exhibits complexity, particularly in medical data.
Traditional ML-based algorithms like SVM, multiple kernel
learning (MKL), DT, and others are constrained by their
pre-defined frameworks, which reduces their flexibility to
capture complicated patterns in the data [17]. But in
terms of the Gaussian process (GPs), the kernel can capture
non-parametric and non-linear relationships between the
inputs and outputs. An individual kernel can be sensitive
to the hyper-meters and kernel function choices made,
which can cause complex data patterns to fail [18]. To take
into account all of these considerations, this research work
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combines a set of customized kernels (radial basis func-
tion (RBF), Matern, dot product, rational quadratic) and uses
their find-tuned hyper-parameter to seize a wide range of
patterns and relationships to generalize to unseen data and
adapt to different data distributions, potentially improving the
model’s ability. To address these issues and other specific
concerns, we applied a statistically supported methodology
to identify risk factors. Specifically, we used the presented
dataset to identify potential risk factors connected to the
emergence of osteoporosis using some statistical techniques.
Currently, evaluating osteoporosis patients requires a more
modern method than the conventional one. Thus, this study
provided a strategy that is effective for capturing probable
osteoporosis risk factors in clinical data made up of various
features, medical history, and laboratory tests in both men
and women. The approach developed by this study intends
to provide a more thorough and data-driven method for
identifying those who are at risk for osteoporosis.

We seek to overcome distribution assumption constraints
and improve the interpretability of our results by using
statistical approaches, ensuring a robust and trustworthy
study of osteoporosis risk variables. Incorporated the
Kolmogorov-Smirnov and Shapiro-Wilk tests to evaluate
whether continuous variables are normal. We applied the
independent t-test to determine the significance of the
risk of developing osteoporosis if the variables had a
normal distribution. Moreover, the Mann-Whitney U test
was used to determine significance when the variables did
not follow a normal distribution. We employed a chi-square
test to examine the impact of categorical variables on the
occurrence of osteoporosis. Finally, we proposed customized
integrated Gaussian Process (GP)-based kernels instead of
using only individual kernels to predict osteoporosis patients.
In comparison to individual kernels, the integrated GP-based
kernel performs better in terms of model scalability, reducing
the chances of overfitting, managing heterogeneous data,
incorporating prior knowledge, and other factors [19].
By simulating a dataset and doing tests on the proposed
model, we were able to validate it and determine its stability.

The remaining parts of the papers are as follows: Section II
is on literature review, which presents a detailed review
of several osteoporosis works and a summary. Section III
presents research materials and methods in detail. Experi-
mental results and discussion section illustrated in section IV.
The conclusions and future actions are described in section V.

II. LITERATURE REVIEW
To accurately diagnose osteoporosis, several extensive
research has been conducted on it. Lee et al. [20] conducted
a study by using data from dental panoramic radiographs
and skeletal bone mineral density. At the Korea Univer-
sity Ansan Hospital, the primary study was carried out
among 680 patients between 2009 and 2018. By WHO
guidelines, osteoporosis, and normal grading are carried out
using a T-score. They employed four deep-learning models
as convolution neural network (CNN), visual geometry

group (VGG-16), transfer learning model from VGG-16
(VGG-16-TR), and fine-tuning with the transfer learning
(VGG-16-TR-FT) model to accurately predict osteoporosis
patients. They showed that the highest accuracy of 84.0%was
obtained byVGG-16-TR-FT. Using a huge amount of clinical
data and an ML-based algorithm, Engles et al. [21] also
proposed an ML-based method for predicting osteoporotic
patients. They trained LR (forward and backward selection),
RF, SVM, random undersampling boost (RUSBoost), Super
learner, and extreme gradient boosting (XGBoost) with
10-fold cross-validation and obtained the highest AUC
of 70.4%.

Faysal et al. [22] conducted a cross-sectional study
entitled ‘Treatment and diagnosis pattern of osteoporosis in
Bangladesh’ on 107 osteoporosis patients. Their intended
targets were several public and private hospitals in various
regions of Bangladesh (Dhaka, and Comilla). With the help
of the pre-designed questionnaire, they gathered information
about their social demographic profile and the results of their
physical therapy. The majority of patients, 83%, state that
they are unaware of osteoporosis. Post-menopausal women
have the highest rate of osteoporosis risk, at 10.4%, and
are most frequently treated with bisphosphonates (hormone
replacement therapy, calcium supplements, etc.) to prevent
the disease. According to their research, a calcium-rich diet,
vitamin D supplements, and physical activity are the most
useful supplements. To diagnose osteoporosis, 50.0% utilized
a bone mineral density test, 30.3% used a serum calcium test,
and 15.4% used a serum creatinine test.

Ali et al. [9] conducted a cross-sectional study on
526 adults Bangladeshi people based on risk factors such
as age, BMI, smoking habit, physical activity, education,
previous disease (diabetes, cardiovascular disease, etc.)
history, Quantitative Ultrasound (QUS) bone health test, etc.
The osteoporosis stage is figured to be characterized by the
T-score. About 43.2% of female respondents and 30.3% of
male respondents are at risk for osteoporosis. According
to their statistical research, seeing as the p-value is less
than 0.05, adults over 50 with chronic health conditions are
at a high risk of developing osteoporosis. Age and gender
are the two main risk factors for developing osteoporosis.
Shim et al. [23] investigated 1792 postmenopausal Korean
women who participated in the Korea National Health and
Nutrition Examination Surveys (KNHANES) V-1 and V-2
(2010-2011). They proposed a backward stepwise feature
selection method on the total number of 19 raw data and
achieved the best performance of their proposed method.
With the use of k-nearest neighbor (KNN), DT, RF, gradient
boosting machine (GBM), SVM, ANN, and LR, they
were able to achieve performance scores of 0.713, 0.685,
0.734, 0.728, 0.728, 0.743, and 0.727. In another study,
Kim et al. [24] conducted by using the National Health and
Nutrition Examination Surveys (KNHANES) V-1 dataset.
In their proposed approach, they identified the important
features using the conventional embedded technique. They
proposed SVM, RF, ANN, LR, Osteoporosis self-assessment
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tool (OST), the customized Gaussian kernel function of SVM
classifier (penalty parameter 100 for penalty parameter C,
and 10 for scaling factor sigma) produces the maximum
accuracy score of 76.7% and AUC of 82.7% when using the
10-fold cross-validation methodology. Yamamoto et al. [25]
studied 1699 hip radiograph x-ray image data at a general
hospital between 2014 and 2021 to classify osteoporosis.
ResNet18, ResNet34, ResNet50, ResNet101, and ResNet152
are the five pre-trained models they employed. Among
all models, the ResNet50 model prediction performance
achieved an accuracy score of 0.812.

D. Devikanniga et al. [26] employed two image datasets,
including lumbar spine and femoral neck datasets, with
10-fold cross-validation to classify osteoporosis in a
healthy person. They proposed the monarch butterfly
optimization-based artificial neural network (MBO-ANN)
classifier. The proposed method for the lumbar spine
dataset resulted in the accuracy, specificity, and sensitivity
of 97.9% ± 0.14, 98.33% ± 0.03, and 95.24% ± 0.08,
respectively, and 99.3% ± 0.16%, 99.2% ± 0.13 and 100,
respectively, for femoral neck dataset.

Wani et al. [27] worked on knee X-ray images as well
as osteoporosis-related clinical factors such as age, gender,
previous fracture history, height, lifestyle habits, or other
pathology through personal interviews. The dataset was
collected from different regions of India. By the collaborative
team of Unani, and Panchakarma Hospital, Srinagar, JK,
India, and its sister branches of different areas of Kashmir
from 21-12-2019 to 31-12-2019 the dataset was collected.
In their approach, they applied many deep transfer-learning
models namely AlexNet, VGG-16, VGG-19, and ResNet.
The AlexNet achieved the best accuracy of 91.1%.

Iliou et al. [28] studied on taken the primary data set which
was collected from one of the University hospitals in Greece’s
Orthopedic Clinical Information System of Alexandroupolis.
This dataset contained only 4 diagnosis risk factors namely
age, height, weight, and sex. They have taken an approach
to categorize osteoporosis and non-osteoporosis based on
the T-score using twenty ML-based algorithms. Instead of
standard T-score 3 grading, they coded only 2 grads. If the
T-score is less than -2.5 or equal coded that the person
developed osteoporosis and if the score is greater than -
2.5 encoded that the person is normal. The radial basis
function network (RBFNetwork), naive Bayes tree (NBtree),
reduced error pruning tree (REFtree), and locally weighted
learning (LWL) achieved an accuracy of 71.44%, 71.22%,
70.40%, 68.70%, respectively.

Lin et al. [29] conducted a retrospective study between
2011 to 2018 at Wan Fang Hospital, in Taipei, Taiwan. Their
process investigated 196 patients as a whole. They developed
several ML predictive models, including ANN, LR, RF, and
SVM, to predict osteoporosis patients. Among all classifiers,
RF achieved the highest accuracy score of 75.0%, and LR
achieved the highest AUC value of 73.1%. Huang et al. [30]
obtained 172 CT scan images from 40-year-old patients from
two Chinese hospitals. With their proposed approach, the

authors used the Python PyRadiomics module to extract
features from the photos. Then, to predict the risk of
osteoporosis, the important features are chosen using the
Mann-Whitney U test and the LASSO algorithm. They used
six ML-based classifiers, including LR, RF, SVM, XGBoost,
GNB, GBM, and accomplished accuracy scores of 0.80, 0.80,
0.71, 0.72, 0.80, and 0.81, respectively. With an accuracy of
0.81 and an AUC of 0.86, the gradient-boosting machine has
demonstrated superior performance in predicting the risk of
osteoporosis.

Bui et al. [31] studied osteoporosis to predict the risk of
osteoporosis in Vietnamese people. The study materials were
collected fromHanoi Medical University Hospital (July 2018
to February 2021) health information system database. For
the feature selection approaches they used the chi-square test
p-value and for model development used four ML models
such as LR, SVM, NN, and RF using hyperparameter tuning.
The Brier score, F1-score, precision, recall, and AUC score
are used to evaluate the performance of the model. In their
proposed first phase, LR, SVM, NN, RF, and osteoporosis
self-assessment tool (OSTA) model achieved an AUC score
of 0.832, 0.831, 0.854, 0.832, and 0.654, respectively. The
RF method achieves the best AUC score using the validation
protocol, which ranges from (0.825-0.881). Table 1 presents
a detailed summary of the literature review.

III. MATERIALS AND METHODS
A. PROPOSED METHODOLOGY
A comprehensive process has been taken to build a Gaussian
Process (GP) model that is incredibly precise and predictive.
As part of an overall strategy, we employ a variety of
techniques to undertake in-depth statistical analyses.We have
thought about the specifics in detail within the recommended
framework. As a starting point, we acquired the BMD dataset
from the Harvard University Dataverse repository. We check
for missing values when performing exploratory data analy-
sis (EDA). We impute using the mean value of the variable if
any features of the dataset have missing values. We scaled the
dataset using the standardization technique, treating features
fairly. This makes it easier to adhere to the assumptions
about the Gaussian distribution, provide consistent feature
weight, improve convergence, reduce the risk of overfitting,
and so more. To apply the proposed statistical methodical
analysis, we divided the dataset into continuous variables
and categorical variables after confirming the processing of
the dataset. Then, to determine whether the continuous data
distribution is normal, we apply the Kolmogorov-Smirnov
and Shapiro-Wilk tests. If the data have a normal distribution,
we applied the t-test; if not, we used the Mann-Whitney U
tests. For categorical data, the chi-square test is employed.
This approach ensures accurate statistical analysis based on
dataset distribution. Based on the p-values, we included every
variable; if the p-value was lower than 0.05, we selected
the variable for model fitting further. For dataset splitting,
5- and 10-fold cross-validation were utilized. For developing
the patient classification model, we finally used our proposed
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TABLE 1. Summary of the literature review on several work performance(in %).

FIGURE 1. Proposed research workflow diagram for the detection of
patients with osteoporosis.

GP kernel. Fig. 1 shows the complete design of the study
in detail.

B. BONE MINERAL DENSITY (BMD) DATASET
To perform our research, we acquired the BMD dataset
from the Harvard Dataverse repository [32]. This dataset was
published on 17 December 2022 and is freely accessible to
all research enthusiasts. This dataset contained 40 variables
where osteoporosis is identified as a target variable and the
remaining variables are risk factors for osteoporosis. Several
osteoporosis works have been done in previous research work
for the risk factor identification or closely associated with
developing the risk of osteoporosis. The details are discussed
in the literature review section. Researchers found various
risk factors through the study such as age and gender [33],
height, weight, and body mass index [34], [35], lumber
spine [36], [37], femoral neck [38], telomere length [39],
aspartate aminotransferase (AST), alanine aminotransferase
(ALT) [40], bone marrow density [41], creatinine [42],
uric [43], fasting blood glucose, low-density lipoprotein
cholesterol, high-density lipoprotein cholesterol [44], cal-
cium [45], potassium [46], magnesium [47], calcitriol [48],

bisphosphonate [49], calcitonin [50], hypertention [51],
chronic obstructive pulmonary disease [52], diabetes melli-
tus [53], hyperlipidaemia [54], hyperuricemia [55], coronary
artery disease [56], chronic kidney disease [57], smoking,
drinking [58]. The details of the BMD dataset description are
shown in Table 2.

C. DATA PRE-PROCESSING
We examine the missing values during the initial stage of
dataset preprocessing. We found different variables with
missing values only in continuous variables. There are
36 missing values in age, 34 missing values in height, 34 in
BMI, 2 in ALT, 2 in AST, 1 in Bun, 3 in CREA, 16 in FBG,
17 in HDL-C, 14 in LDL-C, 2 in Ca, 5 in P, and 3 in Mg.
All missing values are replaced using their respective means.
The Standardization method is used to scale the continuous
variables. We then check the balance set by looking at the
target variable count number. There is a moderate imbalance
in the target variable, as shown by the fact that out of
1537 patients, 568 (37%) have osteoporosis and 969 (63%)
are at no risk. Due to the imbalance in this dataset, results may
be erroneous or biased in a way that benefits the dominant
class [59]. We applied the SMOTE (synthetic minority over-
sampling technique) balance technique to overcome these
major difficulties [60], [61].

D. STATISTICAL ANALYSIS AND FEATURE SELECTION
To identify potential risk factors for getting the disease
using statistical analysis, we executed several statistical
tests on this dataset. In the first step, the Kolmogorov-
Smirnov test; D = |F (x) − S (x)|, and Shapiro-Walk test;

S =

( ∑n
i=1 (cixi)

2∑n
i=1 (xi−x̄)

2

)
is used to check the normality for

the continuous [62]. Secondly, for continuous variables,
we utilized the independent t-test (parametric) to identify
the risk factor if the variable had a normal distribution;
otherwise, we used the Mann-Whitney U test; V1 = n1n2 +
n1(n1+1)

2 − Q1, V2 = n1n2+
n2(n2+1)

2 − Q2 (non-parametric)
for non-normal distribution. The chi-square test; χ2

=∑ (O−E)2

E was employed in the secondmethod for categorical
variable selection [63]. Then, the p-value from the t-test, and
chi-square test is considered to identify the risk factor, which
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TABLE 2. Demographic information of bone mineral density dataset.

is defined as a probability under the hypothesis that, if the
p-value is less than 0.05 (p<0.05) represents the variable has
no significant impact (null hypothesis) on the development
of osteoporosis if the value is greater than 0.05 (p>0.05),
we assume that the variable has a considerable impact
(alternative hypothesis) on osteoporosis. Finally, we select
significant risk factors with a p-value of less than 0.05 to build
the osteoporosis prediction model; those with a value higher
than that are thought to have no likelihood of developing the
disease.

E. PROPOSED GP KERNELS STRATEGY
The multivariate Gaussian normal distribution is broadly
generalized by the Gaussian Process (GP). This process is a
parametric and all underlying independent variables in this
parametric process will have a normal distribution for it to
function. However, the abnormal data distribution in the real
worldmakes this assumption very challenging. TheGPworks
very effectively when the dataset has a normal distribution
or is very near to it. GP permits various hyperparameters
instead of using only the mean and covariance matrix of
multivariate Gaussian normal distribution. Suppose we have
data points x1, x2, . . . , xn drawn from normal distribution
f (xi) where i = 1, 2, . . . n. If we want to classify any
data point using the GP of some target variables Y = y1,

y2, . . . , ym. The GP process specifies the mean function
µ(x)i and kernel covariance function by K (xi, xj), which is
defined as a kernel function [64]. There are several kernels
used in the GP process namely RBF, constant kernel, white
noise, dot product, Matern, rational quadratic kernel, etc.
Using these kernels GP model is built to perform on a
specific dataset to classify any data point. Nowadays, the
GP-based model is widely used for classification over various
domains and obtained outstanding performances [65], [66].
To build a better model, the researcher can use the find-tuned
strategy to modify the kernel hyperparameters. Changing
kernel hyperparameters, integrating, and creating a product
of many kernels with each other are some of the multiple
ways we used in this work to design a better GP model.
This study uses the four well-known GP kernels, including
the RBF, dot product, Matern, and rational quadratic kernels.
The integration of the proposed kernels is graphically
depicted in Fig. 2. The customized GP kernels are as
follows;

RBF = C ∗ exp

(
−

||xn − xm||
2

2L2

)
(1)

where L is the length scale

Dot product = C ∗ (σ (xn ∗ xm)) (2)
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FIGURE 2. Two proposed GP classifier framework.

where σ is the hyperparameter that controls the scale of the
product.

Matern = C ∗
1

0 (ν) 2ν−1 ∗

(√
2ν
L

d1(xn, xm)

)ν

∗ Kν

(√
2ν
L

d2(xn, xm)

)
(3)

d1 and d2 is the Euclidean distance i.e., d1, d2 =√∑n
i=1(xi − yi)2, Kν = Kβ

(
ρ · ∥x − x ′

∥
)
is the second

kind of modified Bassel function, and 0 is the gamma
function which is utilized in the kernel formula to define as a
normalizing factor.

RQ = C ∗

(
1 +

||xn − xm||
2(

2aL2
) )a

(4)

where L is the scale for length and a is the large and
small weight scale variation. Using these kernel functions,
we proposed composite kernels by combining the individual
modified kernels.

Modified kernel_1 = C ∗
1

0 (ν) 2ν−1 ∗

(√
2ν
L

d1(xn, xm)

)ν

+ Kν ∗

(√
2ν
L

d2(xn, xm)

)

+ C ∗

(
1 +

||xn − xm||
2(

2aL2
) )a

(5)

Modified kernel_2 = (C ∗ (rbf1 ∗ rbf2))

+ (C ∗ Modified kernel_1)

+ (C ∗ σ (xn ∗ xm)) (6)

where C is a different, predetermined constant value that is
utilized to adjust the hyperparameter tuning to establish a
consistent model. rbf_1 and rbf_2 are the two same kernel
functions of equation one.

IV. RESULTS AND DISCUSSION
In this section, we’ve outlined the entire process of identi-
fying risk factors for both continuous and categorical data,
proposed modified Gaussian process kernel results as well
and validated the model strength. The strategic approach

to risk factor identification and the selection criteria are
based on p-values. The GP kernel findings demonstrated the
classification of osteoporosis patients’ prediction model and
insights.

A. NORMALITY CHECK USING KOLMOGOROV-
SMIRNOV AND SHAPIRO-WILK TEST
Our dataset contains two different types of variables: continu-
ous and categorical. In our proposed approach, we first use the
Shapiro-Wilk and Kolmogorov-Smirnov tests at a 5% level of
significance to assess the normality of continuous variables
in our dataset, taking into account all linked variables with
osteoporosis (class; osteoporosis=1) and non-osteoporosis
(class; non-osteoporosis=0) patients. The variable of the
dataset is assumed to have a normal distribution if the p-value
is less than 0.05 (p<0.05). Notably, based on these two
statistical tests, all the variables have normal distributions,
except the femoral neck variable for osteoporosis patients
(p=0.200). Then, using the 95% confidence interval for
mean equality, we perform the t-test for normal distribution
to find risk factors, and for the non-normal distribution
of the femoral neck variable, we run the Mann-Whitney
U test. The t-test takes into account variance equality and
non-equality. This analytical approach aids in the selec-
tion of appropriate statistical analysis methods. Parametric
techniques are frequently more effective and illuminating
when the data is normally distributed. Other specialized
procedures or non-parametric methods may be needed for
non-normal data. Also, this method might make dataset
comprehension, interpretative competencies, model validity,
and data transformation simpler. Table 3 provides specific
information about the data’s normality using two proposed
tests.

B. STATISTICAL ANALYSIS AND FEATURE SELECTION
FOR OSTEOPOROSIS PATIENTS
Statistical feature selection aids in identifying the most
important features and ignoring the unimportant ones, which
increases model performance, decreases overfitting, prevents
multicollinearity, and increases data complexity [67]. As we
dig a bit deeper into the demographic and clinical context,
we find that there are 969 cases of non-osteoporosis and
586 cases of osteoporosis in the whole dataset. We evaluated
the continuous variables and estimated the mean and standard
deviation for both cases. The frequency and percentage of
categorical variables are estimated for the two groups. The
dataset contains a total of 203 missing values, as shown in
Table 2. Among all the variables, we found that continuous
variables were the ones that had the majority of the missing
values. Among them, 92% of the missing values were
found for age, height, weight, BMI, FBG, HDL-C, and
LDL-C. The average age (60 years) and BMI (24) of
people with osteoporosis and non-osteoporosis are nearly
identical. Approximately one-fourth of themale patients were
afflicted by the disease. The average mean and standard
deviation of CREA, P, Mg, L14, L1.4T, and other variables
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FIGURE 3. Bar diagram for each categorical variable.

are nearly equal for both cases. Approximately, six to
nine percent of osteoporosis patients confess to having
a bad habit, such as smoking or drinking. Respondents
601 and 268 among 1537 patients acknowledged having
hyperlipidemia and hyperuricemia, which may likely be
ignorable (p<0.05) for the diseases in terms of genetic
features. However, in our proposed dataset, ALT, FN, FNT,
TLT, TL, calcium, calcitriol, bisphosphonate, calcitonin,
COPD, and CAD, drinking p-values is <0.001 indicate that
there is a severe significant risk of osteoporosis. The selection
of additional variables has a considerable impact on the
likelihood of developing osteoporosis disease. The p-values
in Table 2 demonstrated the significance of developing
osteoporosis. Fig. 3 shows a bar chart for each categorical
variable, which includes calcium, calcitriol, bisphosphonate,
calcitonin, gender, OP, COPD, CAD, and drinking. Aside
from gender, the x-axis shows whether or not the patients
are taking the medicine, impacted by any incidence, and
so on, and the y-axis shows the frequency of the related
patients. The gender variable displays the frequency of male
and female patients who took part in the study. In Fig. 4,
a scatter plot for every pair of continuous variables illustrates
how correlations, trends, and patterns in multivariate data can
be found. They may offer insights that aren’t immediately
seen from individual scatter plots or summary data alone,
such as how various factors interact with one another.
The paired graph shows that the maximum of the pair
variables is independent of each other, implying that changes
in one variable have no substantial impact on the other.
As a result, there may be a particular constraint, condition,
or characteristic. Each continuous variable’s hold univariate
histogram is represented by the diagonal subplot.

C. PERFORMANCE OF GP MODEL FOR PREDICTING
OSTEOPOROSIS PATIENTS
For developing the predictive GP-based model, we employed
the 5-fold and 10-fold CV to each kernel and its integrated
custom kernels.We considered the accuracy, precision, recall,
F1-score, and AUC to evaluate the performance of the
proposed model. Both the 5-fold and 10-fold CV techniques

TABLE 3. Kolmogorov-Smirnov (KS) and Shapiro-Walk (SW) test for
normality check.

were used for the BMD dataset. We sought to construct
an integrated GP-based kernel by utilizing a trial-and-error
approach in which we fitted the best GP’s kernel parameters.
Our proposed modified GP-based kernel 2 provides better
performance scores (accuracy: 86.12%, precision: 84.13%,
recall: 89.06%, F1-score: 86.52%, and AUC: 86.13%)
compared to the individual GP kernels for 5-fold CV.Notably,
the Matern kernel performs poorer than all other kernels.
The accuracy score reached 86.64%, while the overall
performance matrix increased by 3.43-6%, indicating an
improved ability to recognize osteoporosis patients correctly.
The AUC value increased by 3.92-5.26%, demonstrating the
superior validity of the model and discriminative power.
Consistent and utile results have been obtained for all
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FIGURE 4. Scatter plot for continuous variables.

modified kernel performances. Detailed findings for the
proposed BMD dataset performance are shown in Table 4.

Fig. 5 shows the visualization of the two proposed
protocol results for the BMDdataset. However, these findings
demonstrate that the proposed modified integrated GP-based
kernel may be used to develop a more dependable and
accurate model on the provided dataset. The ROC curve
of the GP-based kernels for both individuals and integrated
kernels is shown graphically in Fig. 6. In all of the distinct
curves, modified kernel 1 covered nearly 83.00%, and our
proposed modified kernel 2 covered nearly 87.00% of the
total area. This study showed that the proposed integrated
modified GP-based kernel 2 had better classification power
than other individual GP-based kernels and conventional
ML-based algorithms.

D. VALIDATION OF THE PROPOSED MODEL
To validate our proposed GP model, we generated simulation
data using the Python sci-kit-learn library to make a
classification framework ‘make classification’. We generated
1,000 observations where 18 features are set up as an
independent feature and one feature is a binary class target
feature. We set a strategic plan by setting up 5 features
informative, 3 are redundant, and 2 are repeated features to
reduce noise, improve model efficiency, and generalization.
We trained a GP-based model with a 5-fold and 10-fold CV
for the simulated dataset and an outstanding performance
score was obtained for a 10-fold CV. Especially, the GP-based
model achieved 89.30% accuracy, 89.34% precision, 89.65%
recall, 89.41% F1- score, and an AUC of 89.30%. Our pro-
posed modified GP kernel outperformed individual kernels
in those simulation results, demonstrating the potency of our
developed model. These results demonstrated how well the

FIGURE 5. BMD dataset individual modified GP-based kernel multiple
bar chart with the two protocols.

FIGURE 6. ROC curve of proposed GP-based kernels.

integrated GP-based model handles the data and produces
reliable predictions. The simulation results of the proposed
GP-based framework are displayed in Table 5.

E. BENCHMARKING WITH SIMILAR EXISTING STUDIES
In this section, we assess the performance results for
classifying osteoporosis patients based on potential risk factor
identification with similar existing research work. There
are several studies conducted to identify the prominent risk
factor and classify the osteoporosis patient which is discussed
in the literature review section. Table 6 provides a detail
overview of the benchmarking studies with our proposed
study. Shim et al. [23] conducted a study with 1792 patients
and 19 possible risk factors. They used traditional LR-based
backward stepwise variable selection to identify the potential
risk factors. After that, these selected features are fed into
seven ML-based algorithms (KNN, DT, RF, GBM, SVM,
ANN, and LR) to predict osteoporosis patients. The highest
AUC of 74.30% was achieved by ANN. Lin et al. [29]
used two intensive statistical approaches (the chi-square
test and the t-test) to identify the significant risk factors
for osteoporosis patients. Despite using a parametric test,
they did not take into account any assumptions about data
distribution. The performance scores (accuracy: 71.70% and
AUC: 70.90%) were obtained by the ANN classifier.
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TABLE 4. Performance (in %) of proposed GP-based kernels performance for the BMD dataset.

TABLE 5. Performance (in %) of proposed GP kernels for simulation data.

TABLE 6. Several osteoporosis recognition performances (in %) compared against our proposed performance.

Huang et al. [30] used 172 CT scan images and then
applied the PyRadiomics package in Python to extract the
features. Two statistical tests namely the Mann-Whitney U
test and the least absolute shrinkage and selection operator
(LASSO) algorithm were used to reduce the dimension
of the dataset. Following that, GBM achieved the greatest
accuracy of 81% and AUC-ROC of 86% among the classic
ML algorithms (GNB, RF, LR, GBM, XGBoost, and SVM).
They utilized image data but did not employ an algorithm
for handling image data, which was why information might
be lost when extracting features. Bui et al. [31] introduced
four ML-based algorithms (LoR, RF, NN, SVM), and
finally, an AUC score of 84.50% was achieved by the
RF algorithm. Bui et al. [68] performed a retrospective
investigation with 797 postmenopausal Vietnamese women.
They proposed two strategies (OSTA andOSTC) to anticipate
osteoporosis patients. They solely employed the AUC score
to compare their research, and they came up with final scores

of 70.9 to 73.9 for the OSTA method and 68.7 to 71.6 for the
OSTC approach. Kim et al. [24] utilized SVM, RF, ANN, LR,
and the osteoporosis self-assessment tool (OST) to predict
postmenopausal women’s osteoporosis. SVM attained an
accuracy rate of 76.7% and an AUC rate of 82.70%.

Kokkotis et al. [13] combined the use of the filter, wrapper,
and embedding approaches for risk identification. Imple-
mentation of the seven ML-based algorithms (LR, SVM,
NB, KNN, DT, RF, and XGBoost) and the greatest accuracy
of 71.71%was obtained by LR. Tanphiriyakun et al. [69] used
the RF, GB, LR, SVM, NB, MLP, and KNN classifiers after
completing several pre-processing steps using a statistical
technique, and RF ultimately achieved the best training
accuracy of 0.69 and AUC of 0.70. Our proposed intensive
statistical exploration for risk factor identification and
utilization of the GP-based-kernel for osteoporosis patients’
classification performed the best accuracy score of 86.64%
and AUC score of 86.63%. The fact that these results were
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better than those from previous studies of a similar nature
highlights the effectiveness of our approach. However, our
research highlights the significance of carefully analyzing
statistical data and data features before using ML-based
algorithms. Statistical ML-based algorithms fared better
than conventional ML-based approaches in this particular
context of classifying osteoporosis patients, demonstrating its
promise for medical research and diagnostics.

V. CONCLUSION AND FUTURE WORK
It is challenging to early detection of risk factors in
enabling prompt interventions and individualized healthcare
approaches. This research improved osteoporosis patient
recognition through the incorporation of intense statistical
approaches with an inventive integrated GP kernel to
identify risk factors and construct a prediction model.
In our comprehensive evaluation, Kolmogorov-Smirnov and
Shapiro-Wilk are used to check normality for the continuous
variables. Then the t-test is used for normal data and others
are tested by the Mann-Whitney U test. The chi-square
test is used to test for categorical variables. The following
variables including ALT, FBG, HDL-C, LDL-C, FN, FNT,
TL, TLT, URIC, gender, calcium, calcitriol, bisphosphonate,
calcitonin, COPD, CAD, and drinking identified as risk
factors based on p-values (p<0.05) by the proposed rigorous
assessment.

The proposed GP kernel 2 model boosted an upscale
accuracy of 86.64% and a highly esteemed AUC of 86.63%
on the proposed BMD dataset. It increased 14.94 % better
performances than state-of-the-art results showcasing its
superiority over traditional methods in terms of predictive
power. We validate the proposed model with a simulation
study to show the effectiveness of our approach, the
prediction score reaches 89.30% by the proposed framework.
However, in the future work plan, through the analysis of
medical imaging, we ought to assess bone microarchitecture
and spot anomalies. Using an extensive range of powerful
deep-learning models, we can automatically learn hierarchi-
cal characteristics from images and produce accurate and
reliable predictions. For a precise diagnosis, it is necessary
to combine multi-modal data from different populations with
radiography, clinical history, and genome-wide association
studies (GWAS) in conjunction with bioinformatics.
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