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ABSTRACT Traditionally, image compression algorithms have primarily focused on optimizing storage
without considering resource-constrained applications, such as wireless sensor networks (WSNs). However,
for practical application in WSNs, a balanced trade-off between compression ratio, distortion, and energy
consumption is crucial to improve the network lifetime while maintaining acceptable image reconstruction
quality at lower bit and error rates. Previous studies have focused on higher image compression rates to
address storage limitations rather than on the optimization of WSNs. In addition, most previous research
on image compression for WSNs either requires an error-bound mechanism or compromises the trade-off
between compression ratios and reconstructed image quality measured using image quality assessment
metrics, such as root mean square error (RMSE), and coefficient of determination (R2), leading to a reduced
network lifetime and uncontrolled reconstructed image quality that is not application-specific. Therefore,
we present an optimized block-based image compression algorithm for WSNs with a relative error-bound
mechanism that adapts to a given dataset to improve reconstruction fidelity and energy consumption at higher
compression ratios. A comparison of our proposed algorithm with existing algorithms demonstrated that
using a convolutional variational autoencoder and relative error-bound mechanism leads to a significant
trade-off in distortion, compression ratio, and energy consumption in WSNs. Our results demonstrated that
an average reconstruction fidelity of more than 90% was achieved using image quality evaluation metrics at
compression ratios of 60% or more. Furthermore, more than 50% energy conservation at compression ratios
greater than 60% from image compression was achieved compared with the transmission of raw data within
a WSN.

INDEX TERMS Image compression, neural networks compression, reconstruction fidelity, wireless sensor
networks.

I. INTRODUCTION
The research focus areas in sensor networks include com-
pression, bandwidth management, storage, data transmission,
energy conservation, and network interference. The lifetime
of a wireless sensor network (WSNs) depends on the battery
lifetime of the sensor nodes. Therefore, minimizing the power
consumption of sensor nodes has become a research focus
to ensure a continuous communication lifetime between the
transmitter and receiver nodes. This is achieved via image
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compression, which involves quantizing the image data.
However, quantization leads to lossy compression, which
affects the quality of the reconstructed images. Therefore, the
level of compression for energy conservation and distortion
of the reconstructed image forms the basis for optimization
in image compression. Several optimized compression algo-
rithms have been developed based on their achievements and
defects [1]. Traditionally, the pipeline for image-compression
transformation consists of quantization, transformation, and
entropy coding. Image compression transformation involves
the transformation of an image signal into decorrelated coef-
ficients. The Discrete Wavelet Transform (DWT) [2] and
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Discrete Cosine Transform (DCT) [3] form the introduc-
tory part of traditional image transformation mechanisms
researched in the literature. Less critical information is dis-
carded in quantization according to the vector coefficients.
Entropy coding compresses decorrelated coefficients through
different coding systems, such as Huffman and arithmetic.

Wireless sensor networks have very limited network life-
times owing to their power. In a camera equipped with a
wireless sensor node, the sensor network lifetime is quickly
reduced owing to the constraints of the processing power
and battery during image processing and transmission to the
destination. However, image compression not only assists
in reducing the communication latency but also the energy
consumption efficiency. In addition, previous studies on
image compression for WSNs have reviewed, surveyed, and
ranked image compression techniques, emphasizing short-
comings in areas such as energy efficiency, reconstructed
image quality, power consumption, processor performance,
and compression ratio. Therefore, investigations have shown
that image-compression techniques can be applied to WSNs.
However, most of these algorithms must address the trade-off
between image reconstruction error, compression ratio, and
energy consumption. Those that address compression ratios
and energy consumption often compromise image quality
based on different applications in WSNs. Therefore, this
research intends to address reconstructed image quality while
utilizing high compression ratios on resource-constrained
WSNs’ sensor nodes by applying techniques that do not com-
promise network lifetime and performance through energy
consumption reduction within a wireless sensor network.

In WSNs, lossy image compression compromises the
reconstructed image quality owing to image quantization,
which creates distortion. In addition, there is a need to balance
the energy conservation from lower bit rates during trans-
mission and the reconstructed image quality at the receiver
sensor nodes. As highlighted before, previous studies have
concentrated more on image compression for WSNs [4],
[5], [6] with either fixed to no error-bound mechanisms or
similarities of images based on pixel-wise comparisons of
whole images [1], [7] that compromise the training set effi-
ciency of autoencoders. Although literature has shown that
adopting autoencoders for image compression is helpful for
dimensionality reduction, exploiting this type of algorithm
using convolutional variational autoencoders in WSNs is still
in its infancy [8].
To address these shortcomings, we developed a block-

based image compression algorithm for WSNs based on a
convolutional variational autoencoder (VAE) [9], [10] with
a relative error bound mechanism [11], [12], [13] that can
adapt to the image input dataset to control the image recon-
struction error rate. However, the effectiveness of artificial
neural networks (ANNs) [14] based on autoencoders depends
on their training efficiency. Therefore, to improve the training
efficiency and avoid overfitting or underfitting the network
[15], the input images were divided into blocks [16] of equal
size before being fed to the autoencoder as input image data.

Furthermore, to achieve constrained optimization between
the bit rate and distortion on the two probability distributions,
the constrained loss function is calculated from the bit rate,
distortion function, and Lagrange multiplier.

To the best of our knowledge, there is no problem formula-
tion for constrained rate-distortion in image compression for
wireless sensor networks based on image blocks and relative
error boundmechanisms. Therefore, we consider image com-
pression using a convolutional variational autoencoder for
dimensionality reduction of image data before transmission,
a relative error-bound mechanism to guarantee image qual-
ity at acceptable distortion rates between the reconstructed
image and the input image. The contributions of this study
are as follows.

• The rate and distortion problems of image compression
for WSN were formally introduced and formulated.

• We introduce a block-based lossy image compression
algorithm that balances the bit rate and distortion using
a relative error-bound mechanism on the latent distri-
bution loss and reconstruction loss of a VAE neural
network.

• We compare our proposed algorithm with other existing
works on image compression.

• We provide a trade-off for rate distortion above 90%
when measured using multiscale structural similarity
index method (MS-SSIM) and peak signal-to-noise ratio
(PSNR).

• Finally, we analyzed energy consumption through image
compression with raw data transmission through differ-
ent hop counts and compression rates.

The rest of the paper is organized as follows: In Section II,
related works are discussed; In Section III, the problem is
formulated; in Section IV, the proposed solution is pre-
sented. An evaluation of the proposed solution is presented
in Section V. Section VI provides the conclusions of the
research work.

II. RELATED WORK
Tremendous progress has been made in utilizing machine-
learning techniques in image-compression algorithms. Some
of the achievements in image compression are discussed:
the authors in [17] varied the compression rate using a long
short-term memory (LSTM) convolutional neural network
(CNN). This was considered a breakthrough in the literature
and formed the basis for image compression using neural
networks. However, the algorithm did not take advantage
of the spatial redundancies of the images, such as relative
entropy. Soft-to-hard vector quantization was introduced [18]
in non-real-time to improve the network performance through
quantization. In [19], the authors developed the first tech-
nique for the compression of images in real time, using
a framework for multiscale antagonistic loss. To add to
the knowledge of image compression, the authors in [20]
improved the performance of image compression by adopt-
ing a hyperprior. The hyperprior was used to capture the
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spatiality dependencies on the latent-space data representa-
tion by inter-channel reduction with a new nonlinearity to
easily model spatial dependencies. Klopp et al. [20] proposed
a technique to reduce redundancy in coding through spatial
prediction.

In addition, despite their role in improving the quality
of reconstructed images at higher compression rates, chal-
lenges in balancing compression rate and distortion persist.
The authors of [21] introduced a rate-distortion generative
model for image compression at low bit rates. It was assumed
that the distributions of the training and reconstruction sam-
ples followed the same trend. Furthermore, the work by the
authors in [22] demonstrated some promising capabilities in
image compression through decorrelation, which is trainable
with nonlinear normalization. A generalized divisive normal-
ization (GDN) model was introduced in [23] to guarantee
an unpartitioned multilayer for end-to-end architectures for
image compression. The main objective was to improve the
distortion rate in image compression applications. In [24],
a local entropy model was developed to optimize latent rep-
resentation encoding using offline dictionaries.

A content-weighted model was proposed with a feature for
guiding latent code bit allocations through an importancemap
that has been learned [25]. The authors achieved an improved
performance for rate distortion [26] by adopting a 3-D context
and non-local model network. Moreover, the authors in [27]
introduced an iWave++ model for lossless and lossy com-
pression optimization through wavelet-like transformations
in neural networks. The Gaussian Mixture Model (GMM)
proposed by the authors in [28] was developed to improve
the capability of transformation and accurate estimation of
symbol likelihoods. Nevertheless, efforts have been made to
solve the image compression optimization problem in the
literature [29], [30], [31], [32], [33] with more emphasis on
achieving higher compression ratios.

III. PROBLEM FORMULATION
A mathematical model for balancing the rate and distor-
tion in image compression for wireless using a variational
autoencoder (VAE) is presented. Variational autoencoders are
generative models that learn sample distributions that are
used as estimated distributions to approximate actual sample
distributions. The reference is shown in Figures 1–3 for the
VAE neural network. For training purposes, VAEs are catego-
rized into three processes: encoding, sampling, and decoding,
as illustrated in Figures 1–3.
Encoder: Compresses data by producing new features that

represent the input data x through feature extraction.
Sampler: This forces the latent-space distribution to be a

standard normal distribution for easier sampling and genera-
tion of new features or data k.
Decoder: Decompresses latent space data k back to its

original features based on the compressed features to produce
reconstructed features x̂ that should be closely similar to the
input data x.

FIGURE 1. A VAE network versus a general AE network.

FIGURE 2. Modeled VAE network.

The mean, E (k), and the variance, (k), represent the
parameters that provide a Gaussian representation of the
latent variable k . They are the outputs of the encoder. x and x̂
are the input and reconstructed data, respectively.

In variational autoencoders, there is additional noise,
as illustrated in Figure 2, because there is no zero variance
compared with a general autoencoder. Each region of space
has a variance and mean. The system is trained using latent
variable k to obtain the output x̂. However, to obtain an output
that is as close to the input, the reconstruction loss, ℓ(x,x̂) must
be minimized. The spiral formatted in Figure 2 demonstrates
movements in the latent space at different points with the aim
of determining what is happening across all those points by
enforcing some structure through relative entropy.
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FIGURE 3. A detailed VAE neural network architecture.

As illustrated in Figure 2, to move from the latent space
to the input space, the network learns the distribution or
enforcement of some structures through the relative entropy
ℓ(x,x̂). Latent variables were created using (1) to obtain a
Gaussian distribution with a specific meaning.

k = E (k)+ (ε ⊙
√

(k)), (1)

where E (k) and (k) are the mean and variance, respectively
for latent variable k Gaussian distribution representation. The
symbol ⊙ is the Hadamard product.

The latent loss ℓKL (k,N (0, Id )) penalizes the latent dis-
tribution to minimize the loss as much as possible. It enforces
some structures in the latent space to allow sampling.

where some noise ε ∼ N (0, Id ) represents the normal
distribution and Id signifies the identity matrix as the co-
variance matrix.

IV. BLOCK-BASED VAE IMAGE COMPRESSION
SOLUTION PROCEDURE
This section introduces an optimized block-based image
compression method for wireless sensor that uses a vari-
ational autoencoder. The rate-distortion performance was
optimized by adjusting the latent distribution variables in the
bottleneck layer. Moreover, blocks of images of equal size
were used to improve the autoencoder’s training efficiency
and algorithm testing. In addition, a relative error bound
between the input and reconstructed samples is introduced to
further optimize the algorithm.

Figure 3 illustrates the essential VAE network structure.
An input image sample goes through an encoder, which pro-
duces the mean and variance values for the latent distribution.
The latent variable, which is a Gaussian distribution, is the
sample based on the variance and mean to generate new
data that is reconstructed as the reconstructed image sample.
q(Z|Xk ), and p(X̂k |Zk ) are the unknown posterior distribution
and reconstructed model distribution, respectively.

The sample distribution Xn was supplied as an input
during the encoding process. Second, the unknown posterior
distribution was estimated through q (Z |X )model identifica-
tion. The model follows a normal distribution. The standard
deviation σn and mean µn of the latent Z distribution are then

derived. σn and µn are used to generate a randomized sample
that corresponds to Zk using variational autoencoders. A new
sample Xi is generated during decoding of sample Zi in the
latent space using the generational model p (X |Z ). The main
objective of training the VAE is to regenerate image X̂ , which
is closer to the input image Xi. The distance that separates
the two probabilities is customarily measured using relative
entropy. The two distributions are closer to each other if their
relative entropy is as close as possible to zero. Therefore, the
targeted function is defined in (2).

ℓKL =
(
p (X)

∥∥∥p (X̂)) = ∫ p (X) log
p (X)

p
(
X̂
)dX , (2)

An unknown posterior distribution p (Z |X ) is obtained
through the VAE when the recognition model q (Z |X )

is introduced. Hence, the target function was optimized
using the maximum likelihood method by obtaining the
log-likelihood function in (3).

log p (X) = ℓKL (q (Z |X ) ∥p (Z |X ) )+ L (X) , (3)

The relative entropy between the two distributions, denoted
as ℓKL (q (Z |X ) ∥p (Z |X ) ), is initially introduced in (4) and
is subsequently elaborated upon explicitly in (5), (6), and (7)
as follows:

G =
∫
q (Z |X ) log

q (Z |X )

p (Z |X )
dZ (4)

Additionally, the conditional modeling for the two distribu-
tions in (4) is elaborated upon in (5).

F =
∫
q (Z |X ) log

q (Z |X )

p (Z |X )
dZ

=

∫
q (Z |X )

(
log q (Z |X )− log

p (Z ,X)

p (X)

)
dZ , (5)

where the ratio p(Z ,X)
p(X)

, is connected to the intractability of
the posterior distribution, p (Z |X ) in arriving at (6). Since
p (Z ,X) s feasible to compute, it results in a manageable
marginal likelihood, p (Z ), which in turn leads to a manage-
able posterior, p (Z |X ) and vice versa.

H=
∫
q (Z |X ) (log q (Z |X )− log p (Z |X )+log p (X))dZ

=

∫
q (Z |X ) (log q (Z |X )− log p (Z |X ))dZ+log p (X),

(6)

where (6) is subsequently simplified to obtain (7).

ℓKL (q (Z |X ) ∥p (Z |X ) )

= EZ∼q(Z |X )log
q (Z |X )

p (Z ,X)
+ log p (X), (7)

whereEZ∼q(Z |X ), represents the estimated unknown posterior
distribution derived from the identification of the q (Z |X )

model.
In addition, (3) and (7) are combined to derive the likeli-

hood function L(X) in (10) that is simplified from (8) and (9),
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which is the lower bound of the variation in the sample. L(X)
measures the extent to which the model, with its specific
parameters, describes and accounts for the observed data.

U = EZ∼q(Z |X ) log
p (Z ,X)

q (Z |X )

= EZ∼q(Z |X ) log
p (X |Z ) p (Z )

q (Z |X )
, (8)

where the expression p (Z ,X), denotes a joint distribution
that is computationally efficient to calculate. t is derived
from the posterior distribution, p (Z |X ), and is obtained as
the product of p (X |Z ) and p (Z ), representing the posterior
distribution and the marginal likelihood, p (Z ), respectively.
Amore straightforward form of (8) is given in (9), illustrat-

ing the calculations for deriving the likelihood function L(X)
as v.

V =
∫
q (Z |X ) (log p (Z )− log q (Z |X )+ log p (X |Z ) dZ )

= −

∫
q (Z |X )

(
log

q (Z |X )

p (Z )

)
dZ

+ q (Z |X ) log
∫
p (X |Z ) dZ , (9)

Hence, the likelihood function L(X ) is obtained as demon-
strated in (10).

L(X )=−ℓKL (q (Z |X ) ∥p (Z ) )+ EZ∼q(Z |X ) (log p (X |Z )) ,

(10)

L(X) <= log(P(X) can be obtained because of the
non-negativity of the relative entropy. The closeness of L(X )
to P(X ) relates to smaller relative entropy values. Hence, (11)
is used to calculate the loss function. Therefore, the smaller
the target function, the closer the reconstructed image sample
to the input image sample.

Loss = ℓKL (q (Z |X ) ∥p (Z ) )− EZ∼q(Z |X ) (log p (X |Z )) ,

(11)

The recognition model likelihood function logP(X ) is pre-
sented in (12), in a VAE architecture, with the relative entropy
represented by (13). The recognition model serves as an
approximate reverse of the generative model. In this research,
the neural network architecture is a combination of two
variational autoencoders, forming a posterior superposition.
To enhance both the primary and hyperprior components,
a residual network structure is introduced. The optimization
of rate-distortion performance involves fine-tuning the dis-
tribution of latent variables y and z within the bottleneck
layer. By applying the theoretical principles of the variational
autoencoder, we derive the log-likelihood function for the
recognition model, represented as in (12).

logP(X ) = ℓKL

(
q
∥∥∥p∼y,z̃|x )+ L (X) , (12)

The relative entropy linked to the log-likelihood function of
the recognition model within a VAE holds great importance

in evaluating the fidelity of the recognition model’s approx-
imation to the data distribution. Equation (13) represents the
derived relative entropy from this distribution.

ℓKL

(
q
∥∥∥p∼y,z̃|x ) = Ex∼pxEỹ,z̃∼q

(
log q− logPx|ỹ

(
x |ỹ

)
− log p∼y|z̃ (ỹ |z̃ )− log p∼z (z̃)

)
, (13)

The computation of a constrained loss function involves
assessing how well the recognition model conforms to spec-
ified constraints. This assessment is based on the relative
entropy of the log-likelihood function associated with the
recognition model. Therefore, the constrained loss function
is computed using (14).

Loss = R+ λ ∗ D, (14)

where D and R are defined in (15) and (16) and derived
from the relative entropy, ℓKL

(
q
∥∥∥p∼y,z̃|x ). λ represent the

Lagrange multipliers in image compression enable you to
control the trade-off between image quality and compression
rate, assisting in finding the right balance for the specific
needs.

R = Ex∼pxEỹ,z̃∼q
(
− log p∼y|z̃ (ỹ |z̃ )− log p∼z (z̃)

)
, (15)

D = Ex∼px
(
− logPx|ỹ (x |ỹ )

)
, (16)

Moreover, the compression rate is represented by R, and D
represents the distortion calculated using either mean square
error (MSE) or MS-SSIM.

A. OVERVIEW OF THE DESIGN FRAMEWORK
The proposed algorithm comprises offline training, online
decompression, and compression. Image data are split into
several fixed-size blocks of either 32 × 32 for 2D or 16 ×
16 × 16 for 3D, depending on the user’s choice. Dividing
the image data into blocks improves the network efficiency
by capturing only perfect features. Moreover, more samples
are created for training the network, which leads to better
fine-tuning of the network. The key steps in our design
framework are training the VAE network and compression,
decompression, and reconstruction of the image data. The
input data were split into several blocks and normalized
before being supplied to the VAE network. Prediction, sam-
pling, entropy coding, and quantization occur in the VAE
network. Our proposed algorithm is a block-based algorithm
that uses a relative error bound mechanism instead of a man-
ually set absolute error bound mechanism. These two error
bounds are the ones that are primarily used in the literature.
Compared to the absolute error bound, the significant advan-
tage of the relative error bound is that it is based on the error
approximation between the input matrix and low-rank data
approximation [34]. This implies a perfect recovery of the
reconstructed image.

In this study, the reconstructed image quality is controlled
by the relative error-bound mechanism denoted by1,and it is
generated adaptively based on the type of input data supplied
to the network. Errors due to compression are defined as
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the difference between the corresponding input and output
points of the input and decompressed image data, respec-
tively. Therefore, all image data points are restricted to the
error bound, where the decompressed X̂i values fall between
[Xi − 1, Xi + 1]. Xi is the original data point. 1 = βr is a
linear function that covers the range of data values globally
and represents the relative error bound. β(∈ (0, 1)) is the ratio
of the error bound (er) and r is the size of the range. For a
dataset of {X1,X2, . . . . . . .,Xn}, r takes the following value
for the range size: max

i=1....N
(Xi)− min

i=1.....N
(Xi).

Algorithm 1 presents the pseudocode for the proposed
solution. Similarly, compression occurs in a block-based
manner across networks.

Algorithm 1 Image Compression and Decompression
Input: Input image data X , block-size B_Size, Reconstruction error_bound εr,
sampling error_bound εs
Output: Reconstructed image X̂

1: Divide X into image blocks of Size B_Size(1-D), B_Size x B_Size(2-D),
or B_Size x B_Size x B_Size (3-D).
2: for (all blocks in the image data block by block (B))
3: z← Enc(B). //The encoder network Enc encodes the input data block by

// block.
4: z′← f(z, εs)//Decompressedlatent distribution of the block.
5: B′← Dec(z′) //Decoded block from the decoder network.
6: Loss11 ←

∥∥B− B′∥∥1 // Calculate the loss between the input and
// reconstructed blocks using MSE.
7: Loss21 ←

∥∥B− B′∥∥1 // Calculation of the loss between the input block and
// the reconstructed block using MS-SSIM.

8: if Loss11 >= Loss21 // Comparison of the two losses to pick the most
negligible loss

//for reconstruction quality.
9: Loss← Loss21 //minimum loss will be preferred for optimization

//purposes.
10: Else
11: Loss← Loss11
12: End if
14: End for
15: Residual← input Image – reconstructed image
16: if residual <= reconstruction error_bound εr
17: Output← reconstructed image X̂

18: End if

B. CONVOLUTIONAL VAE NETWORK STRUCTURE
The network input consisted of batches of image blocks,
as shown in Figure 4. After sampling, the encoder network
generates a compressed distribution of the input data, which
is regenerated by the decoder network. The input blocks were
fed to the encoder network after normalization based on the
minimum and maximum values calculated globally from the
input image data. The decoder and encoder were designed
from several blocks of deconvolution and convolution with
fully connected layers to allow latent rescaling. The deconvo-
lution blocks consist of sequence layers of Deconvolution of
Stride1, Stride 2, and Inverse Generalized Divisive Normal-
ization (iGDN) as part of the decoder network. In contrast,
the convolutional blocks consist of sequences of layers of
convolution of stride 1, stride 2, and Divisive Normalization
(GDN) [35] for the encoder network. The kernel size for each
convolution or deconvolution for the network is 3× 3×3 for
3-dimensional input or 3×3 for 2-dimensional input. Stride-1

FIGURE 4. Block-based convolutional VAE network architecture.

convolutions were applied before stride-2s to allow for an
increment of parameters without compromising the reduction
speed of the feature map sizes. This alignment minimizes
any harm to the network performance. Generalized Divisive
Normalization (GDN) is adopted as the activation function in
this research because it guarantees better image regeneration
quality than the popular sigmoid, Leaky ReLu, and ReLu
activation functions. GDN has been widely used with autoen-
coders, and its strengths have been demonstrated in previous
works [35], [36].

The VAE network adapts to varying datasets by changing
the channel numbers and (de)convolution blocks while main-
taining the same network. Autoencoders can encode datasets
irrespective of their dimensionality. This is shown in Fig. 4.

V. EVALUATION AND EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
1) THE ENVIRONMENT FOR EXPERIMENTS
The simulations, coding, and testing were performed in a
Windows environment using MATLAB R2022b.

2) DATASETS
Commonly used datasets for image compression include
ImageNet [37], DIV2K [38], and Kodak [39]. The Kodak,
ImageNet, and Image Compression Benchmark [7] datasets
were used in this study. The Kodak dataset comprises
24 images that have yet to be lossy compressed at a resolution
of 768× 512 pixels. Texture and its content vary and provide
sensitive attributes to artifacts. Images from the Image Com-
pression Benchmark were high-precision, high-resolution,
and natural images suitable for image compression algorithm
evaluation. Images from different sources are available in the
form of Red, Green, Blue (RGB), and gray. In addition, they
are in 8-bit and 16-bit.
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3) COMPARSION WITH OTHER ALGORITHMS
The algorithm used in this study was compared to three
(3) other lossy image compression algorithms based on
neural networks in the form of autoencoders. Four algo-
rithms were developed by Theis et al. [40], JPEG (4:2:0),
Rippel and Bourdev [19], and Abu Alsheikh et al [41].
Other conventional algorithms used for comparison were
JPEG [7], JPEG2000 [7], and HDPhoto [7]. Theis et al. ’s
algorithm is a computationally efficient image compression
algorithm that uses a recurrent neural network (RNN), a sub-
pixel architecture that makes it relevant for high-resolution
images. Moreover, it provides a simple and effective method
to address the non-differentiability of autoencoder train-
ing for lossy image compression. The method proposed by
Rippel et al. is an autoencoder-based algorithm that fea-
tures pyramidal analysis, coding model that is adaptive, and
expected codelength regularization. It also features adver-
sarial training, specifically for use in compression settings,
which leads to visually attractive reconstructions at high
compression ratios. JPEG (4:2:0) is a state-of-the-art lossy
image-compression method. The algorithm proposed by Abu
Alsheikh et al. [41] reduced the energy consumption of a
WSN through data congestion minimization using a general
autoencoder. JPEG, JPEG200, and HDPhoto are state-of-the-
art algorithms commonly used for lossy image compression
experiments.

4) THE CONFIGURATIONS
The input block sizes were divided into 32 × 32 blocks
with a latent size of 16 and a channel of (32,64,128,
256).

5) EVALUATION METRICS
Several evaluation metrics that are more relevant to our
research work in measuring the quality of the reconstructed
image from image compression by comparing input image
X and reconstructed image X̂ are discussed herein. Recon-
structed image quality measurement also involves visualiza-
tion of the regenerated image quality within the same bit
rate (24). These metrics include the Root Mean Square Error
(RMSE) [42], Feature Similarity Indexing Method (FSIM)
[42], Structural Similarity Index Method (SSIM) [42], [43],
multiscale structural similarity index method (MS-SSIM),
peak signal-to-noise ratio (PSNR) [43], Compression Ratio
(CR), and Coefficient of Determination (R2). However, the
most commonly used ones are
Multi-Scale Structural Similarity Index Method (MS-

SSIM) [44] - This is an improvement of the single-scale
index method, called the Structural Similarity Index Method
(SSIM). This metric considers the details of the images
within different resolutions. It incorporates the lumi-
nance comparison, contrast comparison, and structural
comparison, represented by (19), (19), and (20), respec-
tively, at different scales; the MS-SSIM is represented

in (17).

MS − SSIM
(
x, x̂

)
=
[
lM
(
x, x̂

)]∝M
·

M∏
j=1

[
cj
(
x, x̂

)]βj [sj (x, x̂)]γj , (17)

where ∝ M , βj, and γj are for adjustment of distinct compo-
nents’ relative importance.

lM
(
x, x̂

)
=

2µxµx̂ + C1

µ2
x + µ2

x̂ + C1
, (18)

c
(
x, x̂

)
=

2σ xσx̂ + C2

σ 2
x + σ 2

x̂ + C2
, (19)

s
(
x, x̂

)
=

σxx̂ + C3

σxσx̂ + C3
, (20)

where C1, C2, and C2 constants are small and represented
in (21).

C1 = (K1L)2 , C2 = (K2)
2 , and C3 =

C2

2
, (21)

where an MS-SSIM value of one means that the two com-
pared images are entirely identical, while a value of zero (0)
represents completely unidentical images.
Peak-Signal-to-Noise Ratio (PSNR) [43] – PSNR value

approaches infinity, with values of the mean square error
(MSE) in (23) approaching zero. Therefore, the larger the
MSE value, the smaller is the PSNR value. This implies that
the two images were different. For a grey-level image with
8 bits, the PSNR between the input image x and reconstructed
image x̂ of sizeM × N is given by (22).

PSNR
(
x, x̂

)
= 10 log10

(
peakvalue2

MSE
(
x, x̂

)) , (22)

In this case, the peak value is 255 from 2n− 1, where n is the
number of bits and MSE is defined in (23).

MSE
(
x, x̂

)
=

1
MN

∑M

i=1

∑N

j=1

(
xij − x̂ij

)
,
2 (23)

Bit Rate =
Sizeof (datatype)

compression ratio (CR)
, (24)

The higher the compression ratio, the smaller is the bit rate,
as represented by (24).

According to coding and information theory [45], con-
ventional data and image compression algorithms are not
designed for resource-limited applications such as WSNs.
Their main target is storage optimization rather than energy
conservation [46]. Therefore, it is essential to address the
computational requirements for techniques developed for
WSNs to avoid a situation in which the energy consumption
during CPU computations for complex techniques exceeds
the consumed energy for sending fewer bits over the radio
frequency (RF) module. To measure the energy conserved
from image compression within a wireless sensor network,
we considered the power consumed in receiving image data
using a complexity analysis metric [47] defined by (25).
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TABLE 1. 9xTend RF module specifications [49].

Moreover, the energy conserved during image compression
was measured using (27). In this study, we considered an
MSP430microcontroller described in [48] with the properties
of a 16-bit CPU, 3.3 Volts, 3.3 MHz as clock rate, and
1.85mA of the current for an inactive mode. Hence, the power
consumption from the MSP430 microcontroller at the clock
cycle is 1.85nJ from the computations using (25).

PCC = Vs × ICR, (25)

where PCC is the power consumed per clock cycle by
MSP430 microcontroller, Vs being the supplied voltage, and
ICR as the current consumption clock rate.

The specifications of the CPU cycle operations used for
calculating the energy consumed were derived from a table
in [48]. To model the number of cycles in an autoencoder
(AE) image compression network CVAE (X ,Z ) where X is
the image data input vector, and the compressed image data
vector representation is described as Z. The design described
in [41] was adopted. The metric in Eq. (26) was used to
measure the conserved energy during image compression.

CVAE (X ,Z ) = NI × EW+B + Fc, (26)

where NI represents image data normalization, EW+B as the
weights and biases for the encoder, and Fc representing the
activation function computation.

The 9XTend RF module was described in [49]. The spec-
ifications that make it a more relevant module for backhaul
link transmission are summarized in Table 1.
Hence, the energy consumption for the transmission and

reception of one bit of image data is 233.75µJ when calcu-
lated using (27).

Sbit =
VCC × ITX + VCC × IRX

RCC2420
, (27)

Therefore, the energy consumed through the transmission
and received by the network at the next hop through the
transceiver unit is approximated to be similar to the energy
consumed by the microcontroller in 125,945 CPU clock
cycles. The design components are used for formulating the
computational complexity in clock cycles for the input data

TABLE 2. MSP430 microcontroller clock cycles.

compression using the variational autoencoder network by
using (26). Hence, the complexity in the computational input
image data compression through an autoencoder is formu-
lated as in (26). Therefore, the energy consumption for image
data transmission with compression is EVAE , where X is the
input data vector and Z is the compressed data vector (28).

EVAE = ECLK × CVAE (X ,Z )+ 32bits× Z × Sbit, (28)

It is specifically for sensor readings represented by a floating
number of 32 bits. Using Table 2 adopted in [48], the model
complexity of the algorithm was calculated with results
shown in Figure 15.

B. RESULTS AND ANALYSIS
1) RATE-DISTORTION ANALYSIS
MS-SSIM, PSNR, and other evaluation metrics quantify the
distortion between the input and output images. The curved
graphs in Figures 6 and 7 represent the trade-offs for rate
distortion for different algorithms for distinct values of λ ,
the Lagrange multiplier for constrained optimization. The
results are shown in Table 3. The results differed depending
on the metric used for training the loss function. In addition,
the proposed method produced better reconstruction fidelity
when compared to the BPG (4:4:4) method, especially at
bit rates below 1 bit per pixel (bpp). However, at higher bit
rates, the two methods performed similarly. Moreover, at a
bit rate of 0.4 to 1 bit per pixel (bpp), the proposed method’s
reconstruction fidelity measured using PSNR ranges from
33 dB−37dB, and it is more than that of the BPG (4:4:4)
method. However, from 1 to 2 bpp, the two methods’ PSNR
values are almost identical ranging from 37 to 42 dB. There-
fore, these results suggest that the proposed method is a good
alternative to existing algorithms in the literature, particularly
when low bit rates are required. This can be attributed to the
introduced relative error bound, which is dependent on the
training data and training efficiency using blocks of images
together with constrained optimization. Additionally, this is
related to the sampling optimization of the latent distribution
using the absolute latent loss between the MSE and MS-
SSIM. Smaller values of PSNR of less than 30 dB at bit
rates of 0.4 bits per pixel (bpp) indicate that the proposed
algorithm can reconstruct a close match to the input image at
higher compression ratios. Table 3 summarizes the simulation
parameters used in the experiments.

The MS-SSIM metric is a widely used image quality
assessment metric. It measures how similar a reconstructed
image is to the original image. In Figure 7, four different
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FIGURE 5. Image compression benchmark (a), Kodak (b), and ImageNet
(c) datasets.

image compression methods were compared using the MS-
SSIM metric. As shown in Figure 7, at bit rates between
0.2 and 1.4 bpp, the proposed algorithm had a reconstruction
fidelity ranging from 12 to 21.5 dB, which is higher than
the other methods. At bit rates above 1 bpp, the proposed
algorithm had a slight increase in reconstruction fidelity com-
pared to lower bit rates. Overall, these results demonstrate the
strength of the proposed algorithm in image reconstruction
at higher compression rates. Therefore, the results show that
the proposed algorithm achieves the highest reconstruction

FIGURE 6. PSNR on the Kodak dataset.

TABLE 3. Simulation parameters.

FIGURE 7. MS-SSIM on the Kodak dataset.

fidelity among the compared methods when the compression
rate is high. This is because the proposed algorithm uses a
novel deep learning-based image reconstruction framework
that is specifically designed for image compression. This
framework is able to better preserve the important features of
the original image during compression resulting in a higher
reconstructed image.

Other image reconstruction fidelity evaluation metrics
reported in the literature include the coefficient of deter-
mination (R2), SSIM, RMSE, and FSIM. The results of
these evaluation metrics on the Kodak dataset are pre-
sented in Figures 8–11. As shown in Figure 8, the proposed
algorithm demonstrated a high coefficient of determina-
tion at higher compression rates. The proposed algorithm’s
reconstruction fidelity increased significantly as the com-
pression ratio increased from 40 to 70, and remained
constant after that. This means that the proposed algorithm
is very effective at higher compression rates. These results
guarantee the reconstructed image quality at high com-
pression rates by the proposed method, which is highly
desirable for resource-constrained wireless sensor networks.
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FIGURE 8. Coefficient of determination (R2) on the Kodak dataset.

FIGURE 9. SSIM on the image compression benchmark dataset.

FIGURE 10. RMSE on the ImageNet dataset.

Its performance, when compared to conventional and non-
conventional algorithms, shows that it performs at a relatively
higher level than most of these algorithms. Improvement of
training efficiency using blocks of images provided recon-
structed images of high quality that were almost closer to the
input images. In addition, the use of constrained optimiza-
tion to balance the reconstruction loss and compression ratio
proved to be practical for controlling the distortion levels in
the acceptable region.

Figure 9 compares the proposed algorithm with most
conventional algorithms and the modified rate-distortion
algorithm [41] using SSIM. The dataset used in this exper-
iment was obtained from an image-compression benchmark.
The proposed algorithm achieved a significant increase in
reconstruction fidelity from a bit rate of 0.1 to 1 bpp, but

FIGURE 11. FSIM on the ImageNet dataset.

only a slight increase at higher bit rates. This shows that the
proposed algorithm is most effective at lower bit rates, and
its performance plateaus at higher bit rates. Therefore, the
results show that the algorithm performs better than the con-
ventional algorithms at higher bit rates. Hence, it emphasizes
its strength in balancing the compression rate and distortion
of the reconstructed image. Table 4 provides the simulation
results for the image compression benchmark dataset from
state-of-the-art algorithms, together with the results for our
proposed algorithm.

Furthermore, comparing the algorithm with conventional
and existing algorithms in the literature using RMSE, the
algorithm demonstrated better reconstruction fidelity at high
compression ratios with an RMSE of close to zero at a
CR of 65%. At a compression ratio of 65%, the proposed
algorithm’s RMSE value approaches zero, indicating that
the reconstructed image is almost indistinguishable from the
original image. This is illustrated in Figure 10. The same
trend was observed when evaluating the algorithm with the
FSIM evaluation similarity metric on the ImageNet dataset,
and the results are shown in Figure 11.

The proposed algorithm achieves a higher compression
ratio of 0.8 while maintaining a lower FSIM value of less
than 0.75, indicating that images can be compressed more
efficiently while maintaining image quality. This is demon-
strated in Figure 11.

2) COMPRESSION RATIO AND ERROR-BOUND ANALYSIS
The strength of an error-bound mechanism on different algo-
rithmswas tested to evaluate the impact of the error bounds on
image compression, which guarantees reconstruction fidelity
at different compression ratios. Figures 12 and 13 show that
various error bounds were used to compare the proposed
algorithm with other algorithms at different compression
ratios. A lower error bound in the proposed algorithm results
in less distortion in the reconstructed image, as demonstrated
by the decreasing RMSE values from 1 to 3. However,
an increase in the error bound beyond 3 results in increased
distortion, as evidenced by the increasing RMSE values. This
demonstrates that a lower error bound leads to better image
quality. In addition, higher image reconstruction quality was
achieved at lower error bounds, as shown in Figure 12.
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TABLE 4. Image compression benchmark table.

FIGURE 12. RMSE and error-bound analysis on the Kodak dataset.

FIGURE 13. Compression ratio and error bound analysis on the Kodak
dataset.

Therefore, subjecting image compression algorithms to an
error-bound mechanism allows the user to balance the recon-
struction quality and the application it can be adopted on.
Some applications can deal with a certain degree of distortion,
whereas others cannot.

Compression ratios above 90% were achieved at the
lower error bounds, as illustrated in Figure 13. The pro-
posed method can achieve high compression ratios above
50% when the error bound is 3 or less, the compression

ratios become less significant when the error bound is 6 or
more. In addition, the compression ratio is fairly constant
when the error bound is between 6 and 10. However, the
evaluation of the results demonstrated that reasonable com-
pression ratios can be obtained from the proposed algorithm
at different error bounds when evaluating using the Kodak
dataset.

Table 5 provides the ranking of the compared algorithms
based on the commonly used evaluation metrics for image
reconstruction fidelity and quality at various compression
ratios or bit rates. This table is based on Figures 6,7, 10,
and 11.

3) ENERGY CONSERVATION FROM IMAGE COMPRESSION
Image compression reduces the energy consumed to trans-
mit image data from the transmitter to the receiver in a
wireless sensor network. This is demonstrated in Figure 14.
The proposed method saves a significant amount of energy
when compressing data and transmitting it across different
hop counts compared to transmitting raw data. The proposed
method consumes 1155mJ and 1048mJ of energy at compres-
sion ratios of 50% and 36% for a hop count of 4, respectively,
while transmitting raw data consumes 2750mJ of energy
at the same hop count. This represents a significant sav-
ings in energy consumption. As illustrated in Figure 14, the
amount of energy consumed within a network reduces with
the compression level. Transmission of compressed image
data at a 60% compression ratio can save more than 50%
of the energy required to transmit raw data within a wireless
sensor network at different hop counts based on the proposed
method.

The model complexity of the proposed algorithm is shown
in Figure 15, and it was calculated using the information
in Table 2. The computational module requires a constant
amount of energy regardless of the compression ratio, but the
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TABLE 5. Reconstruction fidelity ranking table for the six algorithms with relation to compression ratio.

FIGURE 14. Consumption of energy at distinct hop counts.

FIGURE 15. Energy consumption at different compression ratios for the
proposed algorithm.

overall energy consumption decreases proportionally as the
compression ratio increases from 80% to 10%. Transmission
of uncompressed data requires a significant amount of energy
compared to the energy required for the model computation.
Additionally, transmission energy contributes more than 90%
of the overall energy consumed by the proposed algorithm
while less than 10% of the overall energy consumed is from
the model computations. However, the overall energy con-
sumed by the proposed method at varying compression ratios
decreased as the compression ratio increased, as illustrated
in Figure 15. The power required to transmit fewer bits of
data can never be equal to that required for transmitting more
data bits. At almost 60% compression, image data transmis-
sion conserves almost half (420mJ) of the energy required
to transmit uncompressed data. The proposed algorithm is
computationally less based on the operations required in an
autoencoder-based image compression method. Figure 15
illustrates the insignificance of the computational complexity

FIGURE 16. Energy consumption at different compression ratios on
different algorithms.

of the proposed algorithm in terms of energy consump-
tion. The arithmetic operations of the proposed method
are less computationally intensive. Hence, a platform
can be used in resource-constrained environments such
as WSNs.

When comparing the energy consumption of the proposed
algorithmwith the rate-distortion algorithm described in [41],
the proposed algorithm has similar energy consumption at
compression ratios between 10% and 80%. This is demon-
strated in Figure 16, which shows that at a compression
ratio of 40%, the proposed algorithm’s energy consump-
tion is only slightly lower than the referenced algorithm’s
consumption. Even though this difference may seem small,
it represents a meaningful conservation of energy. Therefore,
it was found that the trend is like how image compression
affects the energy consumed during the transmission of the
two algorithms. The algorithms use autoencoder artificial
neural networks with more similar computations used during
training and testing. The results are shown in Fig. 16. There
is a proportionality between the two algorithms in terms
of the compression ratio and energy consumption. There-
fore, the energy savings achieved through image compression
were less than those achieved without compression. As the
compression ratio increased, energy savings also increased.
Additionally, the consumed energy depends on the level of
compression, and it must not compromise the quality of the
reconstructed image to balance distortion, energy conser-
vation, and compression. Figure 16 demonstrates that the
proposed algorithm significantly reduces the energy con-
sumption from image compression.
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VI. CONCLUSION AND FUTURE DIRECTION
In this study, an optimized block-based lossy image compres-
sion algorithm for wireless sensor networks was proposed,
coded, simulated in MATLAB, and tested using the Kodak,
ImageNet, and Image Compression Benchmark datasets. The
approachwas optimized through the constrained optimization
of the reconstruction loss and minimization of the latent
loss through a relative error-bound mechanism. In addition,
a comparison was made between existing and proposed algo-
rithms. A reconstruction quality above 80% was achieved
with compression ratios above 60% at lower error bounds.
Moreover, the energy consumed by the proposed algorithm
was significantly reduced by image compression. More than
60% of the compression ratios conserved more than 50%
of the energy used to send raw data to WSNs. There-
fore, the proposed algorithm provides a significant trade-off
between the reconstruction quality and energy conservation
at various compression ratios. Something vital for applica-
tions with constrained resources, such as wireless sensor
networks.

Additionally, the transmission of compressed image data
reduces the amount of energy consumed compared to the
transmission of raw data. Compared to all other current
image compression algorithms that are based on artificial
neural networks, our algorithm optimizes the latent-space
representation based on the maximum loss between MSE
and MS-SSIM. A comparison of our algorithm with exist-
ing algorithms from the literature using RMSE shows that
the algorithm provides better reconstruction quality at high
compression ratios and an RMSE of close to zero at com-
pression ratios of 65% or more. A PSNR of less than 30 dB at
0.2 bits per pixel (bpp) and lower obtained from the proposed
algorithm further demonstrated that the algorithm recon-
structs a close match to the input image at higher compression
ratios. The use of blocks of images provided regenerated
images of higher quality, which were almost closer to the
input images. Furthermore, the use of constrained optimiza-
tion to balance the reconstruction loss and compression ratio
proved to be practical for controlling the distortion levels in
the acceptable region.

Nonetheless, an opportunity for enhancement in future
exists within the algorithm to strike a balance between distor-
tion and compression ratio, contingent upon the proximity of
the sink that will be done. This approach involves determining
whether a greater degree of compression should be applied
when the sink is in close proximity or, conversely, when it
is further away. Therefore, achieving equilibrium between
distortion and compression ratio relies on considering the
distance between the algorithm’s output and the input data,
with the distance to the sink serving as the pivotal factor in
determining the optimal trade-off. Furthermore, a compara-
tive assessment with other chaos security-based algorithms
may be warranted to gauge the algorithm’s robustness
in terms of security when transmitting compressed image
data.
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