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ABSTRACT Relationship extraction is a fundamental task in natural language processing, with applications
ranging from knowledge graph construction to information retrieval. Existing entity-relationship joint
extraction models have made significant strides in this field. However, they still face limitations in effectively
utilizing interaction information between subjects and objects, as well as capturing the spatial location
relationships between entities. In this paper, we propose a novel relationship extraction model that addresses
these limitations. Our model introduces innovative techniques to harness interaction information between
subjects and objects. We employ subject gates, object gates, entity gates, and relationship gates to partition
and filter interaction information between relationship triples during the encoding phase. Additionally,
we leverage an attention mechanism inspired by the visual domain to capture spatial location relationships
between entities during the decoding phase, transforming the entity-relationship joint extraction task into a
table-filling task. To evaluate the effectiveness of ourmodel, we conducted extensive experiments onmultiple
datasets, includingWebNLG, NYT, and ADE. Our model achieved impressive F1 values of 93.65%, 92.58%,
and 86.16% on these datasets, respectively, outperforming state-of-the-art models.

INDEX TERMS Relation extraction, attention mechanism, knowledge graph construction, natural language
processing.

I. INTRODUCTION
Entity relationship extraction is a fundamental task in
natural language processing that aims to identify entities,
their types, and specific relationships between them from
unstructured natural language text. The applications of this
task are numerous, including building knowledge graphs [1],
improving the capabilities of intelligent question-answering
systems [2], and enhancing the effectiveness of information
retrieval [3]. Textual data used for relationship extraction can
come from a variety of domains, such as web data, emails,
social media, and customer service interactions. In recent
years, with the growing size of data, manual relationship
extraction methods are no longer sufficient to meet the
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demand, and hence, automated relationship extraction tasks
have gained significant attention.

Traditional relationship extraction models typically
employ a pipeline-based approach, which involves dividing
relationship extraction into two separate subtasks: named
entity recognition and relationship extraction. The approach
first performs named entity recognition on a given text and
then performs relationship extraction based on the extracted
entities. Reference [4] proposed a relationship extraction
model based on two independent pretrained encoders,
PURE, which uses a pipeline approach to first recognize
entities in the input text and then embed them as tokens
for relationship extraction. Although the pipeline-based
approach is more flexible, it overlooks the interconnection
between entities and relationships and may result in problems
such as error accumulation. In recent years, joint extraction-
based relationship extraction methods have become a new
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research trend. Reference [5] proposed a single-stage joint
extraction model, TPLinker, which uses annotated pairwise
concatenation for joint extraction of entity relationships.
This approach achieves consistency between training and
testing and effectively improves the accuracy of relationship
extraction.

Although there have been some advances in existing
entity-relationship extraction models, they still have some
limitations. Firstly, they fail to make full use of the interaction
information between subjects and objects. Secondly, they
lack the extraction of spatial location relationship features
between entities. To address these challenges, we propose
a new entity-relationship extraction model that effectively
leverages the interaction information between subjects and
objects, entities and relationships.

In this paper, we present a comprehensive overview of
our proposed method and its implementation. Our model
consists of a novel text encoding unit designed to capture
bidirectional interactions within the relational triad extraction
task. We achieve this by exploiting the interaction infor-
mation between subjects and objects, as well as entities
and relations. Additionally, we introduce a new decoding
unit that transforms the joint entity-relationship extraction
task into a table-filling task. Notably, we are the first to
introduce a visual domain attention mechanism within this
task, enhancing the spatial relationships between relationship
triples and thereby improving the accuracy of relationship
extraction.

In summary, our research has made the following contri-
butions:

1. We propose a novel text encoding unit that effectively
models bidirectional interactions in the relational triad
extraction task by harnessing the interaction information
between subjects and objects, entities, and relations.

2. We introduce a new decoding unit that converts
the joint entity-relationship extraction task into a table-
filling task. This novel approach incorporates a visual
domain attention mechanism to enhance spatial relationships
between relationship triples, leading to improved accuracy in
relationship extraction.

3. We provide a detailed implementation and evaluation
of our proposed model, showcasing its superiority over other
state-of-the-art baseline models on several publicly available
datasets.

II. RELATED WORK
The evolution of the entity-relationship joint extraction
task has progressed from an early rule-based approach
that used feature engineering and domain knowledge to
a traditional machine learning-based approach. With the
continued advancements in deep learning, the mainstream
approach to entity-relationship joint extraction has evolved
into a deep learning-based approach.

Deep learning-based methods for entity-relationship
extraction can be mainly divided into pipeline-based methods
and joint extraction-based methods. Reference [6] proposed

a model RFBFN that exploits the semantic information
between relations and can extract both subjects and objects,
which models the relation extraction task as a complete
fill-in-the-blank task and reduces redundant computations
by predicting the types of relations embedded in the
text, effectively improving the relation extraction accuracy.
Reference [7] proposed a model PL-Maker for subject
packing strategy, which uses a padded suspension marker
(PL-Marker) to better model entity boundaries and packs
each subject and all its objects to model the interrelationships
between the same subject span pairs, effectively speeding up
the recognition accuracy. Reference [8] proposed a single-
module, single-step decoding model, OneRel, which converts
joint extraction into a fine-grained trivial classification
task that can better capture the interdependencies among
triads. Reference [9] proposed a model based on potential
relations and global correspondence, PRGC, which reduces
the redundant relations by predicting the potential relations
embedded in the input text, and effectively reduces the
number of parameters and computational effort of the model.
Reference [10] proposed a cascaded relation extractionmodel
CASREL, which first extracts subject entities in the input
text, and then extracts object entities based on the extracted
subjects and relations, effectively solving the overlapping
triples problem.

In the realm of visual domain, the transformer struc-
ture demonstrates commendable performance as well. For
instance, [11] introduced a visual transformer-based gen-
erative adversarial network known as Transformer-GAN,
designed specifically for low-light image enhancement.
This model incorporates a multi-head, multi-covariate self-
attention, and an optical feature forward module struc-
ture, effectively enhancing accuracy in low-light scenarios.
Another noteworthy approach is presented by [12] in the
form of an integrated learning framework named LightingNet
for low-light image enhancement. LightingNet comprises
two pivotal components: 1) a complementary learning
subnetwork and 2) a visual transformer (VIT) low-light
enhancement subnetwork, collectively contributing to the
substantial improvement in image quality under low-light
conditions.

In previous studies, while there have been methods to
extract joint relationships for textual information, theymostly
exploit the semantic information between relations but fail
to capture the interaction information between subjects and
objects in the relationship triad. Moreover, these methods
also fail to exploit the spatial location relationships between
entities. Thus, in this study, we propose a new text encoding
unit that can reasonably model the bidirectional interactions
in the joint entity-relationship extraction task. To improve the
network’s ability to model spatial information, we convert
the entity-relationship joint extraction task into a table-filling
task and employ an attention mechanism based on visual
domain to extract spatial location features from text. This
method effectively improves entity-relationship extraction
accuracy and enhances the robustness of the trained model,
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helping the network to learn the correlation between different
texts.

III. METHOD
A. TASK DEFINITION
Given an input sequence S = {x1, x2, . . . , xn} with n tokens,
xi denotes the i-th token in the sequence S. The task can be
decomposed into two subtasks:

1) NAMED ENTITY RECOGNITION
The goal of the NER task is to extract the subject triplet
(xsi, es, xsj) ∈ E , object triples (xoi, eo, xoj) ∈ E and all entity
triples (xi, e, xj) ∈ E , where xsi and xsj denote the beginning
and end of the subject, xoi and xoj denote the beginning
and end of the object, xi and xj denote the beginning and
end of the entity, es, eo, e are entity types, and E represents
all entity triples. If there are two entities that exist in a
relationship, we can make the two entities the subject and
the object, with the ‘‘subject’’ being the entity or related
element that usually performs some action in the text or is
central to the action described in the text.’’ Objects’’ are
entities that are related to or acted upon by the subject. They
represent the target or receptor of an action or relationship in
a text. Relational extraction is the process of finding out the
relationship that exists between the subject and the object in
unstructured or semi-structured data and representing it as an
entity-relationship triad.

2) RELATION EXTRACTION
The goal of the RE task is to extract the relation triples
(xri, r, xrj) ∈ R where xri and xrj denote the starting tokens
of the subject and object, respectively, r is the relation type,
and R represents all the relation triples.

B. OVERVIEW
This section describes our proposed relationship extraction
model with the model structure shown in Figure 1, which
consists of two main parts: 1. text encoding unit, which
encodes the text using a pre-trained languagemodel and feeds
the output of the last two layers of the pre-trained language
model into a parallel feature filtering unit to strengthen
the correlation relationships between subjects and objects,
entities and relationships for feature extraction for subsequent
tasks. 2. decoding unit. The relational triad is extracted using
a table structure-based decoder, and Shuffle Attention is used
to increase the network’s ability to model spatial information
and help the network learn the correlation between different
regions.

C. TEXT ENCODING UNIT
As to make full use of the connection between subject and
object, entity and relation, and reduce the feature parts that
affect each other among them, we propose a new parallel
feature filtering architecture, which can enhance the feature
extraction ability of subject, object and relation triad by

modeling the semantic relationship between subject and
object, entity and relation synchronously.

Given an input sentence S, we first used a pre-trained
language model (PLM) to encode the input text to obtain a
contextual representation of the sentence. In order to model
the semantic relationships between subjects and objects,
entities and relations simultaneously, the output of the last
two layers of the pre-trained language model is used as
the input to the parallel feature filtering unit, as shown in
Equation (1).{

y1, . . . , y|L|

}
= PLM(−2) ({x1, . . . , x|L|

}){
z1, . . . , z|L|

}
= PLM(−1) ({x1, . . . , x|L|

})
(1)

where PLM (−2) is the penultimate layer of the pre-trained
model, PLM(−1) is the last layer of the pre-trainedmodel, xi is
the input representation of sentence L, and |L| is the sentence
length, yi as the feature for extracting subject and object, and
zi as the feature for extracting relation.
In order to enhance the interconnection between subjects

and objects, entities and relations, and reduce the part
of features that interact between them, inspired by [13],
we propose a parallel feature filtering architecture for feature
extraction. The partitioned filtering encoder uses the cumax
activation function proposed by [14] to sort and slice the
output vectors, dividing the neurons into three partitions: two
task partitions storing intra-task information and a shared
partition storing inter-task information.

As shown in Equations (2), a sequence of subject vectors s,
a sequence of object vectors o, and a sequence of relationship
vectors r are obtained using a linear transformation.

s = Ws[yt ; hso,t−1] + bs
o = Wo[yt ; hso,t−1] + bo
r = Wr [zt ; hre,t−1] + br

(2)

where Ws,Wo and Wr re weight matrices, bs, bo and br are
bias terms, yt and zt represent the vectors at the tth time step,
hso,t−1 represents the state of the hidden layer used to extract
subject and object features at the previous moment, and
hre,t−1 represents the state of the hidden layer used to extract
entity and relationship features at the previous moment.

Then, we use the activation function cumax to convert
the pre-trained model output vectors s, o, r to subject gate
gs, object gate go, relation gate gr and entity gate ge, and
using these gates, the subject partition ps, object partition
po, entity partition pe, relation partition pr , entity relation
sharing partition pre and subject-object sharing partition pso
are formed, as shown in Equation (3)(4).

gs = cumax(s)

go = 1 − cumax(o)

ge = cumax(Wge[s; o] + bge)

gr = 1 − cumax(r)

(3)
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FIGURE 1. Model structure. In the parallel feature filtering unit, red, orange, and blue indicate
subject-related, subject-object shared, and object-related features, respectively, and white, green, and
yellow indicate entity-related, entity-relationship shared, and relationship-related features, respectively.
In the decoder using shuffle attention, for the subject, object and entity extraction tasks, the location of
the darkened squares in the table [i, j] indicates the i-th word to the j-th word constituent entity in the
input sequence; for the relationship extraction task, the location of the darkened squares in the grid [i, j]
indicates the relationship triad with the i-th word as the subject starting word and the j-th word as the
object starting word in the input sequence.

pre/so,t−1 = ge/s,t−1 ◦ gr/o,t−1

pe/s,t−1 = ge/s,t−1 − pre/so,t−1

pr/o,t−1 = gr/o,t−1 − pre/so,t−1 (4)

where ◦ indicates that the vector elements are multiplied
by their corresponding positions. pre/so,t−1 denotes pre,t−1
or pso,t−1, ge/s,t−1 denotes ge,t−1 or gs,t−1, and the rest are
similar.

Then, using the above partitioning unit, neuron c is divided
into entity memory qe, relation memory qr , subject memory
qs, object memory qo, entity-relationship shared memory
qre, and subject-object shared memory qso as shown in
Equations (5)-(8).

ĉso,t = tanh(Wso[yt ; hso,t−1] + bso)

ĉre,t = tanh(Wre[zt ; hre,t−1] + bre) (5)

pre/so = pre/so,t−1 ◦ cre/so,t−1 + pre/so,t ◦ ĉre/so,t
pr/o = pr/o,t−1 ◦ cre/so,t−1 + pr/o,t ◦ ĉre/so,t
pe/s = pe/s,t−1 ◦ cre/so,t−1 + pe/s,t ◦ ĉre/so,t (6)

qe = pe + pre; qr = pr + pre; qre = pre (7)

qs = ps + pso; qo = po + pso; qso = pso (8)

where Wso and Wre are weight matrices, bso and bre are bias
terms, tanh is the activation function.

After that, the information in each memory is updated
and the corresponding memory is used to generate subject

featurehs, object feature ho, entity feature he, relationship
feature hr , subject-object shared feature hso, and entity-
relationship shared feature hre. The formula is shown
in (9)(10).

hre = tanh(qre); hr = tanh(qr ); he = tanh(qe) (9)

hso = tanh(qso); hs = tanh(qs); ho = tanh(qo) (10)

Finally, after the segmentation and filtering steps, the
information in all three memories is used to form the entity-
relationship cell state cre,t and the subject-object cell state
cso,t , which are then used to generate the entity-relationship
hidden state hre,t and the subject-object hidden state hso,t (the
hidden state and cell state of time step t are the input to the
next time step). The formula is shown in (11)-(14).

cre,t = Wcre[qe,t ; qr,t ; qre,t ] + bcre (11)

hre,t = tanh(cre,t ) (12)

cso,t = Wcso[qs,t ; qo,t ; qso,t ] + bcso (13)

hso,t = tanh(cso,t ) (14)

D. DECODING UNIT
Our model comprises four task units: a subject extraction
unit, an object extraction unit, an entity extraction unit, and a
relationship extraction unit. The subject and object extraction
unit aims to identify and classify all subjects and objects
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present in a sentence’s relational triad. The entity extraction
unit aims to identify and classify all entities present in a given
sentence. The relationship extraction unit aims to identify the
starting positions of the subject and object of a sentence’s
relational triad and to classify their relations.

To capture the spatial location relationships of entities in
text, we convert the entity relationship extraction task into
a table filling task and propose a novel decoder using the
attention mechanism in the visual domain.

Specifically, for the entity extraction unit, the parallel
feature filtering unit is used to output entity features he
and entity-relationship shared features hre for computing the
globalized representation hge, as shown in Equation (15)(16).

hge,t = tanh(Wge[he; hre] + bge) (15)

hge = meanpool(hge,1, . . . , hge,L) (16)

where Wge is the weight matrice, bge is the bias terms,
meanpool is the average pooling layer.

As shown in Equation (17), for each word pair (wi;wj),
we connect the word-level entity features he,i and he,j,
and the sentence-level global feature hge, and then input
them to the fully connected layer to obtain the entity span
representation Xij.

Xij = Whe[he,i; he,j; hge] + bhe (17)

Then, we introduce Shuffle Attention [15] in the visual
domain to enhance the spatial location relationships of
entities in the text. Shuffle Attention is a novel attention
mechanism for the visual domain that uses a more efficient
computational approach. Traditional attention mechanisms
usually obtain attention weights by calculating the impor-
tance of each position in the input sequence. In contrast,
Shuffle Attention first disrupts and reorders the input
sequence, and then calculates the attention weights based
on the importance of each position. This mechanism can
combine local feature mappings to enhance the modeling of
spatial information for the whole network.

The Shuffle Attention mechanism consists of two key
steps: channel shuffling and feature reorganization. In the
channel shuffle step, the input features are divided into
groups, each group containing a portion of channels that will
be randomly reassembled together. In the feature reorganiza-
tion step, the features within each group will be reorganized
according to some pattern, thus enhancing the network’s
ability to model spatial information. This reorganization
process helps the network to learn the correlation between
different regions.

In the Shuffle Attention module, the global information is
first embedded using global average pooling (GAP) as shown
in Equation (18).

s =
1

N ∗ N

N∑
i=1

N∑
j=1

X (i, j) (18)

where N is the length of the input text.

After that, the features are weighted by channel attention
by using linear transformation with sigmoid activation
function σ as shown in Equation (19).

Xchannel=X ∗ σ (Wcs+ bc) (19)

In addition, feature extraction is performed using spatial
attention for the vectors, which complements the channel
attention by calculating the corresponding attention weights
for each spatial location, thus making the neural network
pay more attention to the important spatial locations and
improving the representational power and performance of the
network.We use Group Norm (GN) to obtain spatial statistics
on Xij and employ a fully connected layer and a sigmoid
activation function to enhance the representation of hr,ij as
shown in Equation (20).

xspatial = X∗
ijσ (Wspatial(GroupNorm(Xij)) + bspatial) (20)

Finally, the feature vectors extracted by the channel attention
mechanism and the spatial attention mechanism are con-
nected, and the ‘‘channel shuffle’’ operation is applied to
make the information across groups flow along the channel
dimension. With the span representation, we can predict
whether the span is an entity of type k by feeding the span
into the feedforward neural layer, as shown in Equation (21).

ekij = σ (LE(We([Xchannel;Xspatial]) + be)) (21)

where We is the weight matrix, be is the bias term, LE is
a linear layer with ELU activation function, and σ is the
sigmoid activation function.

The subject and object extraction units bear similarity
to the entity extraction units. Concerning the relationship
extraction unit, we solely predict the initial word positions of
the subject and object. Subsequently, we search for entities
within the subject and object extraction units that have the
same initial word position. If an entity is not found within
the subject or object extraction units, we then seek the
corresponding entity position within the entity extraction
unit. Equation (22) depicts the ultimate score function rmij for
the relationship.

rmij = σ (LE(Wr ([Xchannel;Xspatial]) + br )) (22)

where rmij represents the score with subject starting word
position i and object starting word position j in the relation
triad, and the relation type between them is m.

IV. EXPERIMENTS
A. DATASETS AND EXPERIMENTAL SETTINGS
1) DATASETS
We performed comparative experiments using three publicly
available datasets: NYT [16], WebNLG [17] and ADE. The
NYT dataset contains text from the New York Times and
named entities in the text are annotated using the Stanford
NER tool in combination with the Freebase knowledge
base. The relationship pairs in the text were annotated
using a remotely supervised approach. The WebNLG dataset
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Algorithm 1 Model Pseudo-Algorithm

Input: Sentence
Output: Relational triad
1 # Step 1: Encode the input text using a

pre-trained language model encoded_text =

PLM(input_text)
2 # Step 2: Parallel Feature Filtering

subject_features, object_features, relation_
features = ParallelFeatureFiltering(encoded_
text) entity_features = concat(subject_features,
object_features)

3 # Step 3: Partitioned Filtering Encoder
subject_ features, object_ features, relation_
features, entity_ features = PartitionedFilterin-
gEncoder(subject_features, object_features,
relation_features, entity_features)

4 # Step 4: Shuffle Attention subject_ features,
object_ features, relation_ features, entity_
features = ShuffleAttention(subject_features,
object_features, relation_features, entity_
features)

5 # Step 5: Decoding Unit subject_span,
object_span, relation_span, entity_span =

DecodingUnit(subject_features, object_
features, relation_features, entity_features)

was originally created for the Natural Language Generation
(NLG) task and contains 171 predefined relation types with
5019 texts in the training set, 500 texts in the validation
set, and 703 texts in the test set. The ADE dataset is
derived from information on medical descriptions of adverse
effects of drug use. It consists of two predefined entity types
(Adverse-Effect and Drug) and a single relationship type
(Adverse-Effect).

2) EVALUATION METRICS
Following previous work, we evaluate our model using partial
matching on the NYT andWebNLG datasets, exact matching
on the ADE datasets, and using the micro-F1 metric as an
evaluation metric on the NYT andWebNLG datasets, and the
macro-F1 metric as an evaluation metric on the ADE dataset.

3) IMPLEMENTATION DETAILS
For the relational extraction task, we used bert-base-uncased
[18] as the base encoder on the WebNLG and NYT datasets,
Albert-xxlarge-v1 as the base encoder on the ADE dataset in
order to provide a fair comparison with previous work [5],
[10]. The specific parameters are shown in Table 1.

B. EXPERIMENTAL RESULTS
In this section, we compare our model experimentally with
several state-of-the-art models, which are: CGT [19], Casrel
[10], TpLinker [5], CasDE [20], SPN [21], TriMF [22],

TABLE 1. Experimental parameter settings.

ERIGAT [23], Rel-Metric [24], SpERT [25], eRPR MHS
[26], SCDM [27], LAPREL [28], ESEI [29], RS-TTS [30].

CGT is a model for contrast triad extraction using
a generative transformer, which first introduces a shared
converter module based on encoder-decoder generation and
proposes a novel triad contrast training object that effectively
improves the model’s ability to capture long-term text
dependencies.

CASREL is a cascaded relationship extraction model,
which first extracts subject entities from the input text, and
then extracts object entities according to the extracted subject
and relationship, effectively solving the overlapping triad
problem.

TPLinker is a single-stage joint extraction model, which
uses labeled pairwise concatenation for joint extraction of
entity relationships, achieving consistency between training
and testing, and effectively improving the accuracy of
relationship extraction.

CasDE is a model that uses a cascaded dual decoder
approach to extract overlapping relational triples. The
model uses a text-specific relational decoder to detect
relationships in a sentence based on the textual semantics
of the sentence, and uses a span-based tagging scheme to
detect the corresponding head and tail entities, effectively
solving the overlapping triples problem.

SPN is a model that uses a transformer characterized by
non-autoregressive parallel decoding, which treats the joint
extraction of entities and relations as an ensemble prediction
problem and lets the model directly output the final set
of relational triples, and designs an ensemble-based loss
function for prediction by bilateral matching, which can
achieve more accurate training results by ignoring the order
of relational triples.

TriMF is a model that employs a multi-level memory
flow attention mechanism to bolster the bidirectional inter-
action between entity recognition and relation extraction.
The model constructs a memory module to retain the
category representations acquired from the entity recognition
and relation extraction tasks. In situations where manual
annotation is lacking, the model can augment the relation
trigger information in sentences by activating the sensor
module. Consequently, this improves model performance and
facilitates enhanced interpretation of model predictions.
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ERIGAT is a model that employs graph attention networks
for entity and relation extraction. It introduces a novel multi-
headed attention mechanism and utilizes shared attention
module parameters to improve model performance.

Rel-Metric is a relationship extraction model that utilizes
table structure. It employs two-dimensional convolution to
capture local feature dependencies and effectively enhance
the model’s performance.

SpERT is a span-based joint entity-relationship extrac-
tion model that effectively enhances model performance.
It achieves this by integrating the embedding layer of
the BERT model into the inference model and leveraging
contextual information for relationship classification.

The eRPR MHS is a relationship extraction model that
employs relative representation of entity positions. It lever-
ages distance information between entities and contextual
tokens, and introduces an auxiliary global relationship
classification to enhance the learning of local contextual
features.

SCDM is a joint entity-relationship extraction model
based on span and cascade double decoding, which divides
word vectors according to spans, forms span sequences and
decodes the relationships between span sequences to get the
relationship types in the span sequences, and fuses the span
sequences and relationship types obtained from relationship
decoding at the entity decoding layer, which effectively
improves the effect of recognizing overlapping relationships.

LAPREL is a label-aware parallel network model for
relation extraction. The model embeds a priori labeling
information into the tag embeddings and adjusts the sentence
embeddings for each relation type, and applies a parallel
network to solve the problem of addressing exposure bias and
effectively improves the modeling results.

ESEI is a joint entity and relation extraction model
based on efficient sampling and explicit interaction. The
model divides negative samples into sentences that overlap
with positive samples or not, improves the model’s ability
to extract entity boundary information by controlling the
sampling ratio, and introduces a heterogeneous graphical
neural network (GNN) to the model, which significantly
improves the model’s discriminative ability on the relation-
ship extraction task.

RS-TTS is a relation-specific ternary labeling and scoring
model. The model uses a relation judgment module to predict
all potential relations and introduces a boundary smoothing
mechanism for entity pair extraction, effectively mitigating
the computational redundancy of the model as well as the
overconfidence problem.

The results presented in Tables 2-4 demonstrate that our
proposed model outperforms other comparative models in
terms of entity-level F1 scores. Specifically, our model
achieves F1 scores of 93.65%, 92.58%, and 86.16% on the
publicly available datasets of WebNLG, NYT, and ADE,
respectively. Moreover, our proposed model achieves F1
scores that are 1.75% and 0.68% higher than the F1 scores
obtained by the previously proposed relationship extraction

TABLE 2. Experimental results on the WebNLG dataset. P, R and F1
represent precision, recall and F1 relation scores.

TABLE 3. Experimental results on the NYT dataset.

TABLE 4. Experimental results on the ADE dataset.

SOTA model SCDM and TpLinker on the WebNLG dataset
and the NYT dataset, respectively. Furthermore, our model
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achieves F1 scores that surpass those of recently proposed
models, including TriMF, Casrel, CasDE, RS-TTS, ESEI
and LAPREL, by margins of 1.85%, 2.08%, and 3.28% on
the WebNLG, NYT, and ADE public datasets, respectively.
These results demonstrate the superior performance of our
model across all three datasets.

C. ABLATION STUDY
Ablation experiments were conducted on each component of
the model to evaluate their effectiveness. The detailed results
of these experiments are presented in Table 5-7, which were
based on three publicly available datasets.

TABLE 5. Ablation studies on the WebNLG dataset.

TABLE 6. Ablation studies on the NYT dataset.

TABLE 7. Ablation studies on the ADE dataset.

-PFFN We omitted the parallel feature filtering network
and encoded the input using only the pre-trained language
model to verify the effectiveness of the module. According
to the F1 scores in Table 5-7, the model without the
parallel feature filtering network substantially decreased.
These results suggest that the method is effective in extracting
the interaction information among entities, relations, and
subjects/objects.

-SA We performed experiments with linear layers instead
of Shuffle Attention modules to verify the effectiveness of
the Shuffle Attention module. According to the F1 scores
in Table 5-7, the models without Shuffle Attention modules
had lower F1 scores. These results suggest that the use of the
Shuffle Attention module can enhance the network’s ability
to model spatial information and help the network to learn
inter-regional correlations.

-Layer We utilized only the last layer of output from the
pre-trained language model to verify the validity of using
the penultimate layers of the pre-trained language model for
output. According to the F1 scores in Table 5-7, using the
penultimate layers of the pre-trained language model as input
to the parallel feature filtering unit leads to a reduction in
the F1 score compared to using only the last layer of the
pre-trained language model. This suggests that the method
is effective in terms of feature extraction.

-CumaxWe conducted experiments without the cumax
activation function to verify the effectiveness of the cumax
activation function. According to the F1 scores in Table 5-7,
the model without cumax activation function has lower
F1 scores. These results show that using cumax activation
function can enhance the interconnection between subject
and object, entity and relationship, and reduce the part of
features that influence each other among them.

-MeanpoolWe conducted experiments using the maxpool
layer instead of the meanpool layer to verify the effectiveness
of the meanpool layer. According to the F1 scores in
Tables 5-7, the model using maxpool layer instead of
meanpool layer has a lower F1 score. These results indicate
that the meanpool layer enhances the model effectiveness.

V. CONCLUSION
In this paper, we present a relationship extraction model that
takes into account the interaction information between the
subject and object, as well as the spatial location relationship
between entities in the relationship triad. We address the
problem that existing relationship extraction models fail to
make effective use of this information. First, we encode
the text using a pre-trained language model. To better
represent the corpus, we model bidirectional inter-task
interactions using the last two output layers of the model.
Second, we use subject gates, object gates, entity gates,
and relation-ship gates to partition and filter the interaction
information between the relational triads. This approach
strengthens the connections between the subjects and objects,
as well as entities and relationships in the relational triads.
Finally, we convert the joint entity-relationship extraction
task into a table-filling task. To capture the spatial location
relationships between entities, we introduce an attention
mechanism from the visual domain. This approach increases
the network’s ability to model spatial information and helps
the network learn the correlations between different regions.
We evaluate our proposed model on three public relational
extraction datasets and compare it with existing models
such as LAPREL, CasRel, CGT, and TPLinker. Our results
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demonstrate that our model outperforms the comparison
models in terms of accuracy, recall, and F1 value, achieving
optimal performance.
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