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ABSTRACT Accurate short-term wind power prediction is of great significance to the real-time dispatching
of power systems and the development of wind power generation plans. However, existing methods for
wind power prediction have the following problems: 1) some studies aim at predicting wind power for a
single wind farm, ignoring the correlations of the adjacent wind farms; 2) many studies tend to convert wind
speed forecast results to wind power, increasing the conversion error; 3) almost all studies place emphasis
on the capture of spatiotemporal features, neglecting the influence of spatiotemporal coupling. Therefore,
to solve the above questions, this work proposes an adaptive graph neural network based on spatiotemporal
attention calculation for short-term wind farm cluster power prediction, using only wind power data. Firstly,
a dynamic undirected graph is established to sufficiently learn prior knowledge of spatial relationships. Next,
the spatiotemporal coupling relationship and global temporal correlation between data can be computed by
performing spatiotemporal cross-attention and temporal self-attention, respectively. Finally, a novel hybrid
loss function is proposed to optimize the prediction model accurately. In a case study, compared with other
benchmark methods, the proposed method shows excellent overall performance in predicting wind power.

INDEX TERMS Short-term wind power prediction, spatiotemporal coupling, adaptive graph neural network,
attention calculation.

I. INTRODUCTION and stochasticity of wind power, as well as its high penetra-

With the goal of achieving carbon emission reduction
by 2050, it has become the development trend of the cur-
rent power supply to gradually replace traditional fossil fuel
power generation with renewable energy [1]. Among all the
renewable energy sources, wind energy is considered to be
the most promising green source due to its low environmental
pollution and large power generation capacity. According
to the relevant data from the Global Wind Energy Council
(GWEQ), starting from 2023, the average annual installed
capacity of wind power is expected to reach 136 GW in
the next five years, and the new grid-connected capacity is
expected to reach 680 GW [2]. However, the intermittence
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tion of the power grid will inevitably affect the scheduling
decisions of the grid and the development of wind farm gen-
eration plans [3]. To cope with the aforementioned adverse
effects, developing a prediction algorithm that can accurately
forecast wind power generation is an essential and challeng-
ing task.

Wind power prediction is typically divided into four
types according to the time scale. These include ultra-short-
term prediction (within 30 minutes), short-term prediction
(30 minutes to 6 hours), medium-term prediction (6 hours to
1 day), and long-term prediction (1 day to 7 days) [4], respec-
tively. Each type of prediction serves a different purpose,
with the ultra-short-term prediction aiming at the real-time
scheduling of the power system, the short-term prediction
affecting both scheduling and generation planning, and the
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medium and long-term predictions mainly applied to make
the maintenance plan of wind turbines. In the practical oper-
ation of the power system, accurate short-term prediction is
the focus of researchers.

After the development years, the mainstream prediction
method can be classified into two categories: statistical mod-
els and intelligent models [5]. The former mainly analyzes
historical data to obtain a mathematical model, which is used
for making predictions. While the latter mainly refers to
machine learning methods that rely on historical data to train
models. These methods can learn the changing features of the
data for prediction purposes. As a critical branch of machine
learning, deep learning has shown outstanding performance
in various territories, such as image processing, natural lan-
guage processing, and others. Regarding prediction, deep
learning also performs well. Compared to statistical models,
generally speaking, intelligent models are better equipped
to capture the nonlinear features of data variability, thereby
achieving accurate predictions.

In recent years, the application of graph neural net-
works (GNN) has gained popularity due to their ability to
map spatial features. Specifically, the recording of wind
power-related data is carried out by the corresponding
sensors, which can be represented as nodes, while the cor-
relations (Euclidean distance, Pearson correlation, Granger
causality, etc.) between these sensors are regarded as edges
between nodes. In this manner, a graph with contained nodes
and edges is established. It can be seen from the graphical
construction process that the spatial correlations among the
data can be better reflected by the graph. Moreover, the graph
can be divided into a directed graph and an undirected graph
based on the orientation of the edges, while it can also be
divided into static and dynamic graphs based on whether the
relationships between the nodes change or not. Apparently,
from the construction process and categories of the graph,
the prediction of wind power is not only related to the his-
torical data of this node but also influenced by the data of
neighboring.

Since wind generation is influenced by various mete-
orological factors (temperature, humidity, pressure, wind
speed, etc.), many studies utilize these meteorological data
to indirectly predict wind power. However, in terms of pre-
diction of wind farm clusters, it is relatively difficult to
collect multiple types of meteorological data, and with the
increase in the amount of data, the consumption of computer
resources becomes more pronounced. Therefore, in the case
of using only wind power data, this paper draws inspiration
from sparse spatial-temporal attention mechanism [6] and
dynamic graph construction, proposing an adaptive graph
neural network based on spatiotemporal attention calcula-
tion (AGSTA). The principal contributions of this paper are
summarized as follows:

o The sparse spatial-temporal attention mechanism is sim-
plified and an adaptive undirected graph is used as its
calculation basis to accurately predict future data. At the
same time, the addition of message passing facilitates
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the calculation of spatiotemporal coupling by spatiotem-
poral cross-attention, and is also more suitable for the
processing of dynamic graphs.

o The model proposes a new hybrid loss function for
multiple sites and multiple timesteps prediction. Under
this model architecture, the loss function has certain
advantages over the traditional loss function in terms of
improving the overall prediction accuracy within 6h for
a wind farm cluster.

o The model exhibits superior performance compared to
other competing algorithms on the selected dataset.
Specifically, the overall performance of the model out-
performs the rest of the algorithms for wind farm cluster
power prediction and remains the overall leader for indi-
vidual wind farm power prediction.

The remaining sections of this paper are as follows:
Section II primarily reviews recent research related to wind
power prediction. Section III analyzes the impact of spa-
tiotemporal coupling on the data. Section IV provides a
detailed description of the proposed algorithm. Section V
explains the model’s hyperparameter selection and data pro-
cessing steps, while Section VI focuses on experimental
validation. Finally, Section VII provides a summary of the
entire paper.

Il. RELATED WORKS
In this section, the state-of-the-art algorithms in the field of

prediction are summarized, with emphasis on the overview
of GNNs.

A. STATISTICAL MODEL

Statistical models are essentially mathematical models,
which are derived from the analysis of extensive histori-
cal data. The autoregressive model (AR) [7], autoregressive
moving average model (ARMA) [8], and autoregressive inte-
grated moving average model (ARIMA) [9] are the main
representatives of such methods. Although the effectiveness
of these methods for wind speed forecasting has been proved
by a large number of studies, the drawbacks still exist.
Specifically, these mathematical models are linear structure,
which means they can only forecast the linear relation-
ships in data, and cannot effectively capture the nonlinear
features [10].

B. INTELLIGENT MODEL

Machine learning has proven to be highly effective in the
prediction field due to its exceptional learning capability.
When it comes to wind speed forecasting, machine learn-
ing can extract the relationships between historical data and
then build a model to predict wind speed data in the future.
At present, support vector machine (SVM) [11] is widely
used to search the relationships between data by optimizing
the structure of data. Building upon this, reduced SVM and
least square SVM (Is-SVM) have been proposed by [12]
and [13], respectively, which optimized the performance
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of SVM. Nevertheless, these approaches still possess certain
limitations, such as reduced learning efficiency as dataset
sizes increase.

Deep learning has been favored by researchers due to the
rapid development of graphics processing units (GPUs) in
recent years. Rather than superficial learning, it excavates
deeper information from the data. In the field of prediction,
[14] and [15] drew inspiration from restricted boltzmann
machines (RBM) and rough set theory, leading to a redesign
of neuron structures that enable the exploration of deeper
temporal information in data. Additionally, long-short time
memory (LSTM) [16] and gated recurrent units (GRUs) [17]
are also important methods for time series prediction. These
methods facilitate the memory and transmission of infor-
mation through the gated unit, enabling accurate prediction.
While these methods above excel at capturing the local tem-
poral information of the data, they cannot do anything about
the spatial information of the sequence.

Consequently, [18] and [19] proposed hybrid models based
on LSTM. The former combined dictionary learning (DL)
with LSTM and integrated it into a sequence-to-sequence
(seq2seq) architecture, enhancing the model’s ability to
extract temporal features while also improving spatial feature
extraction. The latter combined CNN and LSTM, leveraging
the strengths of both. However, the performance of the former
in prediction tasks requires further validation, and the latter
necessitates the collaboration of multiple types of data for
accurate prediction.

C. GRAPH NEURAL NETWORK

References [20] and [21] introduced and developed the con-
cept of graph networks, respectively. A GNN represents
the data in a graphical form and processes them using a
graphical approach. At the same time, this method has good
interpretability in comparison to the conventional deep learn-
ing methods. With the continuous improvements in GNN,
it has become increasingly popular in prediction. Nowadays,
the research on GNN mainly concentrates on the follow-
ing two aspects based on the extraction of spatiotemporal
features.

On one hand, in order to extend convolution to graph struc-
tures, [22] proposed graph convolutional networks (GCN)
from both spatial and spectral perspectives. However, both
of these methods are relatively complex in structure and
slow in operation. Another convolutional algorithm is diffu-
sion convolution (DC) [23]. This method combines DC with
GRU in the seq2seq architecture to enhance the extraction
of spatiotemporal information. Nevertheless, this approach is
computationally expensive and relatively resource-intensive.
Graph wavenet (Graph WN) [24] and multivariate time
series graph neural networks (MTGNN) [25] addressed adap-
tive graph structures by leveraging combinations of stacked
1D convolution components and improved graph convo-
lution, including enhanced temporal convolution, to mine
spatiotemporal relationships within the data. In addition,
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[26] constructed a directed graph based on granger causality
and embed multiscale temporal convolutions into improved
graph convolutions to capture spatiotemporal features among
wind farms. However, the fundamental components of these
models proposed in the three methods mentioned above are
all CNN, which are not suitable for extracting the relevant
characteristics of data in non-Euclidean space. Reference [27]
constructed a spatiotemporal correlation matrix, which can be
used to explore dynamic correlations between neighboring
wind farm data. Yet, this method ultimately still extracts
the spatiotemporal characteristics of the data in the form
of GCN, which limits the model’s ability to extract global
features.

On the other hand, an increasing number of studies tend
to introduce attention mechanisms into GNN calculation.
Within the realm of prediction, the attention mechanism is
able to compute the similarity between data and thus grasp
the pattern of data change from a global perspective. In one
study [4] combined GCN with maximum information and
merged the self-attention mechanism with multiscale convo-
lution kernels to enhance the ability to extract spatiotemporal
information. Another study [28] developed a novel graph
utilizing temporal polynomials. On this basis, the attention
mechanism was coupled with seq2seq architecture to real-
ize multivariate time series prediction. In [29], it employed
spectral domain convolution and channel-wise attention to
uncover the potential spatiotemporal dependencies to achieve
multi-node wind speed forecasting. Reference [30] proposed
an approach for traffic flow forecasting. This method merged
spatial convolution with the learnable positional attention
mechanism [31] to efficiently aggregate information from
neighboring nodes, enabling the capture of spatiotempo-
ral features between traffic flow data. Furthermore, [32]
designed a dual-path architecture to capture both existing and
potential spatial characteristics in traffic flow, and utilized a
graph attention mechanism [33] to make the model applied
to inductive learning tasks. However, these aforementioned
model structures are complex, involve a large number of
adjustable parameters, and consume significant computa-
tional resources.

Table 1 provides a summary of GNN-related methods men-
tioned above. It is evident that the majority of these methods
construct their models using either GCN or CNN, both of
which have noticeable shortcomings. The proposed AGSTA
addresses the coupling relationships in the data, which have
been overlooked in prior researches, through the spatiotem-
poral attention calculations, and utilizes the message passing
mechanism to theoretically simulate the effects of convolu-
tions, which can effectively avoid the inherent shortcomings
of GCN and CNN.

lll. DYNAMIC SPATIOTEMPORAL CORRELATION

In this section, the coupling relations of wind power data
between neighboring wind farms are mathematically demon-
strated to emphasize the necessity of constructing the
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TABLE 1. Summary of different GNN methods.

Methods Model basis Graph structure Advantage Potential issues
Static Capturing distant relationships
Ref. [23] DC+GRU ) i . & P Computationally complex
undirected graph ~ Enhancing model robustness
Ref. [24] CNN+DC Dynamic self- st tional ]
ronger representational capaci
Ref. [25] adaptive graph & P pacity o .
. . . Limited in non-Euclidean space

Ref. [26] CNN Dynamic Clear causal relationships

' directed graph Stronger representational capacity

Hierarchical Relatively lower computational complexi
Ref. [27] GCN : v P 1 COmPIXIY | imited ability to capture global information
directed graph Strong ability to capture local information
Ref. [28] CNN+ TemPoral Multi—s.cale feature extraction' ‘
Attention polynomial graph  Capturing cross-channel relationships

Ref. [4] GCN+CNN Static Multi-scale feature extraction

' +Attention undirected graph  Integration of cross-modal information Complex model
Ref. [30] GCN+GRU Dynamic Multi-scale feature extraction Strong data dependency

’ +Attention undirected graph  Effective spatiotemporal modeling Large computational overhead
Ref. [29] Spectral GCN Static Detailed relationship modeling Difficult parameter tuning

' +Attention undirected graph  Better feature propagation
Ref. [32] CNN-+Graph Dynamic Multi-scale feature extraction

' Attention + Static Fusion of global and local information

dynamical adjacency matrix and a detailed procedure for
constructing is presented.

A. DATA STRUCTURE ANALYSIS

The data in this paper is taken from the Wind Integration
National Dataset. Six adjacent stations are selected from Col-
orado and New Mexico, each of them is a wind farm covering
an area of 2KM x 2KM, and the distance between stations is
calculated using the longitude and latitude of each station.
The detailed geographical locations are shown in Figure 1.

go A

FIGURE 1. Geographical coordinate distribution map of six stations.

The nodes in Figure 1 are wind farms, and the input data
in each node is the historical wind power data for that node.

B. SPATIOTEMPORAL COUPLING ANALYSIS

The spatiotemporal correlation exists among the meteorolog-
ical conditions of adjacent wind farms [26]. The influence of
meteorological conditions establishes a correlation between
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the wind power data, giving rise to spatiotemporal coupling.
The primary manifestation of this coupling is the establish-
ment of dynamic relationships among the wind power data.
To quantitatively analyze this relationship, the paper employs
Normalized Mutual Information (NMI).

NMI is used to judge the similarity between the algorithm
and standard results, that is, the amount of information con-
tained in one set of data about the other.

The NMI calculation can be divided into two steps:
the mutual relationship calculation and the normalization
process.

The first step is to compute the mutual relationships
between variables, the formulation is shown as (1).

i Y
MI(X, Y)—ZZP(X,,Y)IO (P()(()P(Y))) 1)
i=1 j=I

where X and Y represent two sets of data that need to be eval-
uated for similarity, N and M are the number of variables X
and Y, i and j represent ith and jth variable, P(X;) and P(Y})
are the probabilities of X; and Y;, P(X;, Y;) denotes the joint
probabilities of X; and Y;, and MI is the computation result of
mutual information.

The second step is to normalize mutual information, the
expression is (2).

2MI(X, Y)
NMIX,Y) = ——— 2)
HX)+HY)

where H(X) and H(Y) are the information entropy of X
and Y, which are presented in the form of (3).

N
H(X)= > P(X;)log 3)
i=1

P(X;)
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The value of NMI is [0,1], which means if the value is
closer to 1, the higher the similarity between X and Y, and
vice versa, the smaller the similarity between them.

The results of NMI calculations are shown in Figure 2. The
Figure shows the similarity of wind power between the six
stations.
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Sitel Site2 Site3 Sited SiteS Site6

FIGURE 2. Wind power data similarity heatmap.

Figure 2 shows that the similarities between site 1 and
sites 2, 3, and 4 are strong. This is further supported
by Figure 1, which indicates that site 1 is located in the center
of these three sites. The similarity between sites 2 and 3
is the strongest among all sites, which is due to the fact
that the two sites are closest to each other in distance, this
proximity leads to the meteorological factors being less vari-
able over short distances. Similarly, sites 4 and 5, along
with sites 5 and 6, reveal the strongest similarity compared
to other sites. It can be inferred that the closer the stations
are, the higher the similarity between them, and vice versa,
the lower the similarity. For example, sites 2 and 6, which
are the farthest apart among all sites, have the lowest NMI
value of 0.64.

Based on the traditional adjacency matrix construction
method in GNN, the sites can be viewed as nodes, the sites
with high similarity are connected by edges, and the dis-
tance between nodes is considered as the weight of edges.
With this approach, the static graph can be constructed to
perform GNN computation. However, it is further observed
from Figure 2 that the inter-site NMI values are notequal to 1,
even for the most correlated sites, except for themselves. This
phenomenon indicates that there is different information in
wind power data from each other. In other words, there are
similarities, but also differences, in the variability patterns of
wind power.

From the above, it is clear that the conventional way
of constructing an adjacency matrix does not adequately
express the correlations between nodes, because these sim-
ilarities are time-varying rather than static. As a solution, this
work constructs an adaptive adjacency matrix instead of a
static one.
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C. ADAPTIVE ADJACENCY MATRIX

The dynamic adjacency matrix is constructed based on the
static adjacency matrix. According to the distance between
stations, a weight matrix can be constructed, which can then
be normalized by the Gaussian kernel function, and the nor-
malized result is shown in (4).

W [ weights, weights > threshold

. “
0, weights < threshold

where weights represent the normalized distance between the
nodes, threshold with a value of 0.01, and W is the weight
matrix. By setting a threshold for the normalized distance,
correlations that fall below this value can be safely ignored,
simplifying the following attention calculations and reducing
unnecessary computer resources.

For the construction of a dynamic graph, this paper refers
to papers [23] and [24]. The W is subjected to Laplace
transform, it can be depicted by (5).

L=D *1+WD? (5)

where I denotes the identity matrix, D is the degree matrix,
and L is the Laplace matrix. In addition, the DC can be
generalized to the undirected graph, resulting in (6).

K-1

Z= Z PFXWy, (6)
k=0

where X denotes the input signal, W is the learnable param-
eter matrix, k is the diffuse steps, K is the sum number
of diffusion steps, P is the transfer matrix of the diffusion
process, and Z is the diffuse convolution result.

A singular value decomposition is implemented for P,
as shown in equation (7).

P = Udiag(S)V" (7

where U, V, and S are the matrices from the singular decom-
position.
Finally, the adaptive adjacency matrix is shown as (8).

Audap = sofmax(ReLU(E | E3)) + L (8)

where E1, and E; are the learnable parameter matrices, E; =
U x/diag(S), E, = /diag(S)x V.

The adaptive adjacent matrix is a matrix that can be
updated during the network training process. It can better
reflect the time-varying similarities between nodes and lay
the foundation for the subsequent computation.

IV. METHODOLOGY

In this section, the AGST model is elaborated, including
the principle of spatiotemporal attention calculation, and the
optimization mechanism of the hybrid loss function.
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FIGURE 3. The framework of spatiotemporal attention calculation.

A. MODEL OVERVIEW

Existing GNN algorithms focus their research on the extrac-
tion of spatiotemporal features, either by improving spatial
convolution or using attention calculation. However, they
often overlook a vital characteristic, namely, the coupling
relationship between time and space in wind power data.
To achieve better prediction results, this study replaces the
skip connection and MLP in the original algorithm with
Linear layers, simplifying the structure of sparse spatiotem-
poral attention, and introduces edge weight aggregation. The
overall model framework is shown in Figure 3 (a).

In Figure 3 (a), MLP is a multi-layer perception, which
consists of the linear layer and the dropout. Before the raw
data is fed into the network operation, the data needs to be
spatiotemporally encoded in a separate network that can be
learned during the training process. Then, the encoded data
is sent into the spatiotemporal attention network, which is
divided into two parts. The first part is spatiotemporal cross-
attention, which is used to compute the coupling relationships
as a way to identify the specific correlations of the data in
time and space. The other part is the temporal self-attention,
which is used to capture the global relationships of the data
at the temporal level. Ultimately, the spatiotemporal network
produces its final prediction by combining the results from
two attention blocks. It is worth noting that the spatiotemporal
network can be stacked, and multiple attention calculations
can be carried out by the stacked layers, enabling multiple
propagations and aggregations of messages and eventually
satisfactory results.

B. SPATIOTEMPORAL ENCODING

AGSTA differs from recurrent neural networks (RNN) in
that it does not inherently capture temporal features in data,
thus necessitating the incorporation of temporal encoding.
To construct a learnable temporal encoding, the absolute
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positional encoding that comes from [31] is adopted here.
As is shown in (10).

E sin(z/100002/dmoder) 9

"7 cos(t/10000+ D/ dmodery ©)

where ¢ is the time step, dmodel 1S the dimension of the

encoding, 27 and 2i 4 1 denote even and odd dimensions, and
E; is the encoding used for learning.

Furthermore, AGSTA requires encoding of not only time
but also the spatial locations of six stations. To this end,
this work utilizes random initialized vectors to encode spatial
position. Ultimately, spatiotemporal encoding is the sum of
temporal and spatial encoding, as specified in (10).

Ency = E; + E; (10)

where Ej is the spatial encoding and Encg; is the final spa-
tiotemporal encoding.

By setting the spatiotemporal coding, the network is able
to more accurately identify the relative position and temporal
order between data.

C. SPATIOTEMPORAL CROSS-ATTENTION

In Figure 3 (b), X is the data with encoding, X; and X; are the
target and source node information divided by the edge index
from the adaptive adjacency matrix, where the edge index
represents the spatial dimension. Similarly, msg; and msg;
denote the target and source node information indexed by the
edge from the temporal dimension. Notably, cross-attention
means the attention calculation of data between the spatial
and temporal dimensions. The detailed procedure is elabo-
rated below.

After the data X and A,qp enter the network, the indices
of edges in Aagp, denoted as Eaqp, are used as a reference
to segment X; and X;. Then, the new edge indices Egjme1 are
constructed in the time dimension of X; and X;. Using Egime1
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as a reference, a linear transformation is applied to X; and X,
and the resulting values are divided to obtain the source
node and the target node information, msg; and msg;, for
message passing. From the whole procedure, it is not difficult
to see that msg; and msg; contain both spatial and temporal
information. Finally, the attention calculation is implemented
by msg; and msg;. The attention calculation here is inspired
by [6] and [33], and the specific calculations are presented in
equations 11, 12, and 13, respectively.

msggum = MLP(D_ msg;~)) (11)
where ¢ and r denote the time steps, and the symbol —
denotes the message aggregation direction or time flow direc-
tion. The equation represents that the message is propagated
from node j to node i over the time interval from ¢ to r.
Atnode i, the messages are summed and then passed through
an MLP to form the final aggregated message.

o — exp(msgg,m - W) (12)

2. exp(msg-w)

i

msgemsg.’?
where s denotes the time step between [t, ], w is a learnable
weight matrix, « is the information score after the softmax
layer, and msg is the result obtained by performing a maxi-
mum operation on msgg,, based on the indices of target node
edges in Egjpe1, similar to pooling.

e=a - msgyy, (13)

where e denotes the context vector, which is the result of the
final attention calculation, and reflects the similarity between
the information of node i and node j.

After the attention computation, two rounds of information
propagation are required. First, e needs to be propagated and
updated along the edges in Egjpeq, so that the results of the
attention computation can be diffused to target nodes. After
that, a second propagation is needed, where the weights of
edges in E,qp are aggregated towards the target nodes. The
second aggregation is shown as (14).

ST, = ST x weights (14)

where weights refer to the weights of edges in A,qp. ST rep-
resents the result after the first aggregation update, while
ST, denotes the value that requires executing the second
propagation.

D. TEMPORAL SELF-ATTENTION

In comparison to the spatiotemporal cross-attention calcu-
lation, the temporal self-attention calculation is relatively
simple. It only requires the edge indices Egmen as the ref-
erence for partitioning msg;” and msg;’ for the attention
computation. The expression of the self-attention calculation
is the same as that of the spatiotemporal cross-attention, as is
shown in (11), (12) and (13). In addition, the information in
this process only needs to be propagated once after the end of
the attention calculation to obtain the final output, Temp.
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E. HYBRID LOSS FUNCTION

The traditional loss function is constructed based on the mean
absolute error (MAE) [23], [24], [25], [26], [30]. This loss
function can optimize the performance of the model relatively
comprehensively, so as to obtain satisfactory results, as shown
in equation (15).

N
Z |Ppredictedi - Ptmei|

MAE = =1 I (15)

where ppredicted denotes the predicted values from the model,
Prirue 18 the true value, i denotes the ith predicted value or the
ith true value, and NV is the total amount of data.

Taking into consideration of the dataset used in this paper
is composed of only one type of wind power data, it is more
singular compared to the types of data used in other studies.
In this case, inspired by [27], a different loss function is pro-
posed for AGSTA, which is stipulated in equations (16), (17),
and (18). Under the influence of this function, the model is
expected to yield more accurate prediction results.

1 T
Liime = ? le
=

where N denotes the number of stations, 7' denotes the pre-
dicted timesteps, i denotes the ith station or the ith timestep,
and Lyime denotes the temporal loss function.

N
1
N Z |ppredicetedi — Puruei | (16)

i=1

e |1«
= N Z T Z ’ppredictedi _Ptruei’ (17

i=1 i=1

Lspace

where Lgpace represents the spatial loss function.
L=a- Line+ 8- Lspace (18)

where o and B represent penalty coefficients of Lijme
and Lgpace, respectively, and the values of o and B are
between [0,1]. The advantage of this loss function is that it
can fully take into account multi-site prediction situations,
and can predict more accurate results.

F. ERROR EVALUATION METRICS

In this paper, three error evaluation metrics are chosen to
measure the prediction effectiveness, which are MAE, root
mean square error (RMSE), and weighted average percentage
error (WAPE). The formula for MAE is shown in (16), and it
reflects the average difference between the predicted and true
values by offsetting the positive and negative errors against
each other in absolute terms. the equations for RMSE and
WAPE are shown in (19) and (20).

N
1
RMSE = N 21 (Ppredictedi - ptruei)2 (19)
=

where RMSE tends to represent stability, as it reflects whether
the predicted curve can maintain a relatively slight error to the

VOLUME 11, 2023



H. Li et al.: Spatiotemporal Coupling Calculation

IEEE Access

Algorithm 1 The Training Procedure of AGSTA
Input: The training data Peining, and the distance matrix

W
Output: Trained model AGSTA
1 For each training epoch do:
2 Calculate the adaptive adjacency matrix A,dp
according to (5-8)
3 Calculate the spatiotemporal encoding Encg
according to (9-10)
4 X < Piraining + Encyg
5 For i =0to M do:
6 // Compute 1 and 2 in parallel
1. The spatiotemporal cross-attention
calculation
Input: X, edge index E,qp and edge weights of
Aadp
Output: The result of cross-attention calculation
ST,
7 Based on E,q4p, obtain source node X; and target
node X;
8 Based on Egjpe1, obtain source node msg; and
target node msg;
9 Perform cross-attention calculation according
to (11-13)
10 Perform two rounds of message propagation
along Egime and
E.dp respectively to obtain ST,
2. The temporal self-attention calculation
Input: X
Output: The result of self-attention calculation,
Temp
11 Based on Egjme2, obtain source node msg;” and
target node msg;’
12 Perform self-attention calculation according to
(11-13)
13 Perform one message propagation along Egjme2
to obtain Temp
3. The combination of ST, and Temp
14 X <« Linear (ST> + Temp)
15 End for
16 Based on (16-18), construct the loss function L
using the output of the Mth layer
17 End for

true curve at each time instant without large fluctuations.

N
Z ’ptruei - Ppredictedi’
WAPE==!

v x 100% (20)

Z |Ptreil
i=1

where WAPE reflects the proportion of the total error in the
true value.

Until now, the AGSTA model has been constructed
successfully. Meanwhile, the overall training procedure is
summarized in Algorithm 1.
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V. MODEL DETAILS

This section elaborates on the selection method for important
parameters within the model, as well as the model’s data
processing process.

A. ABLATION EXPERIMENT

This study employs the method of controlling variables and
utilizes MAE and RMSE as the primary indicators to deter-
mine the significant parameters of the model.

Figure 4 illustrates the impact of different batch sizes
on model performance. As evident from the graph, MAE
is relatively unaffected by changes in batch size, whereas
RMSE increases with larger batch size. When the batch
size is 8, RMSE is minimized, indicating the highest over-
all fit between the predicted and actual curves. Generally,
larger batch sizes lead to reduced model accuracy, while
smaller batch sizes increase computational time. Taking
these factors into account, this paper selects a batch size
value of 128.

mm MAE
RMSE
4 B
571
&
: ‘\___
14
0 -J I I I I
8 16 32 64 128 256

Batch size

FIGURE 4. MAE and RMSE with different batch sizes.

Figure 5 depicts the relationship between the number
of spatiotemporal (ST) layers and model performance.
As shown in the graph, with an increase in the number of
ST layers, the overall trend of the error gradually decreases.
This is due to the repetitive entry of data into the ST layers,
enabling repeated calculations of their coupling and temporal
relationships, thereby achieving more accurate predictions.
However, an increase in the number of ST layers would lead
to higher utilization of hardware resources by the model,
impacting its computational efficiency. In this context, the
number of ST layers is set to 2.

3.6 ‘\‘\"/\

3.24

3.01

S, —+— MAE
E28 —e— RMSE

2.6
244
2.24
2.0 -

*\&*——4&*

I 5

2 3 4
The number of ST layers

FIGURE 5. MAE and RMSE with different ST layers.
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Figure 6 illustrates the impact of the loss function penalty
coefficients, « and f, on model performance. It is evident
that when ¢ = 0.8 and 8 = 0.2 to 0.5, the MAE metric
is minimized, while when « = 0.9 and 8 = 0.3, RMSE is
minimized. This indicates that the model is more inclined
towards optimizing for time. However, a comparison of errors
corresponding to « = 0.1, 8 = 09, and ¢ = 0.1, 8 =
0.1 reveals that optimizing for space can also enhance the
model’s predictive accuracy. Therefore, « and 8 are chosen
as 0.9 and 0.1, respectively.

011 02 03 0.4 05 0.6 0.7 0.8 0.9
a

(a) MAE

01 02 03 04 05 0.6 0.7 0.8 0.9
a
(b) RMSE

FIGURE 6. MAE and RMSE with different o and 8.

Figure 7 shows how the loss function decays with the
increment of iteration, under the chosen value of & and 8. The
loss function decreases rapidly as the number of iterations
increases. When the number of iterations is more than 50,
its loss function tends to be a constant value, indicating
that AGSTA has converged. During the whole process of
training, the training process of AGSTA is relatively sta-
ble, and no gradient vanishing problem makes it difficult to
converge.

Loss Values
(=) ~ oo

[

0 20 40 80 100

60
Steps

FIGURE 7. Training process of AGSTA.
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Table 2 shows the impact of different optimizers on model
performance. Based on the data, it is evident that Adam
and RMSprop exhibit significantly better overall perfor-
mance compared to other optimizers. Specifically, in terms
of the MAE metric, the performance of both optimizations
remains consistent. However, when considering the RMSE
and WAPE metrics, the former significantly outperforms the
latter. Therefore, Adam optimizer is chosen for this paper.

TABLE 2. Performance comparison of different optimizers.

Optimizert  MAE RMSE  WAPE
Adadelta  4.93 6.66 87.81%
Adagrad  3.56 4.83 64.36%

SGD 4.69 6.43 83.56%
Adamax  2.18 3.58 39.83%
RMSprop  2.13 3.53 39.04%

Adam 2.13 351 39.00%

B. DATA PROCESSING PROCESS

The detailed data processing procedure of the model for the
given data is shown in Figure 8. The initial input data has a
shape of 31,267 x 6, where 6 refers to 6 sites, and 31,267 is
the total time steps.

In the first step, the data is preprocessed. In this step, the
sliding window model is primarily used to adjust the data
to the required shape for the model, which is 128 x 12 x
6 x 1. Here, 128 corresponds to the batch size during data
processing; 12 refers to the number of time steps, which can
be adjusted based on the predicted time range; and 1 repre-
sents the feature dimension.

In the second step, the spatiotemporal encoding network is
operated. The spatiotemporal encoding of the data consists
of two components: the time encoding E; and the spatial
encoding Es. They correspond to the time dimension and
spatial dimension of the input data, respectively. Here, E; is
of size 12 x 1x32, while Ej is of size 6 x 32. The resulting
Encg is 128 x 12x6 x 32.

In the third step, spatiotemporal attention is computed.
For cross-attention, the process starts by referencing Eqgp,
resulting in X; and Xj with shapes of 128 x 12 x 36 x 32. Here,
E.gp has a shape of 2 x 36. Then, referencing Egjme1, msg; and
msg; are obtained with shapes of 128 x 144 x 36 x 32, where
Etime1 has a shape of 2 x 144. Subsequently, attention calcu-
lation is performed following equations (11-13). Finally, two
rounds of message propagation are conducted along Ejmei
and E,qp respectively, yielding the cross-attention result with
a shape of 128 x 12 x 6 x 32, denoted as ST;. As for
self-attention, its operational mechanism is largely similar to
cross-attention, with the distinction that it undergoes message
propagation only once along Ejpes, resulting in Temp having
the same shape as STj.

In the final step, the predictions are obtained. By summing
ST, and Temp, and processing them through a linear layer,
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FIGURE 8. Data processing process.

the ultimate prediction values can be obtained. It’s notewor-
thy that the shape of the final prediction values remains the
same as the input shape into the network, which is 128 x 12 x
6 x 32. This design facilitates the repetitive execution of
spatiotemporal attention computation.

VI. EXPERIMENT RESULTS

In this section, corresponding simulations are conducted to
compare the performance of the state-of-the-art algorithms
in the short-term prediction of wind power.

A. DATASET
According to the introduction of [35], the wind integra-
tion national dataset comprises meteorological data collected
throughout the United States, including wind speed, wind
direction, air density, air pressure, etc. Then, based on the
actual geographical conditions of the United States near
the sea and inland, 126,684 sites that can be used for the
construction of wind farms are established, each site covers
an area of 2km x 2km. Finally, by using these meteoro-
logical data, the wind power of wind turbines at different
heights with different time resolutions is simulated and cal-
culated at each site. In other words, the meteorological data
are real-time data, while the power data are the results
obtained from simulations. Under the above conditions, the
land utilization rate is not the same for each site and the
wind energy capacity factor is also different for each site.
Hence, the most realistic effect can be simulated as much as
possible.

In this study, the wind power data are obtained for
wind turbines with hubs height of 100 m and the time
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M X Spatiotemporal attention layer

resolution of 15 minutes, with a period is January 19, 2013,
to December 31, 2013. 80% of the total data are set as train-
ing data for the proposed model, 10% are used to verify the
validity of the model, and the remaining data are used as
test data.

Table 3 presents the environmental conditions of the six
selected sites in this study. It is evident that the average wind
speed and capacity factor of WF4 and WF6 are significantly
lower than the other sites. This will result in a considerable
reduction in their wind power output, posing a challenge to
the predictive performance of the model.

TABLE 3. The environmental condition of each site.

Environment WF1  WF2 WF3 WF4 WF5 WFé6
Usable area 1.00 1.00 1.00 1.00 090 0.96
Capacity (MW) 16 16 16 16 16 16
Wind speed (m/s) 7.64 833 825 687 9.12 624
Capacity factor 038 045 044 030 047 025
B. BASELINE

SVR [12]: The basic idea of SVR is to find the separated
hyperplane that can correctly partition the training dataset and
minimize the distance to the sample points farthest from that
plane.

IPDL [15]: This model is built upon the RBM and rough
set theory. The former learns the probability distribution of
the dataset to capture the unsupervised temporal character-
istics within wind speed data, while the latter enhances the
model’s robustness.
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TABLE 4. Hyperparameter settings of models.

Models Hyperparameter
IPDL Epoch: 300; learning rate: 0.001; a: 0.8; f: 0.2; batch size: 64
RAE Epoch: 200; learning rate: 0.001; ¢:0.8; £: 0.2; batch size: 64
Deep Forecast LSTM layers: 2; epoch: 100; learning rate: 0.001; batch size: 128
DTDL Sparse coefficient vector: 128%6x6; epoch: 100; learning rate: 0.001; batch size: 128
Graph WN ST layers: 2; temporal convolution: (32, 32, (1, 2), 1); diffusion steps: K=2; epoch: 100; learning rate: 0.0001; batch size: 128
MTGNN The kernel of dilated inception: 8, 9, 12, 13]; mix hop-propagation: (96, 32, (1, 1), (1, 1)); epoch: 100; learning rate: 0.0001
STGNN Heads: 6; di=d\=16; dinod=96; epoch: 100; learning rate: 0.0001; batch size: 128

RAE [16]: Similar to IPDL, the difference is that this model
employs a seq2seq architecture to learn the unsupervised
features within wind speed data.

Deep Forecast [17]: This model is essentially based on
LSTM, achieving the extraction of spatiotemporal informa-
tion from multiple wind farms’ wind speed data through the
stacking of multiple LSTM layers.

DTDL [19]: This model combines DL, LSTM, and AE.
By utilizing LSTM-AE, it captures the deep temporal patterns
within the electrical signals, and through DL, it identifies the
most representative atoms within this pattern.

Graph WN [26]: In order to accurately capture the
temporal relationships among various nodes, this model con-
structs an adaptive graph. Subsequently, it utilizes dilated
causal convolution to build the gated temporal convolu-
tional layer and combines it with diffusion convolutions
to extract the spatiotemporal information within the traffic
flow data.

MTGNN [27]: This model constructs mix-hop propaga-
tion and dilated inception layers through the stacking and
combination of convolutional layers. Leveraging mix-hop
propagation and dilated inception layers, it creates the graph
convolutional module (GC) and temporal convolutional mod-
ule (TC) respectively. By interleaving GC and TC and
coupling them with graph learning layers, it discovers poten-
tial spatiotemporal dependencies between nodes.

STGNN [29]: This model achieves the extraction of spa-
tiotemporal information through a combination of GCN and
GRU. Besides, it effectively aggregates information from
surrounding roads using a learnable positional attention
mechanism, thereby capturing both local and global spa-
tiotemporal information present in the data.

Traditional optimization-based AGSTA: The principle is
consistent with AGSTA, but the MAE loss function is adopted
as the optimization approach.

Taking the 3-hour prediction as an example, the important
parameter selections for deep learning models are shown
in Table 4.

C. ERROR COMPARISON OF WIND FARM CLUSTER
All algorithms involved in this paper were tested in PyTorch

1.8.1 under the Linux system. The specific configuration of
the server is as follows: the CPU is an Intel E5-2690V4 8-core
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processor, operating at a frequency of 2.6GHz and the GPU
is Tes-V 100, which is equipped with 32GB of video memory.
The predictions were implemented using the sliding window
prediction model with window sizes of 1h, 2h, 3h, 4h, 5h, and
6h, covering all the periods of the short-term prediction.

The performance of each model is shown in Table 5, where
the data represents the prediction errors of the wind farm
cluster’s power.

1. In terms of single models: From the data, it is evident that
SVR’s predictive performance falls significantly behind deep
learning methods within the 6-hour window. Especially as the
time window expands, various indicators deteriorate sharply,
further highlighting the model’s poor predictive capabilities.
This is mainly because superficial learning methods such as
SVR have great limitations in dealing with non-linear rela-
tionships between high-dimensional time series and cannot
learn the spatiotemporal characteristics of the data.

Compared to SVR, Deep Forecast demonstrates a notice-
able improvement in predictive performance. This indicates
that the stacking of LSTM layers can effectively extract
temporal characteristics from the data and utilize these char-
acteristics to predict data changes. However, in comparison
to algorithms associated with GNNs, despite outperforming
Graph WN in terms of WAPE for the 3-hour to 5-hour
range, Deep Forecast still exhibits some limitations in overall
predictive capability. This is because as the time window
gradually increases, the temporal correlation of the data will
gradually weaken. It is difficult to achieve accurate pre-
dictions relying solely on temporal relationships. At this
time, the intervention of spatial relationships is needed to
strengthen predictions.

2. In terms of hybrid models. From the data in the Table,
it is evident that the predictive performance of IPDL is sig-
nificantly better than SVR. This is because IPDL can capture
unsupervised temporal features in the data by learning its
probability distribution. Additionally, RAE’s performance
slightly surpasses IPDL, indicating that the seq2seq archi-
tecture, compared to simpler stacking, is better at learning
temporal features from historical data. However, the perfor-
mance of RAE in the 2-hour to 6-hour range falls behind
that of Deep Forecast, implying that the architecture of this
model lags in capturing temporal characteristics compared to
LSTM.
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TABLE 5. Performance comparison of AGSTA and other baseline models.

Time windows Metrics SVR IPDL RAE Deep Forecast DTDL STGNN Graph WN MTGNN T-AGSTA AGSTA

MAE 3.49 1.76 1.73 1.84 1.39 1.17 1.25 1.14 1.12 1.09

1h RMSE 4.08 2.82 2.82 2.94 2.32 2.09 2.02 2.09 1.95 1.95
WAPE (%) 64.58 31.54 31.36 33.07 24.88 21.06 22.53 20.55 22.13 22.07

MAE 4.11 2.73 2.68 1.94 1.84 1.74 1.75 1.70 1.68 1.64

2h RMSE 4.63 4.03 4.00 3.02 2.96 2.97 2.71 2.90 2.74 2.78
WAPE (%) 69.68 48.86 47.83 34.67 34.42 31.05 31.21 30.30 32.78 32.69

MAE 4.74 340 335 228 2.11 2.16 2.27 2.13 2.06 2.01

3h RMSE 5.21 4.81 4.75 3.51 3.38 3.51 3.27 3.46 3.22 3.29
WAPE (%) 76.74 60.51 59.55 40.18 37.53 38.38 40.40 37.90 39.84 38.15

MAE 5.19 394 388 2.54 2.57 2.50 2.65 2.49 2.37 2.31

4h RMSE 5.88 5.41 5.33 3.86 3.88 395 3.78 3.82 3.63 3.64
WAPE (%) 8237 69.81 68.81 45.02 48.04 44.26 46.94 48.12 46.69 44.58

MAE 6.57 432 431 2.85 293 2.85 2.87 2.86 2.67 2.63

5h RMSE 6.70 5.73 5.74 427 442 430 4.03 423 4.03 4.06
WAPE (%) 9048 76.23 76.10 50.35 51.65 50.24 50.62 54.35 50.48 49.19

MAE 7.20 460  4.65 3.49 3.43 3.11 3.30 3.16 291 2.80

6h RMSE 7.41 6.00  6.05 4.85 5.00 4.56 4.47 4.54 4.30 438
WAPE (%) 97.10 80.96 81.84 61.45 60.43 54.81 58.14 59.73 54.83 52.36

In the 6-hour prediction range, the MAE and RMSE
metrics of DTDL outperform the four methods mentioned
earlier comprehensively, and even in the 2-hour to 4-hour
prediction range, its performance is on par with models
related to GNNs. The reasons for this advantage can be
summarized in two aspects: firstly, due to the combina-
tion of LSTM in a seq2seq architecture, the model captures
deeper levels of temporal features compared to the sim-
pler LSTM stacking in Deep Forecast; secondly, the sparse
coefficient vector can extract partial spatial information
through the linear combination process with the original
dictionary.

For the five GNN-related methods, due to their ability to
deeply explore the spatiotemporal characteristics of the data,
their overall performance surpasses the aforementioned mod-
els. Specifically, STGNN captures local spatiotemporal fea-
tures in the data through the combination of GCN and GRU,
and it captures global temporal features using attention mech-
anisms. Through this approach, prominent predictive effects
can be achieved, particularly when the prediction window is
4 hours, where its WAPE metric stands out as the best among
all models. On the other hand, Graph WN and MTGNN
share structural similarities, with the difference that the for-
mer integrates DC layers into the stacked CNN structure,
while the latter improves the combination of certain CNN
components, forming GC and TC layers. This leads to their
respective advantages in predictive performance, Graph WN
outperforms MTGNN in terms of RMSE, while MTGNN
surpasses Graph WN in MAE. Moreover, MTGNN achieves
the best WAPE metric within the 3-hour window among all
algorithms.
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However, these three GNN-related models mentioned
above, while all focused on extracting spatiotemporal char-
acteristics, overlooked the spatiotemporal coupling relation-
ships within wind power data. As a result, their overall
performance falls behind AGSTA, a model equipped with a
spatiotemporal attention computation module. This module
effectively calculates deeper-level information within the spa-
tiotemporal characteristics of the data, enabling more accu-
rate predictions of multi-site wind power. More specifically,
STGNN performs attention computation after extracting local
spatiotemporal information. The whole process emphasizes
the calculation of temporal relationships rather than the
spatial dependencies among different sites. The algorithmic
structures of Graph WN and MTGNN are based on combina-
tions of CNN, which are limited in describing spatiotemporal
dependencies across multiple wind farms in a non-Euclidean
space.

Comparing AGSTA and T-AGSTA, the advantage of
T-AGSTA with MAE as the loss function is evident in the
RMSE metric after 2 hours. However, in the 6-hour prediction
range, AGSTA outperforms T-AGSTA in terms of both MAE
and WAPE. This directly indicates that the hybrid loss func-
tion is more suitable for enhancing the predictive accuracy
of multiple sites over multiple time steps, as opposed to the
traditional MAE loss function.

Figure 9 presents a box plot of the errors between predicted
values and actual values for different models under a 3-hour
prediction horizon. To provide a clearer representation, the
plot excludes outliers.

Regarding the interquartile range (IQR), from the box plot,
it can be observed that Deep Forecast, RAE, IPDL, and
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FIGURE 9. Box plot comparison of prediction errors among different models.

0.7
0.8
0.6
> z
Z
z 0.5
% 0.6 E
kS|
° 2z 0.4
= —
=04 B 03
z E
—E S 02
£ 02 &
0.1
00 20 -10 0 10 20 0.0 20 10 0 10 20
Error Error
(a) AGSTA (b) T-AGSTA
0.5
> 203
204 %
2 <
203 202
Z =
202 =
’g 20.1
o1 s
0.0
E) 10 0 10 %0 00 20 10 0 10 70
Error Error
(c) MTGNN (d) Graph WN
07 0.5
5. 0.
206 ;
12 04
§ 0.5 3
204 203
03 Fe
S 8o2
202 E
A ol 0.1
0.0 0.0
20 -10 0 10 20 20 10 0 10 20
Error Error
(e) STGNN () DTDL

FIGURE 10. Error probability density distribution.

SVR exhibit significantly larger IQRs, indicating broader more concentrated error distribution. For the median line, cor-

and more volatile error distributions for these four algo- responding to the order of the scaled graph, the median values
rithms. Meanwhile, DTDL, Graph WN, MTGNN, STGNN, for various models are 0.017, —0.081, —0.036, —0.258,
T- AGSTA, and AGSTA have IQRs of 0.928, 1.186, 0.835, —0.043, and —0.043. AGSTA’s median is closest to 0, indi-

0.777, 0.769, and 0.757 respectively, highlighting AGSTA’s cating its error distribution is closer to a uniform distribution.
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TABLE 6. MAE comparison of different models for each wind farm.

Wind Farm SVR IPDL RAE Deep Forecast DTDL STGNN Graph WN MTGNN T-AGSTA AGSTA
WF1 3.68 349 344 2.59 2.49 222 2.33 223 2.18 2.20
WF2 410 3.87 3.86 227 2.34 2.18 2.28 2.28 2.08 2.01
WEF3 428 3.86 3.85 227 2.39 222 227 227 2.03 2.02
WF4 476 323  3.16 2.69 2.48 2.41 2.39 2.39 224 2.18
WEF5 501 315 314 2.31 2.10 2.12 223 223 2.03 1.98
WF6 496 3.08 3.11 2.89 2.46 2.40 2.64 2.64 2.17 2.06

TABLE 7. RMSE comparison of different models for each wind farm.

Wind Farm SVR IPDL RAE Deep Forecast DTDL STGNN Graph WN MTGNN T-AGSTA AGSTA
WF1 494 465 3.65 3.69 371 3.47 3.31 3.45 3.36 3.40
WF2 501 511 510 3.37 3.54 3.38 3.17 3.42 3.10 3.16
WF3 498 5.07 457 3.38 3.52 3.50 3.22 3.44 3.11 3.16
WF4 525 449 440 391 3.72 3.68 3.40 3.55 3.33 3.44
WFS 533 456 456 3.50 3.36 3.37 3.26 3.29 3.08 3.09
WF6 556 482 486 4.49 4.07 3.90 3.88 3.73 3.37 3.42

TABLE 8. WAPE (%) comparison of different models for each wind farm.

Wind Farm  SVR  IPDL  RAE  Deep Forecast DTDL STGNN Graph WN MTGNN T-AGSTA AGSTA
WF1 67.69 59.18 58.28 43.97 41.95 37.59 39.54 40.38 41.08 40.75
WEF2 5521 52.05 5198 30.52 31.57 29.30 32.28 31.17 30.61 30.46
WE3 57.68 53.05 53.02 31.28 32.39 30.62 31.51 32.20 31.15 31.30
WF4 81.24 76.65 79.84 67.96 61.50 56.64 60.48 61.06 56.47 56.38
WE5S 60.02 5490 36.40 40.30 36.40 36.98 39.18 39.89 41.43 40.67
WEF6 86.71 86.60 87.43 81.02 68.70 67.50 74.40 67.22 45.87 44.62

Combining the above analysis, in the context of a 3-hour
prediction, AGSTA exhibits the best overall predictive
performance, aligning with the conclusions presented
in Table 4.

In order to provide a more comprehensive display of the
distribution of errors, Figure 10 shows the probability density
distribution of prediction errors for six models in the scaled
portion of Figure 9.

D. ERROR COMPARISON OF EACH WIND FARM

To provide a clearer reflection of the power prediction for
each wind farm, Tables 6 to 8 present the average errors for
each wind farm across the six-time windows.

From the error data presented in the following three tables,
it can be observed that, except for AGSTA and T-AGSTA,
the remaining models exhibit notably higher errors when
predicting the power of WF4 and WF6 compared to the other
sites. This is because the power output of these two wind
farms is significantly lower than the other four sites, making it
difficult for the model to adequately consider these two sites
when extracting the spatial characteristics between adjacent
sites. However, AGSTA utilizes spatiotemporal attention cal-
culation to comprehensively assess the coupled relationships
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existing in both time and space within the data. This allows
the model to simultaneously consider the predictions for each
individual wind farm while performing the wind farm cluster
power prediction. From the data in the above three Tables,
it is evident that the model based on spatiotemporal coupling
calculation yields the best performance in predicting WF4
and WFo6.

More specifically, T"AGSTA performs the best in terms
of the RMSE metric, indicating that the predictions obtained
using traditional loss functions have better stability. STGNN
holds an overall advantage in the WAPE metric but exhibits
poorer predictions for WF4 and WF6. AGSTA outperforms
other models in terms of overall performance based on the
MAE metric, as well as on the WAPE metric for predicting
WF4 and WF5.

E. COMPARISON OF LOCAL PREDICTION CURVES

Figure 10 shows a comparison of the local power prediction
results of five GNN-related algorithms under a 3h prediction
window. These power curves include four common states in
wind power curves, which are continuous fluctuation state,
climbing state, downhill state, and large peak and large val-
ley state.
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FIGURE 11. Prediction power curves of 6 wind farms.

It can be observed that except for the large peak and large
valley in (c) where MTGNN holds an advantage, in all other
scenarios, whether during the climbing stage, downhill state,
or continuous fluctuation state, the comprehensive perfor-
mance of power curve prediction by AGSTA and T-AGSTA
is notably superior to the rest of the algorithms. Scaling
portions in (a), (b), and (e) reveal that during continuous
rapid fluctuation states, the performance of T-AGSTA can
rival that of AGSTA. However, in states where the power
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curve is relatively gentle, as depicted in the scaled portions
of (a), (c), and (f), AGSTA exhibits a significant advantage.

F. TIME COMPLEXITY

The structures of AGSTA and T-AGSTA are identical, with
their core performing parallel spatiotemporal attention calcu-
lation. Their time complexity can be roughly represented as
O((Emax + Vmax)Tz). Here, T represents the temporal length
of the data, and Eyx and Viax are the quantities of edges
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and nodes, respectively, in the graph constructed based on the
temporal dimension of the data for executing spatiotemporal
attention calculation.

MTGNN primarily consists of a combination of CNN
with multiple different kernel sizes, making it challenging to
provide a comprehensive estimation of its time complexity.
Thus, only the time complexities for TC and GC are presented
here. The time complexity for TC is O(k;TV? + koyTV? +
k3TV3 + k4TV?), while for GC, it is O(ksTV?), the sum of
these two can be roughly considered as the time complexity
of MTGNN. Here, k1, k3, k3, k4, and ks represent the sizes
of convolutional kernels in different convolutions, and V
signifies the number of nodes in the adaptive graph. Similarly,
for Graph WN, only the time complexity of DC is given
as O(KE), and its time complexity can be viewed as the sum
of multiple convolutions and DC. Here, K denotes the number
of diffusion steps, and E represents the quantity of edges in
the adaptive graph.

The time complexity of STGNN is composed of three
parts: the time complexity of GCN is O(E), the time com-
plexity of the combination of GRU and GCN is O (TV2 +E ),
and the time complexity of the self-attention mecha-
nism is O(T?V). Therefore, the final time complexity is
OE+HV +T)TV).

VIi. CONCLUSION

This paper presents a novel short-term power prediction
method. Firstly, the deficiencies of traditional static graphs
in reflecting the spatiotemporal relationships between nodes
are demonstrated, and an adaptive undirected graph is
constructed to replace a static graph. Next, by utilizing
cross-attention and self-attention within the spatiotemporal
attention layer, the coupling relationships between data and
temporal dependencies are computed, respectively. Subse-
quently, a hybrid loss function is proposed for accurate
optimization. Finally, through validation, it is demonstrated
that, among the selected comparative algorithms, the pro-
posed method exhibits better performance in wind power
prediction accuracy. The detailed conclusions of this paper
are as follows:

(1) Compared to static graphs, the adaptive undirected
graph constructed in this paper is more suitable for
reflecting the time-varying relationships among nodes
arising from dynamic spatiotemporal correlations.

(2) Through iterative operations of the ST layer, the
coupling relationships between data and temporal
dependencies can be effectively computed. Besides,
the repetitive execution of message passing ensures
that information aggregation and propagation are not
limited to neighboring nodes. This design significantly
outperforms other models selected in this paper in
terms of predictive performance.

(3) Compared to the traditional MAE loss function, the
hybrid loss function proposed in this paper shows better
comprehensive performance in predictive accuracy.
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