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ABSTRACT Anomalous human trajectory detection is a critical task in security surveillance in working
areas. To identify anomalous human trajectories, understanding features of their movement plays an
important role. Therefore, in this work, a Transformer encoder and self-organizing map-based model
called TENSO is proposed to learn trajectory characteristics for detecting anomalies. In particular, the
proposed model learns the internal characteristics of normal trajectories and clusters of normal trajectory
representations in a latent space. To learn the internal characteristics of normal trajectories, the encoder of
Transformer with a self-attention mechanism first encodes trajectories into sequences of embedding vectors
of trajectory points in the latent space. Then, a decoder reconstructs the trajectories from the latent space.
In addition, to learn clusters of normal trajectory representations in the latent space, the self-organizing map
(SOM) layer is used, which gets its input as the output of the Transformer encoder. In the training phase,
the TENSO model is trained using a total loss of trajectory reconstruction and SOM losses. In the anomaly
detection phase, a test trajectory is evaluated to determine whether it is an anomaly based on trajectory
reconstruction errors and the quantization error on the SOM. In this phase, a new metric is proposed which,
namely WS, is the weighted sum of recall and precision to choose the appropriate threshold for detecting
anomalies. The TENSO model-based framework is evaluated using two real trajectory datasets: MIT Badge
and sCREEN. Experimental results show that the proposed framework identifies anomalies effectively and
outperforms the baselines.

INDEX TERMS Anomalous trajectory detection, indoor human trajectory, transformer encoder, self-
organizing map.

I. INTRODUCTION
Location-acquisition tools like the GPS, smartphone, and
sensors have helped generate massive quantities of position
data from moving objects. The diversity in trajectory data
encourages a lot of research on trajectory data mining,
such as human trajectory prediction [1], [2], [3], user route
recommendation [4], [5], [6], [7], and trajectory clustering
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[8], [9], [10]. In recent years, anomalous trajectory detection
has become an important research topic in many applications.
For example, for taxi services, anomalous taxi trajectories
are associated with problems like traffic jams, accidents, and
taxi driver fraud. Thus, identifying uncommon taxi trips can
enhance the quality of the service [11], [12], [13]. Besides,
one essential aspect of security surveillance in public areas is
anomaly event detection. By evaluating people’s movements
in public spaces, it is possible to identify abnormal events
such as terrorism, violent attacks, and accidents [14], [15].
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However, the above studies mainly relate to anomalous
trajectory detection in outdoor spaces.

With indoor areas, trajectory data have opened many new
research directions. In particular, customers’ trajectories in
shops can be investigated to determine their purchasing
habits [16]. This enables owners to optimize product
positioning and shop design. Human location prediction
systems for indoor environments play a significant role in
location-based services [17], [18]. Additionally, anomalous
human movements in indoor spaces often relate to serious
situations, such as violent attacks, theft, and fire. Thus,
detecting abnormal movements by people can improve safety
in indoor environments. In this paper, our objective is to
identify abnormal human trajectories in indoor spaces.

Anomaly detection methods in trajectory data can be
divided into two main categories: traditional detection
methods and deep learning-based detection methods. With
traditional detection methods (e.g., distance-based, density-
based, and clustering-based), detecting anomalies is mainly
based on the relationship between the test trajectory and
the remaining trajectories [13], [19], [20]. These methods
do not discover internal characteristics and sequential infor-
mation in the trajectories. Deep learning-based detection
methods often focus on learning embedding vectors that cap-
ture spatial-temporal information in trajectories. Detecting
anomalies is based on the embedding vectors [21], [22], [23],
[24], [25]. However, these methods do not discover rela-
tionships between trajectory representations (e.g., distance,
density, and clusters of trajectory representations) in latent
space to use them for detecting abnormal trajectories.

From the above aspects, we aim at building a novel
deep learning model that learns normal trajectories’ interior
features and clusters of normal trajectory representations
in latent space to detect anomalies. Since the proposed
model performs the roles of deep learning models (i.e.,
learning trajectory representations) and traditional methods
(i.e., identifying trajectory clusters in a representation space),
the effectiveness of the proposed framework in anomaly
detection can be improved compared with existing methods.

In particular, a deep learning model called TENSO, which
is based on the Transformer encoder and self-organizing
map (SOM), is proposed in this paper. To capture internal
characteristics of normal trajectories in a latent space, the
Transformer encoder is first used. Each trajectory is encoded
by an output sequence that captures the correlation between
points in the trajectory through a self-attention mechanism.
To learn more helpful information in latent space, the TENSO
model discovers both positional information of trajectories’
points and their indoor semantic information (e.g., working
rooms, meeting rooms, and corridors). Then, a decoder
reconstructs the trajectories from their representations in the
latent space.

To learn the clusters of normal trajectory representations in
the latent space, a SOM layer is used in this work. The SOM
is a data clustering model containing interconnected neurons
on a low-dimensional map [26]. Each neuron is represented

by a prototype vector. Note that prototype vectors belong to
the same space as the input data for the SOM. While training
the SOM, the prototype vectors are updated and forwarded to
input data. In TENSO, the SOM input data space contains
latent representations of trajectories that are the output of
the Transformer encoder. Besides, the number of prototype
vectors is chosen much less than the number of trajectories in
this work. Thus, if trajectory representations are close to each
other in the latent space, they are represented by the same
prototype vector on the SOM.

To train the TENSO model, a total loss of the trajectory
reconstruction and SOM losses is used. After the model
is trained, anomaly detection is performed when a new
trajectory comes. In particular, a trajectory’s anomaly score
(AS) is determined using the TENSO model. If the AS
exceeds a given threshold, the trajectory is detected as an
anomaly. In this work, the anomaly threshold is determined
based on trajectories’ anomaly scores in the training set.
A new factor, the weighted sum (WS) of precision and recall,
is proposed to choose the threshold value.

Experiments for the proposed framework’s evaluation are
performed using two real datasets: MIT Badge and sCREEN.
With the MIT Badge dataset, the best results from our
framework are about 90% and 95% in terms of f1-score with
hypothesized and synthesized anomalies, respectively. With
the sCREEN dataset, the proposed framework also effectively
detects synthesized anomalies, with the best performance of
about 96% for the f1-score. In summary, this work’s main
contributions are as follows.

• A deep learning model that learns trajectory represen-
tations and their clusters in latent space is proposed.
To learn trajectory representations, the Transformer
encoder is used to encode trajectories based on the
self-attention mechanism. In addition, the SOM layer
learns typical trajectory representation groups in latent
space. To train the proposed model, a total loss of
trajectory reconstruction and SOM losses is proposed.
In detecting anomalies, the abnormality of a trajectory
is determined using trajectory reconstruction errors and
the quantization error on the SOM. If the anomaly score
of a trajectory exceeds a given threshold, the trajectory
is marked as an anomaly.

• We propose a new method for determining an appro-
priate anomaly threshold in this work. The proposed
method chooses the threshold based on the trajectories’
anomaly scores in the training set. To find the proper
threshold value, the weighted sum factor of recall and
precision is proposed.

• The proposed anomalous indoor trajectory detection
framework is evaluated using two real-world datasets.
The results indicate that our approach performs bet-
ter than existing approaches in anomalous trajectory
detection.

This paper is organized as follows. We start in Section II
by discussing the background and related works. The
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FIGURE 1. Transformer encoder.

anomaly detection problem is described in Section III.
Section IV provides a detailed introduction to the proposed
methodology. Algorithm performance is assessed in Section
V. Section VI presents the paper’s conclusions.

II. BACKGROUND AND RELATED WORKS
This section begins by presenting the background of the
Transformer encoder and SOM. Then, we discuss studies on
anomalous trajectory detection.

A. TRANSFORMER ENCODER
Transformer is a network architecture based on an attention
mechanism and consists of two main parts: an encoder and
a decoder [27]. This neural network can effectively replace
recurrent neural network (RNN) and convolutional neural
network (CNN) architectures in sequential tasks. In this work,
we only consider the Transformer encoder, which is presented
in Figure 1. It contains two sub-layers: a layer of multi-
head self-attention and a position-wise fully connected feed-
forward network.
• Multi-head self-attention. A single attention layer
called Scaled Dot-Product Attention is the main calcu-
lation layer in multi-head attention. It consist of three
inputs: queries, keys of dimension dk , and values of
dimension dv. To determine the weights of the values,
they compute the dot products of the query with each
key, divide each result by

√
dk , and then apply a softmax

function. The queries, keys, and values are packed as
separate matrices:Q,K , and V . The equation for a single
attention is

Attention(Q,K ,V ) = Softmax(
QKT
√
dk

)V (1)

Note that in the Transformer encoder, the keys, queries,
and values are obtained from the same place, and the
attention is known as self-attention. Since performing
parallel self-attention layers on multiple subspaces of
the input sequence is better than on a single space, the
input sequence is projected h times with learned linear
projections before applying self-attention layers. This
mechanism is known as multi-head self-attention in the
Transformer encoder and is performed as follows:

MultiHead(Q,K ,V ) = Concat(head1, . . . , headh)WO,

(2)

where headi = Attention(QWQ
i ,KWK

i ,VWV
i ), and the

linear projections are matrices WQ
i ∈ Rdmodel×dk , WK

i ∈

Rdmodel×dk , WV
i ∈ Rdmodel×dv and WO

∈ Rhdv×dmodel .
• Position-wise feed-forward network. This sub-layer is
applied to each position of the output sequence of multi-
head self-attention. It consists of a dense layer with
ReLU activation and a linear layer:

FFN(x) = W2 × ReLU(W1x + b1)+ b2, (3)

where x is the input of the sub-layer, with W1, W2, b1,
and b2 as parameters of the network.

The output from each of these two sub-layers of the
Transformer encoder are normalized and added by an Add
& Norm layer.

B. SELF-ORGANIZING MAP
The SOM is a competitive learning neural network known as a
data clustering model [28], [29]. This network has two layers:
an input layer, and an output layer of interconnected neurons
(often called units or nodes) in a two-dimensional grip map.

Assume that a set of input data samples is defined X =
{xi}1≤i≤L , xi ∈ RD. A SOM has V units, and each unit is
represented by a corresponding prototype vector {mv}1≤v≤V .
Prototype vectors belong to the same space as input data
(i.e., RD). In each iteration of SOM training, all prototype
vectors are updated. The level of the update depends on the
correlation between prototype vectors and the input data,
which is determined by a distance metric. When an input data
sample comes, the prototype vector with the smallest distance
is determined. The unit on the map that corresponds to this
prototype vector is called the best matching unit (BMU).
A definition for BMU bi of xi is

bi = argmin
v

(Dist(xi,mv)), (4)

where Dist(.) is the chosen distance metric.
On the grid map, the Manhattan distance d(i, j) between

two nodes i and j is determined. A temperature parameter,
Tem, and a neighborhood function, KTem(d), of SOM are
also defined. Temperature parameter Tem at iteration iter is
determined as follows:

Tem(iter) = Temmax(
Temmin

Temmax
)

iter
Numiters , (5)

where Temmax and Temmin are the initial and final tem-
peratures, respectively. Numiters is the number of iterations.
The function KTem(d) determines the neighborhood radius
around a unit on the map, and can be defined as a Gaussian
neighborhood function as follows:

KTem(d) = e−
d2

Tem2 . (6)

In its training phase, the SOM gets each input sample xi and
updates all prototype vectors by forwarding them to closer
xi. The weight for updating is the value of the neighborhood
function around the BMU of xi. Thus, close neighboring
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units will be updated more than farther ones. The updating
procedure is presented as follows:

mv← mv + α × KTem(d(bi, v))(xi − mv), (7)

where α is the learning rate.

C. ABNORMAL TRAJECTORY DETECTION
Abnormal trajectory detection methods are mainly grouped
into two categories: traditional methods and deep learning-
based methods.

1) TRADITIONAL METHODS
With traditional detection methods, the characteristics of the
trajectory (e.g., distance from other trajectories, density, and
the relationship with clusters in the dataset) are discovered to
detect anomalies.

The distance-based anomalous trajectory detection
approach uses a distance function to determine similarities
among trajectories. To identify an anomalous trajectory,
a similarity measure is provided [20], [30]. Zhu et al.
presented Time-dependent Popular Routes-based trajectory
Outlier detection (TPRO) approach in [20]. The most
common routes on each timestamp are utilized in this study
to identify temporal anomalies. They split the trajectory
dataset into various groups using a partitioning approach.
A reference trajectory was used to represent each group.
The edit distance between each group’s reference trajectory
and the most travelled routes was then determined. If the
difference between the reference trajectory and the common
routes was greater than a certain threshold, the trajectory
group was marked as an anomaly group. Saleem et al.
[30] introduced the Road segment Partitioning towards
Anomalous Trajectory detection (RPAT) technique. The
trajectories were split into sub-trajectories based on the road
segments. The features utilized to determine the score for
each sub-trajectory were the speed, flow rate, and visited
time. The score of each trajectory was the sum of the scores of
each sub-trajectory. An anomaly was shown if the trajectory
score was larger than a user-specified threshold.

With density-based anomalous trajectory detection meth-
ods, the neighbor density of trajectories is computed to iden-
tify anomalies. By using a partition-and-detect approach, the
authors in [19] proposed the TRAjectory Outlier Detection
(TRAOD) algorithm to find sub-trajectory outliers. The three
elements of a new distance function (i.e., perpendicular,
parallel, and angle distances) are proposed. This distance
metric determines how similar sub-trajectories are. Then,
a distance threshold is utilized to calculate the density of sub-
trajectories. If a sub-trajectory’s density is less than a certain
threshold, it is identified as an anomaly.

With clustering-based detection methods, a suitable clus-
tering technique was first applied to find clusters in the
dataset. Then, an anomalous trajectory was detected if it
was not associated with any clusters. The authors in [31]
proposed an abnormal trajectory detection approach using a

hierarchical clustering algorithm. The longest common sub-
sequence (LCSS)metric was first utilized tomeasure distance
of trajectories. Then, the hierarchical clustering algorithm
was used to determine clusters of trajectories. Finally,
they labelled a new trajectory based on the relationship
between this trajectory and clusters. In our previous work,
a DBSCAN-basedmethod for detecting abnormal trajectories
was also proposed [32]. To improve the effectiveness of the
distance metric for indoor human trajectories, we proposed a
new metric called LCSS_IS, extended from LCSS. Besides,
the Eps parameter of DBSCAN was determined using a
novel DBSCAN cluster validation index (DCVI). In detecting
anomalies, the clusters of normal trajectories in the dataset
were first found using DBSCAN. Then, a new trajectory was
marked as an anomaly if it did not belong to any clusters in
the dataset.

From the above studies, we can see that the traditional
detection methods mainly focus on the relationship between
trajectories in the dataset to detect anomalies. However, these
methods did not discover the trajectory’s internal features
and sequential information. In contrast, our work designs a
deep learning model with the Transformer encoder to learn
the correlation between points within a trajectory and its
sequential nature. Besides, the proposed model also learns
the clusters of trajectory representations based on the SOM
layer.

2) DEEP LEARNING-BASED METHODS
With recent neural network development, anomalous trajec-
tory detection methods have started to focus on learning
trajectory representations.

In particular, RNNs, used for learning sequential data, are
widely applied for outlier detection tasks in trajectory data.
The authors in [21] proposed a deep learning model called
Anomalous Trajectory Detection using Recurrent Neural
Network (ATD-RNN) to identify abnormal trajectories. This
model learned the trajectory embedding that kept normal
trajectories’ internal characteristics and their sequential
information. ATD-RNN was trained by minimizing the
cross-entropy loss function using a labeled dataset. With
a new trajectory, the model predicted the probability of
detecting the trajectory as an anomaly.

The study in [33] introduced an LSTM autoencoder-
based Seq2Seq model to identify abnormal vehicle routes.
An LSTM encoder mapped each input route into a
vector, which captured the input route’s characteristics.
Then, an LSTM decoder reconstructed the encoded route.
An anomaly was detected if it was not reconstructed correctly
by the autoencoder. Similarly, a framework was proposed
for detecting dangerous driving behavior and hazardous
roads using autoencoders [22]. In particular, the autoencoders
were trained to learn a latent space that captures the
input sequences’ most representative characteristics. The
difference between the input and reconstructed sequences
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was also used to indicate outliers. In the work, the authors
studied autoencoders based on CNN and LSTM architectures
for anomaly detection tasks.

In recent years, due to the occurrence of the Trans-
former architecture with an attention mechanism, capturing
long-range dependence in sequential data is performed more
effectively. Anomaly detection methods based on this neural
network have also emerged gradually. For example, detecting
anomalies in electrocardiogram (ECG) signals based on the
Transformer was introduced in [34]. In this paper, the authors
used the Transformer encoder to learn normal data patterns.
Anomalies are detected using errors between the predicted
and original ECG signals. The study in [23] also proposed an
anomalous detection method based on the Transformer for
improving safety and predicting risks in traffic. Their model
used the Universal Transformer encoder to learn trajectories’
embeddings by keeping information on trajectory points.
Like the study [21], this model was also trained using
the cross-entropy loss function, and a labeled dataset for
abnormal and normal trajectories was required. Both above
Transformer-based models learned to capture the interior
features of normal samples in input data. However, they do
not learn the relationship between representations of data in
latent space to detect anomalies. Besides, the study in [34]
does not provide an effective mechanism for choosing an
appropriate anomaly threshold. This work still needs to set a
specific value in the formulation of determining the anomaly
threshold.

By contrast, in our proposed approach, learning trajec-
tory representations and the relationship between trajectory
representations in the latent space is performed in a deep
learning neural network. In particular, a model based on the
Transformer encoder and SOM is proposed. The Transformer
encoder with the self-attention mechanism learns the internal
characteristics of trajectories. To learn the relationship
between the trajectory representations in the latent space,
a SOM layer is used in our model. Specifically, the SOM
learns clusters of trajectory representations in the latent space.
In addition, in detecting anomalies, an effective mechanism is
provided for determining an anomaly threshold. The anomaly
threshold is first chosen based on trajectories’ anomaly scores
in the training set. Then, a new metric (i.e., WS) is proposed
to select the appropriate value of the anomaly threshold.

III. PROBLEM DEFINITION
In indoor spaces, anomalous human movements can involve
serious situations such as fire, violent attacks, and terrorism.
Specifically, when a fire occurs suddenly in indoor spaces,
humans tend to move following random routes to escape.
In this case, their trajectories are anomalies compared
with typical movement patterns. In addition, workers in a
factory may be prohibited from accessing some locations
like security control and engine rooms. Customers in
supermarkets or stores are also not permitted to enter
some places (i.e., security, staff areas, and warehouses).
If one person visits these locations, his/her movement

may be abnormal. Therefore, detecting anomalous human
trajectories can improve safety in workplaces. This work aims
at designing a framework for identifying abnormal human
trajectories in indoor spaces.

Due to the requirement to detect such anomalies as soon
as possible, trajectories are collected within a short time
window, W , to check for abnormalities. A trajectory point
p is the sampled position information at timestamp t , which
is denoted (x, y, t) where (x, y) is the coordinates of p in
the indoor space. For a given indoor space, every entity is
assigned a semantic label (e.g., working room, meeting room,
kitchen, corridor). Thus, each trajectory point is mapped to a
semantic label, and we define point p as ((x, y), s, t), where s
is the semantic label for p. Trajectory T = {p1, p2, . . . pn} in
which n is the point number of T in time windowW .

A historical trajectory set D = {T1,T2, . . .TL}, which is
people’s location data in a specific indoor space, is given.
The number of collected trajectories is L. Assume that Tnew
is a new trajectory, which comes during a time window W .
We aim at detecting whether Tnew is an anomaly based on the
historical trajectory set D.

IV. METHODOLOGY
A. MODEL BASED ON THE TRANSFORMER ENCODER
AND SOM
1) OVERVIEW OF THE PROPOSED MODEL
In this work, we build a model based on the Transformer
encoder and SOM with two main tasks: learning normal
trajectory representations and learning clusters of normal
trajectory representations in latent space. The first task is
based on the Transformer encoder, and the second is based
on the SOM layer.

Since the proposed TENSO model captures interior
features of normal trajectories, anomalous trajectories may
not be well reconstructed. Moreover, anomalous trajectory
representations in the latent space may not belong to
clusters of normal representations, which are also learned
by the TENSO model. Thus, the proposed model can detect
anomalous trajectories using reconstruction errors and the
relationship between representations and clusters of normal
trajectory representations in latent space. The architecture
of the TENSO model is divided into three main parts,
as seen in Figure 2. The first part learns the input features
of the trajectory (the green blocks). The second part includes
the Transformer encoder and a decoder. The Transformer
encoder learns trajectory representations and encodes them
via output sequences in a latent space. A decoder with dense
layers is used to reconstruct original trajectories. The third
part is the SOM layer, which gets the input from the output of
the Transformer encoder. This part learns normal trajectory
representation clusters in latent space. Detailed descriptions
of the parts are presented as follows.

2) LEARNING INPUT FEATURES OF TRAJECTORIES
To learn the correlation between a trajectory’s points and
to encode them using the Transformer encoder, the input
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FIGURE 2. The architecture of the TENSO model.

trajectory points need to be embedded as vector representa-
tions. In particular, each trajectory point contains positional
and semantic information. Since each trajectory’s position
belongs to a low-dimensional space (i.e., x and y coordinates),
it is projected to a high-dimensional space. This helps the
model learn more positional information about the trajectory
points. This step is performed using a dense layer. Besides,
since the x and y coordinate values may have different ranges,
they are normalized to the range of [0,1] by using min-max
normalization [35].

To use semantic information for learning trajectory
representations, semantic labels need to be embedded as
dense vectors. First, semantic labels of trajectory points
are converted to one-hot vectors. Then, the one-hot vectors
are projected to a high-dimensional space using a dense
layer. Two vector representations of semantic and positional
information are concatenated and projected in a higher
dimension space to obtain the trajectory points’ final vector
representations.

3) LEARNING TRAJECTORY REPRESENTATIONS
In this subsection, the Transformer encoder and a decoder
are presented. First, the Transformer encoder is used to learn
the correlation between a trajectory’s points and its sequential
information. Then, the original trajectory reconstruction from
the output sequence of the Transformer encoder is obtained
using the decoder.

In the TENSO model, the Transformer encoder gets input
as a sequence of trajectory points’ embeddings. With the
self-attention mechanism, each trajectory’s point is encoded
as a vector representation that captures the correlation of
this point with all trajectory points. Since the attention
mechanism does not retain the order of trajectory points
by itself, positional encoding is added to the input of the
Transformer encoder. The output of the Transformer encoder
is a sequence of points’ vector representations that captures
internal characteristics and the sequential nature of the
trajectory. The Transformer encoder consists of N stacked
identical layers. Each layer comprises two main sub-layers:

multi-head self-attention and position-wise fully connected
feed-forward layer [27].

A simple decoder with dense layers is used to reconstruct
the original trajectory, which ensures the trade-off between
the trajectory reconstruction’s effectiveness and the com-
putational cost of the model. The decoder consists of one
hidden layer and two outputs. The first output reconstructs the
trajectory’s positional information (i.e., x and y coordinates),
and the second reconstructs the semantic label information
(i.e., the probabilities that trajectory points’ labels belong to
semantic labels in the dataset).

4) SOM-BASED NORMAL TRAJECTORY REPRESENTATION
CLUSTER MODELING
This subsection describes the SOM layer for learning normal
trajectory representation clusters in latent space, which is
trained jointly with the remaining parts of the TENSOmodel.

The correlations between trajectory representations in
latent space may be useful for abnormal trajectory detection
tasks. In particular, if a trajectory whose representation does
not belong to any clusters in latent space, this trajectory
may be an anomaly. Thus, the proposed model learns normal
trajectory representation clusters in the latent space to detect
anomalous trajectories, which can be performed by the SOM
layer.

The input of the SOM is obtained from the output of the
Transformer encoder. After training the SOM, the normal
trajectory representation clusters in the latent space are
modeled by prototype vectors of the SOM. Depending on the
dataset and the application, the number of prototype vectors
may vary. A small number of units on a map learns a general
distribution of datasets, whereas a SOMwith many units may
represent more detailed datasets. In our work, the number of
units is chosen as 100 (i.e., a square map of 10 × 10). This
value is much smaller than the number of trajectories in the
training sets (i.e., 10,537 in theMITBadge dataset and 11,107
in the sCREEN dataset).

5) LOSS FUNCTIONS
In the TENSO model, all parameters are trained and updated
jointly. A total loss function is designed that comprises three
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different terms:

Total Loss = L1 + γ1 × L2 + γ2 × LSOM, (8)

where L1 is the loss for reconstructing x-y coordinates, L2 is
the loss for reconstructing semantic labels, and LSOM is the
loss of the SOM; γ1 and γ2 are parameters that control the
role of component loss functions in the total loss function.

In L1, we use lock-step Euclidean distance (LSED) to
determine the x-y coordinate reconstruction error between the
decoded and original trajectories. L1 is defined as

L1 =
1
M

M∑
i=1

LSED(T̃ (x,y)
i ,T (x,y)

i ), (9)

whereM is the number of trajectories used for each parameter
update, referred to as batch size. T̃ (x,y)

i and T (x,y)
i are the

decoded and original trajectories, respectively, which only
contain x-y coordinate information of the trajectory points.

LSED(T̃ (x,y)
i ,T (x,y)

i ) is defined as follows [36]:

LSED(T̃ (x,y)
i ,T (x,y)

i ) =
1
n

n∑
j=1

dist(p̃(x,y)j , p(x,y)j ), (10)

where dist(p̃(x,y)j , p(x,y)j ) is the Euclidean distance between

two points p̃(x,y)j and p(x,y)j , which are the decoded and original
trajectory points, and n is the point number of each trajectory.
In TENSO, since the model needs to predict the seman-

tic label for each trajectory point, L2 is chosen as the
cross-entropy loss function, which is used for training models
in multiclass classification. The equation for L2 is

L2 = −
1
M
×

1
n

M∑
i=1

n∑
j=1

S∑
k=1

T si,j,k × log(psi,j,k ), (11)

where S is the number of semantic label classes in the
datasets, T si,j,k is the value of the semantic label information
at the kth class of the jth point of the ith original trajectory (0
if a negative instance and 1 if a positive instance). psi,j,k is the
probability that the semantic label of the jth point of the ith
original trajectory belongs to the kth semantic label class.
For the loss of the SOM layer, LSOM is defined by

LSOM =
1
M

M∑
i=1

V∑
v=1

KTem(d(bi, v))× LSED(zi,mv). (12)

The terms in equation 12 are explained in Table 1.
The training procedure of the proposed model is presented

in Algorithm 1.

B. ANOMALOUS TRAJECTORY DETECTION
This subsection discusses abnormal trajectory detection
based on the TENSO model. In the training step of TENSO,
normal historical trajectories are used. Then, a new trajectory
is detected whether it is an anomaly. In particular, the
anomaly score of each trajectory is determined based on
the trained TENSO model. The trajectory is marked as an

TABLE 1. Explanation of terms.

Algorithm 1 Training Procedure for TENSO
Input: - XTrain = {T1, . . . ,TNTrain}

- Number of epochs (numepoch)
- Batch size (M )
- Temperatures Temmax, Temmin

Output: - Trained TENSO
1: Determine the number of iterations:

Numiters = numepoch × [NTrain
M ]

2: for iter← 1 to Numiters do
3: Get a batch of trajectories: {Ti}Mi=1
4: Determine the latent representation batch: {zi}Mi=1
5: Determine the reconstructed terms of trajectories:
{T̃ (x,y)
i }

M
i=1 and {T̃

s
i }
M
i=1

6: Find BMUs of the latent representation batch: {bi}Mi=1
7: Update temperature parameter Tem using equation 5
8: Determine neighborhood function KTem(d(bi, v))

using equation 6
9: Update all parameters of TENSO using the total loss

in equation 8
10: end for

anomaly if the anomaly score exceeds a given threshold.
Determination of the anomaly score and threshold are
presented in detail as follows.

1) ANOMALY SCORE
To determine the anomaly score, the trajectory reconstruction
errors and the quantization error of latent representation on
the SOM are used. The trajectory’s reconstruction errors
consist of two terms: the x-y coordinate reconstruction error
and the semantic label reconstruction error.

In two terms of the reconstruction errors, the x-y coordinate
reconstruction error is measured using LSED distance, which
is defined as the following equation.

RE1 = LSED(T̃ (x,y)
i ,T (x,y)

i ), (13)

where T̃ (x,y)
i is the x-y coordinate reconstruction of T (x,y)

i .
To obtain the semantic label reconstruction error, the

output of the softmax function from the decoder is processed.
This output is a sequence of vectors. The jth vector contains
probabilities that the semantic label of the jth point belongs to
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label classes in dataset. The error label detection probability
of the jth point in each trajectory may be determined as
(1 − psj,k=Target label). p

s
j,k=Target label is correct label detection

probability for the jth point. We define the trajectory’s
semantic label reconstruction error as the average value
of trajectory point error detection probabilities, which is
determined as follows:

RE2 =
1
n

n∑
j=1

(1− psj,k=Target label). (14)

The quantization error is the distance between the latent
representation of the trajectory and its BMU’s prototype
vector on the SOM [37]. In this work, the quantization error
is also determined using LSED distance as follows:

QESOM = LSED(zi,mbi ), (15)

where zi is the latent representation of Ti, and mbi is the
prototype vector of BMU bi of zi on the SOM.
The anomaly score of each trajectory is determined as

AS = (α × RE1 + β × RE2)+ (1− α − β)× QESOM,

(16)

where α and β control the role of terms in the equation for AS.
In this work, we set α = β = 0.25.With these values, the role
of the quantization error on the SOM and the reconstruction
error by the Transformer encoder and decoder is the same
(i.e., the weight is 0.5 for each term). Besides, the trajectory
reconstruction errors for x-y coordinates and the semantic
label are considered equally (i.e., the weight is 0.25 for each
term).

Since the probability psj,k=Target label belongs to the range of
[0,1], the value of RE2 is also in the range of [0,1] in equation
14. However, the values of RE1 and QE are determined using
the LSED metric, and their ranges may differ from [0,1].
Thus, we normalize RE1 and QE to the range of [0,1] using
min-max normalization. This ensures all terms in the AS
equation have the same range.

2) ANOMALY THRESHOLD
To detect abnormal trajectories, a threshold is used. In this
work, a newmethod is proposed for determining the anomaly
threshold based on anomaly scores of trajectories in the
training set. The anomaly threshold is defined as follows:

Thres = µASt + θ × σASt , (17)

where µASt and σASt are the mean and the standard deviation
(SD) of the trajectory anomaly scores in the training set; θ

is a parameter determined by the new WS metric. Note that
since the training set only contains normal trajectories, Thres
should be larger than µASt . Thus, θ should be positive.

The value of θ is chosen based on the proposed frame-
work’s performance on the validation set. The newWS factor,

Algorithm 2 Determine the Anomaly Threshold
Input: - Trained TENSO model

- XTrain = {Ttrain1 , . . . ,TtrainNT }
- XVal = {Tval1 , . . . ,TvalNV }
- Values θmin, θmax

Output: The chosen anomaly threshold: Threschosen
1: for i← 1 to NT do
2: Determine RE1,RE2,QESOM using TENSO with

Ttraini
3: Calculate ASTtraini by equation 16
4: end for
5: for i← 1 to NV do
6: Determine RE1,RE2,QESOM using TENSOwith Tvali

7: Calculate ASTvali by equation 16
8: end for
9: µASt ← mean{ASTtraini }i={1,...,NT}

10: σASt ← SD{ASTtraini }i={1,...,NT}

11: for θ ← θmin to θmax do
12: Thres← µASt + θ × σASt
13: for i← 1 to NV do
14: if ASTvali ≤ Thres then
15: Tvali ← Normal trajectory
16: else
17: Tvali ← Abnormal trajectory
18: end if
19: end for
20: Determine the number of True Positive (TP) samples

in XVal
21: Determine the number of False Positive (FP) samples

in XVal
22: Calculate recall and precision using TP, FP
23: Calculate WS by equation 18
24: end for
25: θchosen← argmax

θ

WS

26: Threschosen← µASt + θchosen × σASt

the weighted sum of recall and precision, is used for finding
the appropriate value of θ . The equation for WS is defined as

WS = δ × Recall+ (1− δ)× Precision, (18)

where δ is a parameter that controls the trade-off between
recall and precision in WS. If δ is larger than 0.5, the role of
recall is more important than precision; otherwise, precision
is more important. In our work, δ is set at 0.5.

With an anomaly detection framework, it is expected that
both recall and precision of the framework achieve high
values. In this case, the WS of recall and precision also
obtains a high value. This can only be achieved if the anomaly
threshold is selected appropriately. If a chosen threshold is
small, the framework tends to detect trajectories as anomalies.
Thus, recall obtains a high value, whereas precision is small.
In contrast, if the anomaly threshold is large, a trajectory is
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FIGURE 3. Choosing the value of θ .

marked as normal more easily. Therefore, recall is small, and
precision is high. In both cases of threshold, the WS of recall
and precision is small. From these aspects, an appropriate
threshold is selected so that the framework achieves a
maximum value for WS. In this work, θ is chosen according
to the maximum value of WS on the validation set. It is
expected that this value also yields a good performance with
the test set. A detailed description for choosing θ and the
anomaly threshold is in Algorithm 2. Figure 3 depicts the
selected value for θ as 1.25, corresponding to the maximum
WS value for the validation set in the MIT Badge dataset.
The chosen value of θ is larger than 0, which is appropriate
considering our previous statement about θ .

V. PERFORMANCE EVALUATION
A. EXPERIMENT SETUP
1) DATASETS
In this section, we use two real trajectory datasets to
evaluate the proposed method: the MIT Badge dataset and
the sCREEN dataset.
• MIT Badge dataset.
The MIT Badge dataset is an indoor human location
dataset [38]. It was collected from March 26 to April
17, 2007, at a Chicago-area data server configuration
firm. Each recorded location contains information about
x-y coordinates and timestamps. This dataset consists
of three other groups with 39 workers. The largest one
is the configuration group, with 28 workers. Besides,
the pricing and the coordinator groups are smaller, with
only seven and four workers, respectively. Since the
configuration group has three workers with only a few
days of data, those workers are dropped.
In this work, a time window W of two minutes is
used to collect data for each trajectory. Since the data
sampling speed is 10 points per minute, the number
of points in each trajectory is 20. Collecting data
starts from 9:00 am to 6:00 pm daily. The number
of collected days in the dataset is 17. The dataset is
divided into three sets: nine days for training, three

TABLE 2. Statistics of datasets.

days for validation and five days for test. The days for
each set are chosen randomly from the list of 17 days.
A statistic about the number of trajectories is presented
in Table 2. Note that the training and validation sets
only consist of normal trajectories, which are used to
train the model and choose the best model, respectively.
However, to determine the anomaly threshold, the
proposed method needs to be evaluated with the
validation set. In this step, we need to have both normal
and abnormal trajectories. In the validation set, the
number of abnormal trajectories is 758, much smaller
than the number of normal trajectories. To ensure the
effectiveness of the performance evaluation, the number
of normal and abnormal trajectories should be chosen
equally. Thus, we randomly select 758 of 4,211 normal
trajectories in the validation set for evaluating the
performance to find the anomaly threshold. In the test
set, the number of normal trajectories is also selected
randomly to equal the number of abnormal trajectories
(i.e., 1,614 for each trajectory type).

• sCREEN dataset.
The sCREEN dataset contains the customer location
data collected from a German supermarket in July
2016 [16]. Like the MIT Badge dataset, each location
point includes x-y coordinates and timestamps. We also
gathered data for each trajectory using a time window
W of two minutes. The data is available from 8:00 am
to 10:00 pm each working day in the supermarket. This
dataset was collected within 29 days with a large amount
of 72,248 trajectories. Thus, we randomly selected five
days from the list of collected days for the training set,
two days for the validation set, and one day for the
test set. A list of trajectories’ numbers is also shown in
Table 2.

2) CREATING ANOMALIES FOR EVALUATION
In the performance evaluation phase, anomalies are required.
Since there are no anomalies in MIT Badge and sCREEN,
they are generated and injected into the datasets for
evaluation. In the literature, two methods are often used to
make anomalies.

The first method is to hypothesize anomalies based on the
different behavior groups in the dataset [39], [40]. In the
MIT Badge dataset, the configuration group is the largest,
with 28 workers, and the trajectories of workers in this group
are assumed to be normal. In contrast, since the pricing
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FIGURE 4. Creating anomaly types: (a) Normal original trajectory. (b) Rare location visiting anomaly. (c) Wandering anomaly.
(d) Route anomaly.

group with only seven workers is much smaller than the
configuration, trajectories were assumed to be abnormal. The
sCREEN dataset does not include different behavior groups,
so the first method is not applied to this dataset, and noise
is injected into the validation set as abnormal samples to
determine the anomaly threshold. Theway to create noise was
presented in our previous work [32]. The number of created
noise samples equals the number of normal samples in the
validation set (i.e., 4,445).

In the second method, anomalies are synthesized and
injected into the datasets [41], [42], [43]. In our study, three
anomaly types are generated for performance evaluation:
Rare location visiting anomaly, wandering anomaly and route
anomaly.

• Rare location visiting anomaly.
Rare locations in an indoor space are where humans
often do not enter or are prohibited from entering. People
visit these locations only in urgent situations or for
bad aims. Thus, if one person suddenly enters a rare
location, their movements can be considered anomalies.
To synthesize this anomaly type, the indoor space’s rare
locations first need to be determined. Rare locations in

floor plans are marked if the historical trajectories did
not travel to them. A location rare visiting anomaly can
be created from a normal trajectory by shifting some
sequential points to rare locations. To control the number
of shifted points to the rare locations, parameter τ is
used, and the start point for shifting the normal trajectory
is selected randomly. Figure 4a and Figure 4b depict
examples of a normal trajectory and a rare location
visiting anomaly, respectively. In these figures, the
yellow area represents a rare location. The blue path is
the normal part, and the red path represents the anomaly
part.

• Wandering anomaly. A wandering anomaly can be
created when a person wanders around objects many
times, possibly with bad intentions. Figure 4c is an
example of a wandering anomaly around the working
rooms (i.e., the red path). Parameter τ is also used to
control the abnormality level.

• Route anomaly. A route anomaly occurs when people
take unusual routes to escape in urgent situations (e.g.,
fire and attacking violence). In these cases, people tend
to run to exits of the buildings. Thus, we choose the exit
as the end point of the route anomaly. An example of
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a route anomaly is generated as Figure 4d, with the red
path being abnormal. Like the two above anomaly types,
the abnormality level is controlled by parameter τ .

3) EVALUATION METRICS
In this work, we use three metrics: recall, precision and
f1-score to estimate the algorithm performance. They are
defined as follows:

recall =
True Positive

Actual Anomalies
, (19)

precision =
True Positive

True Positive+ False Positive
, (20)

f1-score =
2× recall× precision
recall+ precision

, (21)

where True Positive is the number of anomalies detected
correctly. False Positive is the number of normal trajectories
detected as anomalies, and Actual Anomalies is the number
of anomalies in the dataset.

4) BASELINES
In this work, we compare the proposed method with five
baselines.
• Hierarchical clustering. In this baseline, the hierarchi-
cal clustering algorithm was first applied to find the
normal trajectory clusters in the dataset [31]. Then,
a new trajectory can be detected as an anomaly based
on its relationship with the found clusters.

• DBSCAN. The work in [32] detected anomalous trajec-
tories using DBSCAN. In this work, a distance metric
was proposed to measure the distance of trajectories,
and the Epsilon parameter of DBSCAN was determined
using a new DCVI metric. To find normal trajectory
clusters in the dataset, DBSCAN was used. In detecting
anomalous trajectories, if a trajectory did not belong to
any clusters, it was marked as an anomaly.

• LSTM-AE. In [22], an autoencoder-based framework
for detecting anomalies was proposed. The authors
applied two autoencoders (CNN-AE and LSTM-AE) to
learn the latent spaces from input sequences. We com-
pare the proposed framework with the LSTM-AE-based
framework in this baseline.

• LSTM-VAE. The authors in [44] proposed an anomaly
detection framework with multi-sensor measurement
values for maritime components. Their model contained
an LSTM-based variational autoencoder (LSTM-VAE).
The architecture of VAE constrained the latent space of
input data to a standard normal distribution. Besides,
they used the LSTM network in VAE to capture
the temporal dependencies in the input sequences.
In detecting anomalies, the reconstructed sequences
from VAE were used to find the anomaly score. They
determined an anomaly threshold based on the mean
and standard deviation of anomaly scores for normal
samples in the validation set.

• Transformer. The study in [34] introduced a
Transformer-based anomaly detection framework for
ECG signals. In this work, a deep learning model
contains an embedding layer and a standard Transformer
encoder to learn latent representations of original signals
for detecting anomalies. Besides, an anomaly threshold
was also determined based on predicted errors of normal
signals in the training set.

B. RESULT ANALYSIS
The proposed model is implemented in Python 3.9.5 using
the Tensorflow Keras library. To train the model, the Adam
optimizer is used with a learning rate of 0.001. The number of
training epochs is 40, and the batch size is 128. The model’s
hyper-parameters are selected based on the framework’s
performance on the validation set. Besides, parameters γ1 and
γ2 in the total loss function are chosen based on the learning
curves of components in this function. These experiments
for selecting γ1, γ2 and the model hyper-parameters will be
discussed in subsections V-B3 and V-B4, respectively. The
set of selected parameters is listed in Table 3.

In the training phase, the best model is chosen at the epoch
with the minimum validation loss. This means that choosing
the model is based on the best result from learning trajectory
representations and their clusters in latent space. With a given
hyper-parameter set, selecting the best model in the training
phase is independent of downstream tasks.

In the evaluation phase, the proposed framework uses both
the MIT Badge and the sCREEN datasets. Besides, this
work is compared with five baselines: hierarchical clustering-
based, DBSCAN-based, LSTM-AE-based, LSTM-VAE-
based, and Transformer-based methods. In the LSTM-AE-
based method, since a mechanism for determining the
anomaly threshold was not provided, we used the mechanism
from the LSTM-VAE-based method to select an appropriate
threshold.

Besides, two variants of the TENSO model are evaluated
in this subsection. In particular, the first variant learns a
latent space of normal trajectories using the Transformer
encoder. Then, the SOM layer is used to learn normal
trajectory representation clusters in the latent space. In this
variant, the decoder is dropped, and trajectories are not
reconstructed from the latent space. The variant is called
TE-SOM. In the anomaly detection phase, the TE-SOM-
based framework only uses the distance between the tra-
jectory representation and its nearest cluster in the latent
space.

In contrast, the second variant based on the Trans-
former encoder and a decoder (TE-Decoder) only learns
normal trajectory representations. The SOM for learning
normal trajectory representation groups is dropped in
TE-Decoder. To detect anomalies, the TE-Decoder-based
framework only uses trajectory reconstruction errors. The
results of all methods for each anomaly type are presented
below.
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TABLE 3. List of parameters.

1) DETECTING PRICING GROUP AS ANOMALY
Since the occurrence frequency and movement behaviors
in worker groups are different in the MIT Badge dataset,
a hypothesis is given to assign abnormal and normal labels to
trajectories in this dataset [39]. Specifically, if the occurrence
frequency of a group is much less than other groups, it can be
considered an anomaly group. In the MIT Badge dataset, the
pricing group accounts for only about 18% of the total, and
the configuration group is approximately 72%. Therefore,
workers’ trajectories in the pricing and configuration groups
are assigned as abnormal and normal samples, respectively.
Table 4 shows the results of all methods when detecting
pricing group as anomaly in the MIT Badge dataset. We can
see that TENSO achieves 89.64% in terms of f1-score and
outperforms all baselines.

In particular, the TENSO-based framework is significantly
better than clustering-based methods (i.e., about 19% better
than hierarchical clustering and 6% better than DBSCAN).
With the clustering-based baselines, anomaly detection was
only based on the relationship between the test sample and
clusters in the dataset. In other words, they did not discover
the internal characteristics of trajectories. In contrast, TENSO
jointly learns the correlation between points within each
trajectory and trajectory representation clusters in the latent
space to detect anomalies. Therefore, the proposed frame-
work discovers more helpful information about trajectories
and improves accuracy in detecting anomalies. Note that
the DBSCAN-based method in [32] used a time window of
10 minutes to collect data for each trajectory. In this work,
to detect anomalies earlier, a shorter time window of only
2 minutes is used. Since the trajectory length is smaller,
determining whether the trajectory is normal or abnormal
becomes more difficult and leads to lower performance.

Besides, our method detects anomalies more effectively
than the existing deep learning-based methods. In par-
ticular, TENSO outperforms LSTM-AE, LSTM-VAE and

TABLE 4. Results for detecting pricing group as anomaly in MIT Badge
dataset.

Transformer at 10.55%, 12.31% and 9.83%, respectively,
in terms of f1-score. These baselines focused on learning
a latent space that captures the internal characteristics of
trajectories. Anomalies were detected using reconstructed
trajectories through the models. However, the three baselines
did not discover the clusters of trajectory representations
in the latent space for anomaly detection, which is per-
formed in the TENSO model. This explains that the
TENSO-based framework achieves better performance than
the baselines.

The TE-SOM and TE-Decoder variants achieve similar
results in terms of f1-score (i.e., about 84%). In other aspects,
TE-SOM obtains the highest recall at 92.75 % while only
achieving approximately 76% for precision. In contrast, TE-
Decoder outperforms TE-SOM in precision by about 11%.
Thus, combining the two variants in TENSO helps achieve
the best anomaly detection performance where both recall
and precision are high.

2) DETECTING SYNTHESIZED ANOMALIES
Three anomaly types (i.e., rare location visiting anomaly,
wandering anomaly and route anomaly) are injected into
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TABLE 5. Results for detecting synthesized anomalies in the MIT Badge dataset.

both datasets for evaluation. We also change the τ parameter
to control the abnormality level of synthesized trajectories.
In particular, τ is set to 0.5, 0.75 and 1 according to the time
for anomaly part in each trajectory being 1, 1.5 and 2minutes,
respectively.

Tables 5 and 6 present the results of all methods when
detecting three synthesized anomaly types in the MIT Badge
and sCREEN datasets, respectively. The proposed framework
achieves the best performance in these experiments compared
with all the baselines. In particular, with the MIT Badget
dataset, the TENSO-based framework detects all rare location
visiting and wandering anomalies for three τ settings and
achieves an f1-score of 94.83%.With route anomalies, the f1-
score is achieved at 87.07%, 94.49% and 94.71% according to
τ be 0.5, 0.75 and 1, respectively. With the sCREEN dataset,
the proposed framework also achieves results similar to the
MIT Badge dataset. All rare location visiting anomalies are
identified, and the f1-score is approximately 96% in this case.
The results for detecting route and wandering anomalies are
also high, with f1-score at about 91% and 93%, respectively,
for τ of 0.5. When τ increases to 0.75 and 1, f1-score is
about 95% for both anomaly types. In both datasets, it can be
seen that when τ increases, the anomaly detection accuracy

of all methods is also larger for all anomaly types. Since
abnormality in trajectories is higher when τ increases, they
are detected more easily. Thus, the anomaly detection results
are higher.

In the clustering-based baselines, when τ = 0.5, the
anomaly detection performance is much lower than the
deep learning-based methods in both datasets. For example,
at τ = 0.5, the TENSO-based framework outperforms the
hierarchical clustering-based method by about 30% for route
andwandering anomalies in theMITBadge dataset and for all
anomaly types in the sCREEN dataset. This can be explained
that the clustering-based detection methods’ performance
was affected by the distance metric of trajectories. In these
baselines, the distance metrics (i.e., the longest common
subsequence (LCSS) in the hierarchical clustering-based
method and the extension of LCSS (LCSS_IS) in the
DBSCAN-based method) were used. LCSS and LCSS_IS
aim at finding the largest number of similar points between
two trajectories, ignoring unmatched points. In other words,
these metrics tend to find normality rather than abnormality
[32]. Thus, if the anomaly part in synthesized trajectories is
small, the anomaly detection performance of clustering-based
methods is low.
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TABLE 6. Results for detecting synthesized anomalies in the sCREEN dataset.

Moreover, as stated previously, the clustering-based base-
lines only use the relationship between the test trajectory and
the clusters of normal trajectories in the dataset to detect
anomalies. They did not explore the internal characteristics
of the trajectories. Therefore, their performance is still lower
than the proposed framework even when the abnormality in
synthesized trajectories increases (e.g., τ = {0.75, 1}).
In the existing deep learning-based methods, the best

model (i.e., Transformer) achieves 91.19% and 93.1% in
terms of f1-score for detecting rare location visit anomalies
in the MIT Badge and sCREEN datasets, respectively. The
results are still lower than the TENSO-based framework
by 3.64% with the MIT Badge dataset and by 2.55%
with the sCREEN dataset. The reason for the performance
difference is that the baselines were solely based on trajectory
reconstruction errors to detect anomalies. In contrast, the
proposed framework uses both trajectory reconstruction error
and quantization error on SOM. Tables 5 and 6 also show
that the Transformer-based method is better than LSTM-AE-
based and LSTM-VAE-based methods on both datasets in
terms of f1-score. This can be explained that the Transformer
architecture is more effective than the LSTM architec-
ture in learning trajectory representations for detecting
anomalies.

With the two variants of the proposed model, TE-Decoder
achieves high precision while TE-SOM maintains high
recall for all anomaly types. Therefore, the combination of
TE-Decoder and TE-SOM in TENSO significantly improves
detection results with both datasets, as shown in Tables 5
and 6. Besides, as can be seen, the TE-Decoder also has
an attractive performance in f1-score for all anomalies. This
variant is even better than the TENSO-based method when
detecting the wandering anomaly in the sCREEN dataset:
about 2% and 1% higher for f1-score when τ = 0.5 and 0.75,
respectively. This means that learning internal characteristics
and sequential information of trajectories based on the
Transformer encoder and decoder plays an important role in
detecting anomalies. In addition, as can be seen from Tables 5
and 6, the TE-Decoder variant also outperforms Transformer-
basedmethod, although bothmodels also use the Transformer
architecture. This is because an effective way to select the
anomaly threshold is provided in the TE-Decoder. In contrast,
in the Transformer-based method, a fixed value is used in
the formulation of determining the anomaly threshold, which
affects the performance of detecting anomalies.

From Tables 5 and 6, it can be shown that the deep
learning-based methods can easily detect the rare location
visiting anomaly. This is possibly explained that this anomaly
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FIGURE 5. Component loss functions when changing γ1 and γ2: (a) L1 when changing γ1. (b) L2 when changing γ1. (c) LSOM when changing γ1.
(d) L1 when changing γ2. (e) L2 when changing γ2. (f) LSOM when changing γ2.

type contains rare locations, which the deep learning models
do not see in the training phase. Thus, the rare location
visiting anomaly is not reconstructed well by the models, and
they are detectedmore easily than the two remaining anomaly
types. For example, the lowest recall still achieves 96.28%
for LSTM-VAE in the MIT Badge dataset and 96.25% for
TE-SOM in the sCREEN dataset. With the TENSO-based
framework, all anomalies of this type are detected.

Note that if the anomaly detection ability of a method does
not change over different anomaly types, the f1-score of the
method is the same for the anomaly types. Since the anomaly
detection ability is maintained, the number of true positive
samples does not change over the anomaly types. Besides,
since normal samples are maintained when evaluating the
methods for all anomaly types, the number of false positive
samples is also kept. Thus, the f1-score, determined using
the number of true positive and false positive samples,
is the same for the anomaly types. For example, in the MIT
Badge dataset, since all samples of rare location visiting and
wandering anomalies are correctly detected by the TENSO-
based framework, the results in terms of the f1-score for this
method are the same for the two anomaly types.

3) SENSITIVITY OF PARAMETERS IN LOSS FUNCTIONS
This subsection discusses the γ1 and γ2 parameters that
control the trade-off between components in the total
loss function of the proposed model. The experiments are
performed with the MIT Badge dataset.

The influence of these parameters on L1, L2, and LSOM
(i.e., the loss function for reconstructing x-y coordinates, the
loss function for reconstructing semantic information, and
the loss of the SOM, respectively) is shown in Figure 5.
As can be seen in Figure 5, L1 has the smallest amplitude. The
amplitude of LSOM is the largest and is much larger than the
two remaining components. Note that the weight of L1 in the
total loss function is 1. Thus, to ensure the trade-off between
components in the total loss function, the weight of L2 (i.e.,
γ1) should be smaller than 1, and the weight of LSOM (i.e., γ2)
should be smaller than γ1.

To evaluate the effect of γ1 on the learning curves, γ2 is kept
to a value smaller than 1 (e.g., 0.001), and we change γ1 to
different values {0.001, 0.01, 0.1, 1}. The top row of Figure 5
shows the evolution of three learning curves in the total loss
function when changing γ1. In Figure 5a, the learning curves
of L1 according to values of γ1 are only slightly different. This
can be explained that since the amplitude of L2 is not much
larger than L1, the effect of changing the weight of L2 on the
learning curve of L1 is unclear. Besides, as can be seen in
Figure 5c, optimization of the SOM loss is ensured with each
value of γ1. As previously shown, the amplitude of L2 is much
smaller than LSOM. Thus, the optimizing process of LSOM is
also not influenced by γ1. In contrast, since γ1 is the weight
of L2, it directly affects the learning curve of L2. In particular,
the optimizing process is slow when the weight is too small
(e.g., when γ1 = 0.001). When the weight is near or equal
to 1, the learning curve is not smooth and quickly drops to
the optimal value in the first few training epochs. Therefore,

131862 VOLUME 11, 2023



D. T. Lan, S. Yoon: Anomalous Indoor Human Trajectory Detection

FIGURE 6. Influence of parameters on the performance in MIT Badge dataset: (a) Coordinates projecting dimension. (b) Semantic projecting dimension.
(c) D-model. (d) Number of multi head self-attention. (e) Number of Transformer encoder layers. (f) Map size.

to ensure the optimization of all components in the total loss
function, an appropriate γ1 value of 0.01 is chosen.

Next, the evolution of learning curves when changing
γ2 is shown in the bottom row of Figure 5. Note that in
the experiments, γ1 = 0.01. As can be seen, the L1 and
L2 reconstruction losses are clearly affected when γ2 is
changed. That is possibly explained that the value of LSOM is
much higher than L1 and L2. Thus, when the weight of LSOM
changes, it influences these losses remarkably. In particular,
with a value for γ2 of 0.1 or 1, the optimizing process of
L1 is improper, as seen in Figure 5d. It decreases quickly after
the first few epochs and then increases significantly in the
subsequent epochs before reaching the optimal value. When
γ2 is reduced to one of the {0.0001, 0.001, 0.01} values,
the optimization of this function is ensured. Similarly, the
L2 reconstruction loss function is not optimized correctlywith
γ2 from the set {0.01, 0.1, 1} as seen in Figure 5e. With the
SOM loss, γ2 has more influence than γ1 on the learning
curve. The reason is that γ2 is the weight of LSOM, directly
affecting this learning curve. However, optimization of LSOM
is still properly ensured with all the values of γ2. From the
above analysis, we select 0.001 as the γ2 value, which is
appropriate for the three loss functions.

4) EFFECTS OF HYPER-PARAMETERS
A discussion about the effects of model hyper-parameters
on the proposed framework’s performance is given in this
subsection. Specifically, Figure 6 shows the effects of six

hyper-parameters: coordinate projecting dimension, semantic
projecting dimension, dmodel (i.e., the input dimension of
the Transformer encoder), the number of heads in the multi-
head self-attention, the number of layers in the Transformer
encoder, and the map size of the SOM layer. The experiments
are performed on the validation set of the MIT Badge
dataset, and both hypothesized and synthesized anomalies
are used for evaluation. Note that the synthesized anomalies
are generated with τ = 1 in the experiments. The proposed
framework’s performance is presented in terms of the f1-
score.

First, as can be seen in Figures 6a and 6b, the route
anomaly detection ability by the framework is clearly affected
when changing semantic information and coordinates pro-
jecting dimensions of trajectory points. In contrast, with the
remaining anomalies, the framework performance is stable
over the different values for these hyper-parameters. Thus,
selecting semantic information and coordinate projecting
dimensions is based on the performance from detecting
the route anomaly. In particular, the semantic information
and the coordinate projecting dimensions are set to 32 and
64, respectively. The proposed framework achieves the best
performance on the route anomaly at these values.

Next, Figures 6c, 6d and 6e present the effects on the
framework’s performance from hyper-parameters on the
Transformer encoder (i.e., the d_model, the number for multi-
head self-attention, and the number of Transformer encoder
layers, respectively). In Figure 6c, framework performance
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is stable over all anomaly types when the d_model is not
greater than 128. If dmodel = 256, the performance decreases.
One possible reason is that when the dmodel is too large, the
model becomes more complex and causes the over-fitting
problem. In the case, the value of the dmodel is set at 128. From
Figures 6d and 6e, the number of heads in the multi-head
self-attention and the number of Transformer encoder layers
are set at 4. These values are chosen to ensure the trade-off
between effectiveness and computational cost.

Finally, the effect of map size on the SOM is shown in
Figure 6f. As can be seen in Figure 6f, the framework’s
performance when changing the map size is also stable for
hypothesized anomalies (i.e., pricing group’s trajectories) and
the two synthesized anomaly types (i.e., rare location and
wandering anomalies). Therefore, choosing the map size is
also based on the proposed framework’s performance when
detecting route anomalies. From Figure 6f, the map size is
chosen at 10 according to the best performance on the route
anomaly.

VI. CONCLUDING REMARKS
This work proposed an anomalous indoor human trajectory
detection framework using a deep learning model. Our
proposed model was based on the Transformer encoder and
SOM,which jointly learned normal trajectory representations
and their clusters in the latent space. In particular, the Trans-
former encoder with a self-attention mechanism was used to
learn the correlations between points within each trajectory
and its sequence information. A decoder reconstructed the
input trajectory from its latent representation. In addition, the
SOM layer was used to learn clusters of normal trajectory rep-
resentations in the latent space. In detecting anomalous trajec-
tories, the anomaly score of the test trajectory was determined
by using the trained model. The trajectory’s anomaly score
contained the trajectory reconstruction errors from the latent
space and the quantization error on the SOM. If the anomaly
score exceeded a set threshold, the test trajectorywas detected
as an anomaly. In this work, we also proposed a novel metric
called WS, the weighted sum of recall and precision for
determining the anomaly threshold. Especially an appropriate
anomaly threshold was selected according to the maximum
value for WS with the validation set. Our framework was
estimated using two real trajectory datasets: MIT Badge and
sCREEN. The results depicted that the proposed framework
achieved attractive performance and outperformed existing
methods in anomaly trajectory detection.

In the future, we will extend the proposed model to learn
more information about trajectories (e.g., speed, direction) to
improve anomaly detection performance. Besides, the model
will be developed to detect the anomaly trajectories even if
the trajectories are not complete.
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