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ABSTRACT In video coding, interpolation filters play an important role in motion-compensated prediction.
In Versatile Video Coding (VVC), adaptive motion vector resolution (AMVR) that makes use of fractional
samples by 8-tap Discrete Cosine Transform-based interpolation filter (DCT-IF), 7-tap DCT-IF, or 6-tap
Smoothing interpolation filter (SIF) was adopted. This paper proposes an adaptive interpolation filter to
improve motion-compensated prediction. A 12-tap DCT-IF is designed to improve the filter response in the
high frequency range and applied by a proposed filter selection method using correlation that considers the
frequency characteristics of reference block found from motion estimation. Experimental results show that
the proposed method achieved the overall Bjøntegaard Delta (BD)-rate gains of -0.27%, -0.12%, and -0.01%
for Y, Cb, and Cr components, respectively, under the Random Access (RA) configuration compared with
VVC.

INDEX TERMS Video coding, versatile video coding (VVC), motion-compensated prediction, interpolation
filter, inter prediction, adaptive motion vector resolution (AMVR).

I. INTRODUCTION
In order to jointly develop the next generation video
coding standard, the ISO/IEC Moving Picture Experts
Group (MPEG) and the ITU-T Video Coding Experts
Group (VCEG) organized the Joint Video Exploration Team
(JVET) in October 2015, and Versatile Video Coding
(VVC/H.266) standardization [1] was completed in July
2020. VVC achieved a bit rate reduction of about 40% [2]
compared to High Efficiency Video Coding (HEVC/H.265)
and VVC inherits the framework of block-based hybrid
coding like Advanced Video Coding (AVC/H.264) [3], [4]
and HEVC [5], [6].

Since sequential pictures in a video signal have high
temporal redundancy, inter prediction, which aims to reduce
temporal redundancy, significantly contributes to the capabil-
ity of video compression and is essential to the hybrid video
coding scheme.

In VVC [1], [7], a lot of dominant coding tools have been
adopted to improve inter prediction. The coding tools are
divided into three categories based on the inter prediction
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scheme: advanced motion vector prediction (AMVP), motion
vector merge, and others. In normal AMVP mode, when
constructing the candidate list with two candidates, spatial
motion vector predictor (MVP) from spatial neighbour Cod-
ing Units (CUs) and temporal MVP from temporal neighbor
CUs are considered as candidates first like HEVC. If the
number of candidates does not construct two candidates,
history-based motion vector prediction (HMVP) that the
motion information of a previously coded block is stored
in a table and used as MVP for the current CU [8], [9] is
used in VVC. If the number of candidates does not still
construct two candidates, zero motion vectors are used as
MVP.

In addition, symmetric motion vector difference (SMVD)
[10], [11] that the motion information is derived using
the assumption of linear motion in bi-prediction mode was
adopted in AMVP. In contrast to AVC and HEVC, which
employ a fixed motion vector resolution, adaptive motion
vector resolution (AMVR) [12] according to motion vector
difference at quarter luma sample, half luma sample, integer
luma sample, or four luma sample unit was adopted. When
generating fractional-samples, AMVR uses 8-tap Discrete
Cosine Transform-based interpolation filter (DCT-IF), 7-tap
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DCT-IF, or 6-tap smoothing interpolation filter (SIF) [13],
[14].

In motion-compensated prediction, accurate fractional
samples can better capture continuous motion. Therefore,
interpolation filters have changed with each new standard
development. In AVC [4], when the motion vector points
to a fractional sample position for luma samples, the
prediction signal consisting of corresponding samples is
obtained using interpolation to generate samples of fractional
positions. The prediction values at half-sample positions are
obtained by applying a one-dimensional 6-tap FIR filter.
Prediction values at quarter-sample positions are generated
by averaging samples at integer- and half-sample positions.
The fractional sample interpolation for luma samples in
HEVC [6] uses a DCT-based 8-tap filter for the half sample
positions and a DCT-based 7-tap filter for the quarter sample
positions.

Several studies have also been done to enhance per-
formance of interpolation filters for motion-compensated
prediction. In [15], Lv et al. proposed a resolution-adaptive
interpolation filter in which 4-tap filter was used high-
definition video, and 6-tap and 10-tap filter were used to
relatively small resolution videos. The resolution-adaptive
filter achieved bit-saving compared to HEVC, but it is
not common in block-based video coding to use different
interpolation filters according to video resolutions. Kim and
Lee [16] proposed 11-tap Discrete Sine Transform-based
interpolation filter (DST-IF) and 12-tap DST-IF instead of
7-tap DCT-IF and 8-tap DCT-IF to use filters that highlight
high frequency components in HEVC. The DST-IFs improve
coding performance in low resolution video, but in high-
resolution video, the coding performance was decreased.
Deep learning-based methods have also been studied to
improve interpolation filter performance. In [17] and [18],
Convolutional Neural Network (CNN)-based interpolation
filters were used by Zhang et al. and Muran et al. in HEVC
and VVC respectively. The limitations of DCT-based inter-
polation filters, which might not be able to adapt to various
video contents, were made up for by the CNN-based
interpolation filters. However, in [17], the complexity of this
method was high due to the very deep network structure.
Despite the fact that [18] is proposed for low-complexity inter
prediction, its encoding and decoding times were increased
by 7.6 and 2.6 times, respectively, compared with VVC.
To improve coding performance for chroma components as
well as luma components, long tap DCT-IF was proposed by
Xie et al. [19], [20] to replace existing 4-tap DCT-IF. The
6-tap DCT-IF improved the filtering especially in the high
frequency range and the method achieved the overall BD-rate
gains of −0.05%, −1.23%, and -1.25% for Y, Cb, and Cr
components, respectively, under the Random Access (RA)
configuration compared with Enhanced Compression Model
(ECM) [21] beyond VVC. The method was adopted in ECM
due to chroma coding gain.

In this paper, an adaptive interpolation filter accord-
ing to the characteristics of block are presented. First,

FIGURE 1. Flow chart of the proposed method added in the VVC method.
The proposed gray parts are added to VVC and ρ is correlation.

to generate more accurate fractional sample for motion
estimated-reference blocks with high frequency charac-
teristics, a 12-tap DCT-IF with better high frequency
characteristics than the VVC existing filter is designed.
Second, an interpolation filter selection method is proposed
in the consideration of frequency characteristics on each
reference block by calculating normalized correlation. The
experimental results verify that the 12-tap DCT-IF and the
filter selection method achieve an improvement of coding
performance compared with VVC.

The rest of this paper is organized as follows. In Section II,
the proposed method based on 12-tap DCT-IF and interpola-
tion filter selection is described. Next, experimental results
are presented in Section III, and Section IV concludes the
paper.

II. PROPOSED METHOD
A 12-tap DCT-based interpolation filter for quarter sample
positions and an interpolation filter selection method based
on correlation are proposed. Fig. 1 shows a flow chart of the
proposed method, where integer luma sample and four luma
sample units in AMVR are not considered because interpola-
tion is not necessary in motion-compensated prediction. The
gray parts in Fig. 1 represent the proposed method added to
the VVC method and details are followed in Section A, B,
C and D.

A. INTERPOLATION FILTER IN VVC
If the two gray parts are removed from Fig.1, the flow chart
becomes the VVC method in AMVR.

In VVC, quarter samples (1/4, 2/4, 3/4) are generated
by 7-tap/8-tap DCT-IF in case of quarter sample resolution
and half samples are generated 6-tap SIF [13], [14] when
amvr_precision_idx indicates half sample resolution.
The DCT-based interpolation filter coefficients are derived

from DCT-II in (1) and IDCT-II (Inverse DCT-II) in (2),
where X (k) is the DCT-II coefficients and x(n) is the IDCT-II
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FIGURE 2. An example of the integer pixel positions and fractional pixel positions in horizontal direction. Capital letters represent integer sample
positions, and small letters represent fractional sample positions.

TABLE 1. Interpolation filter coefficients in VVC.

coefficients.
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Equation (1) is substituted for (2) to produce the following
DCT-IF equation:

x (n)

=
2
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For example, the half pixel position, where n = 3 + 1/2,
in the 8-tap DCT-IF is derived in (3) as a linear combination
of the cosine coefficients and x(m), m = 0, 1, . . . , 7.

The 6-tap SIF is derived fromGaussian window as follows:

w [n] = exp

−
1
2

(
n−

N−1
2

σ (N−1)
2

)2
 (4)

where

σ = 0.3

where N represents the width, in samples, of a symmetrical
window function w[n], n = 0, 1, . . . , 5 [14].
Table 1 shows the interpolation filter coefficients at 1/4 and

1/2 positions in VVC, where the Index i represents the integer
sample positions. The 3/4-pixel filter coefficient order is the
reverse of the 1/4-pixel filter coefficient order.

B. 12-TAP DISCRETE COSINE TRANSFORM-BASED
INTERPOLATION FILTER
In the similar way to 8-tap DCT-IF and 7-tap DCT-IF, the
12-tapDCT-IF coefficients are derived fromDCT-IF equation
in (3) of Section A, where N is equal to 12. For example,
the half pixel position, where n = 5 + 1/2, in the 12-tap
DCT-IF is derived in (3) as a linear combination of the cosine
coefficients and x(m), m = 0, 1, . . . , 11 as follows:

x (5.5) =
1
6
(x (0) ·

1
2

+ x(1) · cos
1.5
12

π · cos
6
12

π

+ . . . + x(11) · cos
126.5
12

π · cos
66
12

π ) (5)

Similarly, the quarter pixel position, where n = 5 + 1/4,
in the 12-tap DCT-IF is derived as a linear combination of
cosine coefficients and x(m), m = 0, 1, . . . , 11 as follows

x (5.25) =
1
6
(x (0) ·

1
2

+ x(1) · cos
1.5
12

π · cos
5.75
12

π

+ . . . + x(11) · cos
126.5
12

π · cos
63.25
12

π ) (6)

The Table 2 shows the proposed 12-tap DCT-IF coef-
ficients derived by scaling with 128. Index i in Table 2
represents the integer sample positions where filtering
is applied to generate fractional samples. The 3/4-pixel
filter coefficient order is the reverse of the 1/4-pixel filter
coefficient order.

Fig. 2 shows an example of the integer pixel positions and
fractional pixel positions in horizontal direction. x(0) to x(11)
mean integer sample positions corresponding to x(m) in (5)
or (6), and small letters (a0, b0, and c0) mean fractional
samples to interpolate. Equations (7) and (8) are the examples
of generating the quarter sample and half sample by using the
coefficients in Table 2.

a0 = (−1 · x(0) + 3 · x(1) − 6 · x(2) + 11 · x(3)

−22 · x(4) + 115 · x(5) + 38 · x(6) − 16 · x(7)

+9 · x(8) − 5 · x(9) + 3 · x(10) − 1 · x(11)) ≫ 7 (7)

b0 = (−1 · x (0) + 4 · x (1) − 8 · x (2) + 14 · x (3) − 26

·x (4) + 81 · x (5) + 81 · x (6) − 26 · x (7) + 14 · x(8)

−8 · x(9) + 4 · x(10) − 1 · x(11)) ≫ 7 (8)

Horizontal/vertical padding on the reference picture
boundary is applied as in the VVC test Model VTM-16.0
if filter length is extended outside the reference picture
boundary.

C. COMPARISON OF INTERPOLATION FILTERS
The magnitude responses of the half pixel position of
interpolation filters are shown by the graphs in Fig. 3, where
the x-axis represents the normalized frequency in 0 to 1,
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TABLE 2. The 12-TAP DCT-based interpolation filter coefficients.

FIGURE 3. Magnitude responses at half pixel position of interpolation
filters. The dotted lines represent magnitude responses of the existing
interpolation filters in VVC, and the solid red line represents magnitude
response of the proposed 12-tap DCT-based interpolation filter.

where 1 corresponds to π radian and the y-axis represents
the magnitude response. The 6-tap SIF can be seen to have a
strong low-pass characteristics, which is useful for reducing
high frequency components. On the other hand, the 8-tap
DCT-IF and the 12-tap DCT-IF have a wide passband that
passes not only low frequency components but also high
frequency components. Especially, the wider passband of
the proposed 12-tap DCT-IF represented in solid red line
allows for the preservation of the input signal’s strong high
frequency information.

D. CORRELATION-BASED INTERPOLATION FILTER
SELECTION METHOD
For more accurate fractional sample generation, an inter-
polation filter selection method was developed considering
the frequency characteristics of the reference block using
correlation. The correlation in (9) is computed from the
motion-estimated reference block, where N is the height
of the reference block, M is the width of the reference
block, x(i, j) is the sample at (i, j) position of the ref-
erence block, and x̄ is the mean value of the reference
block.

ρ

=

∑N−2
i=0

∑M−2
j=0 (x(i,j)−x̄)(x(i+1,j+1)−x̄)√∑N−2

i=0
∑M−2

j=0 (x(i,j)−x̄)2
√∑N−2

i=0
∑M−2

j=0 (x(i+1,j+1)−x̄)2

(9)

FIGURE 4. Performance of the proposed method with different ρ values.

High ρ value means low frequency characteristics
in the reference block, while low ρ value means high
frequency characteristics. Therefore, the proposed 12-tap
DCT-IF is selected to interpolate high frequency components
in fractional motion compensation. If the correlation value
of the reference block is less than the predefined threshold,
then the 12-tap DCT-IF is used, otherwise the existing VVC
interpolation filters are used as shown in Fig. 1.

The ρ threshold was determined through experiments.
To select the optimal threshold, the JVET common test con-
dition (CTC) [22] with RA configuration, where 32 frames
in classes A1 and A2 sequences and 64 frames in classes
B, C, D sequences were used. The threshold ρ was set to
0.85, because the Bjøntegaard Delta (BD)-rate [23], [24]
is most effectively reduced when the threshold is 0.85 in
Fig. 4. From Figure 4, the fixed ρ = 0.85 was set for all
test sequences. That is, if ρ ≤ 0.85, then the 12-tap DCT-IF
is used, otherwise, the existing VVC interpolation filters are
used.

III. EXPERIMANTAL RESULTS
The proposed method was implemented on the VVC test
model VTM-16.0 [25] under the JVET CTC [22] with
Random Access (RA) configurations. The Single Instruction
Multiple Data (SIMD) operation was used to apply the
proposed interpolation filter for fractional pixel generation.
The sequences of classes A1, A2, B, C, and D were tested
with Quantization Parameter (QP) values of 22, 27, 32,
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TABLE 3. Information on test video sequences for each class.

and 37, respectively. Table 3 shows the sequence name,
picture size, picture count, picture rate, and bit depth for
the JVET CTC video sequences, and Table 4 shows the
experimental results of the proposed method compared with
the VTM-16.0 anchor.

The bit rate reduction ratio over the anchor in Table 4
is shown by the BD-rate [23], [24], in which the negative
sign of BD-rate means the bit-saving of the proposed method
compared with the VVC anchor in the same PSNR reference.
The computational complexity of the proposed method is
calculated as the relative computational complexity ratio of
the proposed method to the VVC anchor, as shown in (10).
All tests were performed on homogeneous computers of
Intel Xeon E5-1620 v2 (3.7GHz) with 64 cores and 32GB
RAM. In table 4, the separate ‘‘EncT’’ and ‘‘DecT’’ that
mean the computational complexity increases compared with
VTM-16.0 in the encoder and decoder for all test sequences,
respectively, are computed by (10).

Time_Inc =
Timeproposed method

Timeanchor
×100(%) (10)

As shown in Table 4, the proposed method achieves the
overall BD-rate gains of -0.27%, −0.12% and −0.01% for
Y, Cb, and Cr components, respectively, with the average
encoding time of 120% and the average decoding time of
130%, respectively, compared with the VVC anchor.−0.27%
luma (Y) component coding gain based on correlation
calculation in VTM-16.0 is meaningful. As a reference, the
percentage of CU blocks selected in the proposed method are
shown in Table 5, where W represents the width of CU, and
H represents the height of CU.

−1.67% and −1.13% BD-gains in the BQSquare and
Blowing Bubbles sequences of class D are obtained, and
−1.13% BD-gain in the PartyScene sequence of class C
is obtained. But there are almost no BD-gains in the
classes A1, A2, and B. Since high-resolution images have
high correlation between pixels, the application of 12-tap
DCT-IFwith high-frequency characteristics does not improve
performance. To improve the performance of A1 and A2
class sequences, the ρ value was changed independently only
for A1 and A2 sequences, but there was no performance
improvement due to the high correlation between pixels.

The running-times in the encoder and decoder are
increased, because the 12-tap DCT-IF is applied if 2-D
correlation ρ calculated for each reference block is less than
0.85. Therefore, we carried out additional experiments to
reduce the complexity of ρ computation. Equation (11) is
computed from the reference block as well, where ρ1st row
represents the correlation value on the first row of the
reference block, and ρ1st col represents the correlation value
on the first column of the reference block.

ρ′
= (ρ1st row + ρ1st col) ≫ 1 (11)

where

ρ1strow

=

∑M−2
i=0 (x(1,i) − x1strow)(x(1,i+1) − x1strow)√∑M−2

i=0 (x(1,i) − x1strow)2
√∑M−2

i=0 (x1,i+1) − x1strow)2

ρ1stcol

=

∑N−2
i=0 (x(i,1) − x1stcol)(x(i+1,1) − x1stcol)√∑N−2

i=0 (x(i,1) − x1stcol)2
√∑N−2

i=0 (x(i+1,1) − x1stcol)2

where N is the height of the reference block, M is the
width of the reference block, x(1,i) is the sample at first
row of the reference block, x(i,1) is the sample at first
column of the reference block, x1st row is the mean value at
first row of the reference block and x1st col is the mean value
at first column of the reference block.

In the simple version of the proposed method, ρ’ in (11)
instead of ρ in (9) is used to apply the 12-tap DCT-IF with the
same threshold as the proposed method. Table 4 also shows
the experimental results of the simple version of the proposed
method.

As shown in the right part of Table 4, the simple version
achieved the overall BD-rate gains of −0.27%, −0.06%
and 0.01% for Y, Cb, and Cr components, respectively.
The BD-rate gains in Cb and Cr components in the simple
version are slightly poorer than those in the proposed version
with the reduction of computation complexity in the encoder
and decoder, compared with the proposed method. When
compared to the VVC anchor, the encoding and decoding
times of 120% and 130%, respectively, in the proposed are
reduced to those of 105% and 113%, respectively, in the
simple version.

The simplified version that calculates 1-D correlations on
the first row and first column reduces the computational
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TABLE 4. Experimental results of the proposed methods.

TABLE 5. The percentage of CU blocks that selected in the proposed method.

complexity. However, the BD-rates are slightly decreased
in Cb and Cr components because the correlation value is
slightly less accurate than the proposed method.

Therefore, the simplified version can be used for low
complexity application.

12-tap DCT-IF was also proposed in [16], but the sum
of interpolation filter coefficient weights of [16] is 64, and
that of the proposed interpolation filter in this paper is 128,
so the curves of the two 12-tap DCT-IFs are slightly different.
When the 12-tap DST-IF in [16] is applied instead of the

12-tap DCT-IF in the proposed method, the 12-tap DST-IF
resulted in decrease of the overall BD-rates of 0.42%, 0.36%
and 0.55% for Y, Cb, Cr components, respectively, compared
with the VVC anchor. Many efficient intra and inter coding
tools adopted in VVC reduced the performance of the DST-IF
that showed good performance in HEVC.

IV. CONCLUSION
In this paper, an adaptive interpolation method is proposed
with a 12-tap DCT-IF and correlation-based filter selection.
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We designed the 12-tap DCT-IF that preserves the strong high
frequency components of the input signal and applied the
interpolation filter selection method based on the frequency
characteristics of the reference block using correlation. The
proposed method demonstrated coding performance with
overall BD-rate gains of -0.27%, -0.12% and -0.01% for
Y, Cb, and Cr components, respectively, compared with
VVC anchor. The simplified version of the proposed method
is applicable to block-based next-generation video coding
standards because it shows BD-rate gain of -0.27% with
a 105% encoding time increase and a 113% decoding
time increase. In particular, the proposed method based
on correlation shows better BD-rate improvements in low
resolution sequence rather than high resolution. In order to
improve the coding efficiency more, the interpolation study
in high resolution video is required for the future topic.
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