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ABSTRACT In this paper, composite models are developed to predict the statistics of the optimal number
and size of repeaters required to minimize the power delay product (PDP) of on-chip hybrid copper-graphene
interconnects when subject to parametric uncertainty. Specifically, two distinct artificial neural network
(ANN) based composite models are developed in this paper. Each composite model is made up of three
individual ANNs that are interconnected. Depending on the way in which the ANNs are interconnected,
the total number of full-wave electromagnetic (EM) simulations and SPICE circuit simulations required
for training the composite models are reduced. Overall, the composite models enable the use of analytic
expressions instead of expensive and repeated full-wave EM and SPICE simulations to solve the repeater
optimization problem within a Monte Carlo framework for efficient statistical analysis.

INDEX TERMS Artificial neural networks (ANNs), copper-graphene interconnects, fin field effect transis-
tors (FinFETs), parametric uncertainty, repeaters, statistical analysis.

I. INTRODUCTION
With the scaling of very large scale integration (VLSI) tech-
nologies below the sub-22 nm levels, conventional on-chip
copper interconnects are reaching the limits of their per-
formance due to aggravated scattering [1]. Moreover, the
diffusion of copper ions from the interconnects into the
dielectric layer further increases the dielectric conductivity
and leakage losses [2]. As a remedy for both the above
problems, recently ultra-thin graphene barrier layers have
been placed around the copper traces [3], [4]. These ultra-thin
graphene barrier layers, by virtue of their high mean free
path of electrons compared to copper, not only serve as low
resistance paths parallel to the copper conductor for enhanced
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current conduction but also prevent the diffusion of copper
ions into the dielectric, all without significantly decreas-
ing the cross-sectional area of the interconnects. Therefore,
hybrid copper-graphene interconnects have the potential to
address the limitations of on-chip copper interconnects in
ultra-scaled technology nodes [3], [4].

An important aspect of on-chip interconnect design is
to place repeaters along the conductors to optimize some
performance metric of the network. For example, repeaters
have often been introduced into the interconnects to minimize
the power, delay, power delay product (PDP), bandwidth,
crosstalk delay, and chip area of the network [5], [6], [7],
[8], [9], [10], [11], [12], [13]. The main challenge in such
scenarios is to accurately calculate the optimal number and
size of these repeaters. To that end, various works have
reported approximate closed-form expressions of the optimal
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number and size of the repeaters albeit for minimizing the
power consumed, delay, or crosstalk delay separately for
on-chip interconnects [5], [6], [7], [8], [9], [10]. Recently,
in [11], a particle swarm optimization (PSO) algorithm has
been developed to infer the optimal number and size of
the repeaters for minimizing the more holistic PDP of both
conventional copper and multi-walled carbon nanotube inter-
connects. In all these works, the optimal number and size of
the repeaters are expressed as functions of the per-unit-length
(p. u. l.) parameters of the interconnects.

Within the context of hybrid copper-graphene intercon-
nects, full-wave electromagnetic (EM) solvers are required
to accurately calculate the p. u. l. parameters at massive
computational time costs [14], [15]. This issue of massive
computational time cost is further exacerbated if the statistical
information (e.g., mean, standard deviation, and probability
density function) of the optimal number and size of the
repeaters have to be quantified using repeated Monte Carlo
evaluations due to parametric uncertainty in the interconnects
[12]. In order to address this computational burden, recently
analytic models have been developed for predicting the p.
u. l. parameters of hybrid copper-graphene interconnects
[16]. However, while the models of [16] are extremely fast,
they lack the requisite level of accuracy compared to EM
solvers [14].

One effective approach to mitigate the massive compu-
tational costs behind repeated evaluations of the p. u. l.
parameters, and consequently, the optimal number and size
of repeaters of general interconnects is by using machine
learning [14], [15], [17]. This is because machine learning
(ML) surrogate models or metamodels such as artificial neu-
ral networks (ANNs) can emulate the p. u. l. parameters
of interconnects, and thereby, the optimal number and size
of the repeaters as analytic functions of the geometrical,
physical, and material parameters of the network [14], [15],
[17]. These analytic functions can be used in lieu of com-
putationally slow full-wave EM simulations within a Monte
Carlo framework to efficiently determine the statistics of
the optimal number and size of the repeaters required in
presence of parametric uncertainty. Despite this advantage
of ML metamodels, their one major limitation is that they
are very data hungry. This means that a massive amount of
training data is required to ensure that these metamodels are
able to accurately predict the p. u. l. parameters of intercon-
nects [17]. Since, generating the massive amount of training
data requires repeated full-wave EM simulations, ML meta-
models end up incurring prohibitively large training time
costs. Therefore, performing repeater optimization for hybrid
copper-graphene interconnects even using conventional ML
techniques are often computationally intractable.

In this paper, two novel composite ML metamodels are
developed to address the above limitation of hybrid copper-
graphene interconnects. Each composite metamodel consists
of three individual ANNs that are interconnected. The main
difference between the two composite metamodels lies in the

way in which the ANNs are interconnected. In one meta-
model, the ANNs are interconnected in such a manner so that
the prior knowledge of the p. u. l. parameters of the intercon-
nects extracted from the crude but analytic models of [16] can
be directly leveraged to accelerate its training. In the second
metamodel, the ANNs are interconnected in such a manner
so that the analytic models of [16] can be indirectly leveraged
to accelerate its training. In both composite metamodels, the
combination of the three ANNs enable the construction of a
set of analytic expressions that can be used in lieu of the slow
full-wave EM and SPICE simulations to efficiently solve the
repeater optimization problem for hybrid copper-graphene
interconnects for any given value of the geometrical, physical,
and material parameters of the passive interconnect structures
and the active fin field effect transistors (FinFETs) making up
the repeaters.

This work is an expansion of the author’s conference paper
of [12]. In this paper, the following new ideas and techniques
not seen in the conference paper is presented.

(1) In this paper, two multi-ANN composite metamodels
have been intelligently developed with very low training time
costs. In the first compositemetamodel, the inaccurate yet fast
analytic models of [16] are used as prior knowledge of the
interconnects within the known source difference (SD) for-
mulation [14], [15] and the new prior knowledge with source
difference (PKID) formulation [18] to expedite its training.
In the second composite metamodel, the inaccurate yet fast
analytic models of [16] are included in a novel alternative
formulation referred to as prior knowledge input with sparse
postprocessing (PKISP) to expedite the training process. All
these formulations represent key novelties of this work over
that of [12] where conventional ANNs were used without
any attempt to expedite their training. The outcome of these
novelties is that the proposed composite metamodels can be
trained 2-4 times faster than the conventional metamodel of
[12] as demonstrated in Section III.

(2) In the proposed composite metamodels, a dedicated
ANN is used to map the impact of parametric uncertainty
in the FinFETs used to construct the repeaters on the opti-
mal number and size of the repeaters. This inclusion of
the parametric uncertainty in the active FET device besides
the passive interconnects has not been considered in other
existing works including the conference paper of [12]. Con-
sequently, the proposed composite metamodels are the only
ones that can truly account for a comprehensive set of uncer-
tain parameters spanning both the active and passive parts
of the interconnect network. In fact, the numerical examples
of Section III of this paper clearly demonstrate that neglect-
ing the parametric variability of the FinFETs can introduce
10-20% errors in the statistical solutions of the repeater opti-
mization problem.

(3) An additional benefit of the dedicated ANN used to
map the parametric uncertainty of the FinFETs is that it
emulates the switching resistance, gate capacitance, and the
parasitic capacitance of the repeaters as analytic functions
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FIGURE 1. Multiconductor stripline on-chip hybrid copper-graphene interconnect network. (a) Circuit schematic of a general Nc -conductor hybrid
copper-graphene interconnect network showing driver/load circuits. (b) Cross-sectional view of the hybrid copper-graphene interconnects showing the
heterogeneous nature of the traces.

of the FinFET device parameters. These analytic functions
can be used instead of multiple SPICE simulations of the
repeaters to efficiently characterize the impact of the uncer-
tainty present in the FinFET parameters on the optimal
number and size of the repeaters. Thus, this ANN will
enhance the computational efficiency of the proposed com-
posite metamodels over standard non-ML approaches when
performing repeater optimization. Importantly, this benefit is
not explored in the work of [12] because no uncertainty was
considered in the FinFETs.

(4) Finally, in this paper, the accuracy and the numerical
efficiency of the proposed composite metamodels have been
validated across multiple technology nodes in contrast to
the work of [12] which was validated for only the 14 nm
technology node. Furthermore, in the examples of Section III
of this paper, a much larger number of input parameters is
considered than what was taken in [12] for a more thorough
validation of the scalability of the proposed composite meta-
models.

II. DEVELOPMENT OF PROPOSED
COMPOSITE METAMODELS
A. BASIC PROBLEM STATEMENT
Consider a multiconductor on-chip hybrid copper-graphene
interconnect network as shown in Fig. 1(a) where the
cross-section of the heterogeneous conductors is displayed in
Fig. 1(b). Repeaters are usually inserted into each conductor
of the network. These repeaters take the form of inverters
[5], [6]. By tuning the number of repeaters and the size of
the FinFET devices making up the repeaters, it is possible
to optimize specific signal integrity (SI) quantities of interest
such as 50% delay, power consumed, bandwidth, chip area,
and power delay product (PDP) of the network [5], [6], [7],
[8], [9], [10], [11], [12]. Now, let the fabrication process
variations and layout uncertainty in the network be present in
n parameters of the interconnect structure Pi = [p1, · · · , pn]
and m parameters of the FinFETs Pd = [pn+1, · · · , pn+m].
These parameters can be mathematically expressed as

pi = pi0 + pi0 siλi; 1 ≤ i ≤ n+ m (1)

FIGURE 2. Block structure of the proposed composite metamodel 1
showing how the different ANNs are interconnected.

where pi0 is the mean value, si is the relative standard devia-
tion, and λi is the marginal random variable representing the
uncertainty of the i-th parameter. Thus, the random variables
corresponding to the parametric uncertainty in the intercon-
nect structures is given by λi = [λ1, λ2,. . . , λn] and that
corresponding to the parametric uncertainty in the FinFETs
is given by λd = [λn+1, λn+2,. . . , λn+m] where λ = [ λi, λd ].
Now, because of the presence of the random variables λ, the
optimal number (nopt ) and size (hopt ) of the repeaters required
to minimize the PDP of the network cannot be precisely
known. In other words, the solution to the repeater opti-
mization problem will be a function of the random variables
λ, expressed as {nopt (λ), hopt (λ)}. The task of uncertainty
quantification (UQ) is to predict the statistical information
such as the mean, variance, and probability density functions
(PDFs) of nopt (λ) and hopt (λ). In order to perform UQ, in this
paper two different multi-ANN composite metamodels are
developed to emulate the unknowns {nopt (λ), hopt (λ)} as
described next.

B. BASIC BLOCK STRUCTURE OF COMPOSITE
METAMODEL 1
The block structure of the composite metamodel 1 is dis-
played in Fig. 2. It is observed from Fig. 2 that the first
ANN (ANN1) is used to emulate the p. u. l. parameters of
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the copper-graphene interconnects as analytic functions of
the geometrical, physical, and material parameters of the
heterogeneous structure of Fig. 1(b). This ANN is trained on
results extracted from the computationally costly full-wave
EM solvers [12]. The second ANN (ANN2) pertains to the
repeaters used. It is pointed out that the repeaters are basically
inverters comprising of PMOS and NMOS FinFET devices.
In repeater optimization problems, these repeaters are mod-
eled as equivalent RC circuits described by the switching
resistance (Rs), gate capacitance (Cg), and the parasitic capac-
itance (Cp) of the inverter as shown in Fig. 3 [12], [19].
Now, the goal of the second ANN is to emulate the values of
{Rs, Cg, Cp} as functions of the geometrical, material, and
physical parameters of the FinFETs. This ANN is trained
on data generated from multiple SPICE simulations of the
repeaters [12], [18]. Finally, based on the knowledge of the
p. u. l. parameters of the interconnects and the RC elements
{Rs, Cg, Cp}, the PSO algorithm can quantify the optimal
number and size of the repeaters required {nopt (λ), hopt (λ)}
[11]. However, repeatedly evaluating the PSO algorithm for
different values of the random variables λ is a time-intensive
process. To address this issue, a third ANN (ANN3) is devel-
oped. This third ANN accepts as inputs the values of the
p. u. l. parameters of the interconnects, and the RC elements
{Rs, Cg, Cp} and emulates the optimal number and size of
the repeaters as functions of these inputs. Hence, this ANN
is trained on data extracted from repeated evaluations of the
PSO algorithm. In the following subsections, the training and
testing details of each ANN is described.

FIGURE 3. Equivalent RC circuit representation of repeaters fashioned as
inverters.

C. TRAINING OF ANN1 OF COMPOSITE METAMODEL 1
In the work of [12], the training of ANN1 proceeds in a
conventional manner by directly using the dataset extracted
from the full-wave EM solvers. In particular, the inputs to
ANN1 are the random variables λi corresponding to the
interconnect parameters Pi. The outputs of ANN1 consists of
the p. u. l. resistance of any general j-th conductor Rjj, the
self-capacitance of the j-th conductor to ground Cj0, the cou-
pling capacitance between the j-th and k-th conductors Cjk ,
the self-inductance of the j-th conductor Ljj, and the mutual
inductance between the j-th and k-th conductors Mjk . The
main computational challenge of the conventional training

approach seen in [12] is that usually hundreds of training
samples, and consequently, hundreds of full-wave EM sim-
ulations of the interconnect structure of Fig. 1(b) are required
to train ANN1. To address the massive time costs associated
with so many full-wave EM simulations, the authors have
developed two prior knowledge techniques to expedite the
training of ANN1.

1) SOURCE DIFFERENCE (SD) APPROACH
In the SD approach, ANN1 attempts to emulate the error
between the true p. u. l. parameters of the interconnects
extracted from the full-wave EM simulations (i.e., y(λi)) and
the p. u. l. parameters estimated from the low-fidelity analytic
model of [16], say yLF (λi). In other words, the training dataset
for ANN1 using the SD approach is expressed as DSD =

{(λi,l , E(λi,l))}Ll=1 where

E(λi,l) = y(λi,l) − yLF (λi,l) (2)

In (2), λi,l = [λ(l)1 ,. . . , λ(l)n ] refers to the l-th training sample
and L is the total number of training points required. Now,
assuming ANN1 has a single hidden layer, the predicted
outputs of ANN1 take the form

Ẽ (λi) = [e1 (λi) , · · · , eK (λi)] ;

ek (λi) = σk,3

bk,3 +

Nh∑
i=1

wi,k2,3 σi,2

bi,2 +

n∑
j=1

wj,i1,2 λj

 ,

1 ≤ k ≤ K (3)

In (3), σp,q refers to the nonlinear activation function used in
the p-th neuron of the q-th layer, bp,q is the bias value entering
the p-th neuron of the q-th layer, wα,β

p,q is the synaptic weight
linking the α-th neuron of the p-th layer to the β-th neuron of
the q-th layer, and Nh is the number of hidden neurons. Next,
the values of all the weight and bias terms in (3) are tuned to
minimize the error loss function [15]

fANN1 (w,b) = argmin
w,b∈ℜ

(
1
L

L∑
l=1

∥∥∥E (λi,l)− Ẽ
(
λi,l
)∥∥∥2

2

)
(4)

where (w, b) refer to the real valued set of weights and
bias terms in (3). This process of tuning the weights and
bias terms is referred to as training of the ANN metamodel.
Now, because the low-fidelity results yLF (λi) are reasonably
well-correlated, even if not exactly equal to the high-fidelity
full-wave EM simulation results y(λi), the variance of the
error function E(λi) of (2) will be significantly smaller than
the variance of y(λi) (i.e., var(E(λi))≪ var(y(λi))) [14], [15].
Therefore, a much smaller number of training samples will
be required to train ANN1 to emulate the error function E(λi)
than to emulate the p. u. l. parameters of the interconnects
y(λi) [14], [15]. Once ANN1 has been sufficiently well-
trained, the p. u. l. parameters of the interconnects are easily
recovered from (2) and (3) as the sum of the outputs predicted
by ANN1 and the low-fidelity model as

ỹ(λi) = Ẽ(λi) + yLF (λi) (5)
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In effect, in the SD approach, the low-fidelity results yLF (λi)
serves as prior and cheaply available information to expedite
the training of ANN1. Interested readers are directed to [14],
[15] for further details of the SD approach.

2) PRIOR KNOWLEDGE INPUT WITH SOURCE DIFFERENCE
(PKID) APPROACH
In the PKID approach, the prior knowledge of the inter-
connects in the form of the low-fidelity results yLF (λi)
is leveraged in two distinct ways. First, the low-fidelity
results yLF (λi) are used as additional inputs to ANN1. These
additional inputs help guide ANN1 to learn the functional
dependence of the p. u. l. parameters of the hybrid inter-
connects on λ in a more data-efficient manner than what
is conventionally possible. Second, as in the SD approach,
ANN1 attempts to reduce the variance of its target out-
put by emulating the error between the high-fidelity results
extracted from the full-wave EM simulations (i.e., y(λi)) and
the low-fidelity results yLF (λi). Thus, the training dataset
for the PKID approach can be expressed as DPKID = {(λ̄i,l ,
E(λi,l))}Ll=1 where the new input feature space of ANN1is

λ̄i,l =
[
λi,l, yLF (λi,l)

]
(6)

As before, assuming ANN1 has a single hidden layer, the
outputs of ANN1 take the form

Ẽ (λi) =
[
e1
(
λ̄i
)
, · · · , eK

(
λ̄i
)]

; λ̄i = [λi, yLF (λi)]

ek (λi) = σk,3

bk,3 +

Nh∑
i=1

wi,k2,3 σi,2

bi,2 +

n+K∑
j=1

wj,i1,2 λ̄j

 ,

1 ≤ k ≤ K (7)

Note that the key difference in (7) with respect to (3) is that
the input feature space has changed from λi to the expanded
feature space λ̄i =

[
λ̄1, · · · , λ̄n+K

]
= [λi, yLF (λi)] of (6).

When training ANN1using the PKID approach, the error loss
function to be minimized remains the same as in (4). In effect,
the PKID approach harnesses the advantages of both the
SD approach of [14] and the prior knowledge input (PKI)
approach of [15] and is, hence, expected to outperform both
these approaches. This means that the number of training
samples required by the PKID approach is expected to be
even smaller than that required by the SD and PKI approaches
individually to train ANN1 to the same accuracy level.
At this juncture, the authors would like to emphasize that

in their previous work of [18], the superior learning rate of
PKID approach comapred to the SD and PKI approaches
has already been validated. However, in that paper, the focus
was on training an ANN to emualte the signal integrity
quantities (e.g., delay, peak crosstalk, eye diagram charac-
terstics) of multi-walled carbon nanotue interconencts using
data extracted from SPICE simulations. Currently, no work
has explored if the theoretical benefits of the PKID approach
can be extended to other problems – for example, to emualte
the p. u. l. parameters of complex interconenct structures

(e.g., heterogeneous copper-graphene structures) using data
extracted from themore time-intensive full-wave EM solvers.

D. TRAINING OF ANN2 OF COMPOSITE METAMODEL 1
The objective of ANN2is to map the impact of the parametric
uncertainty present in the FinFETs making up the repeaters
on the optimal number and size of the repeaters. To that end,
the repeaters are modeled as inverters where each inverter is,
in turn, modeled using a resistance-capacitance (RC) network
as shown in Fig. 3. Thus, the objective of ANN2 is to emulate
the values of the switching resistance (Rs), gate capacitance
(Cg), and the parasitic capacitance (Cp) of the inverters as
functions of the random variables associated with the FinFET
parameters, λd = [λn+1, λ2,. . . , λn+m]. This objective can be
met using the methodology outlined in [19]. However, that
methodology is considered to be computationally prohibitive
because it requires 6 discrete SPICE simulations to calculate
the values of {Rs, Cg, Cp} for each solitary set of FinFET
parameter values. Hence, in this work, an ANN (i.e., ANN2)
is proposed as a more efficient alternative to analytically
emulate the dependency of the values of {Rs, Cg, Cp} on
the FinFET parameters. The training dataset for ANN2 is
DR ={(λd,r , θ (λd,r ))}Rr=1 where

θ (λd .r ) =
[
Rs
(
λd,r

)
,Cg

(
λd,r

)
,Cp

(
λd,r

)]
(8)

are the values of the RC circuit elements used to model the
repeaters in Fig. 3 extracted from the SPICE simualtions
using the methodology outlined in [19] at the r-th training
sample λd,r = [λ(r)n+1,. . . , λ

(r)
n+m]. Assuming a single hidden

layer in ANN2, the values of the RC circuit elements pre-
dicted by ANN2take the form

θ̃ (λd ) =

[
θ̃1 (λd ) , θ̃2 (λd ) , θ̃3 (λd )

]
;

θ̃k (λd ) = σk,3

bk,3+ Nh∑
i=1

wi,k2,3 σi,2

bi,2+ m∑
j=1

wj,i1,2 λn+j

 ,

1 ≤ k ≤ 3 (9)

In course of training ANN2, the values of all the weight
and bias terms in (11) are tuned to minimize the error loss
function [17]

fANN2 (w,b) = argmin
w,b∈ℜ

(
1
R

R∑
r=1

∥∥∥θ (λd,r
)
− θ̃

(
λd,r

)∥∥∥2
2

)
(10)

Once ANN2 has been sufficiently well-trained, the outputs of
ANN2 will automatically account for the parametric uncer-
tainty present in the FinFETs making up the repeaters. Note
that this ability of the proposed composite model 1 to account
for the parametric uncertainty in the FinFETs when quan-
tifying the statistics of the optimal number and size of the
repeaters has not been seen in the existing literature.
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E. TRAINING OF ANN3 OF COMPODITE METAMODEL 1
The objective of ANN3 of the proposed composite meta-
model 1 of Fig. 2 is to predict the optimal number and size of
the repeaters required to minimize the PDP of a given hybrid
copper-graphene interconnect network – in other words, for
any given values of the random variables λ = [ λi, λd ]. For
this purpose, ANN3 takes as inputs the outputs from ANN1
and ANN2 while the outputs are the optimal number and size
of the repeaters {nopt (λ), hopt (λ)}. The training dataset for
ANN3 is expressed as DPSO ={(αq, zq)}

Q
q=1 where

αq =

 α1
...

αK+3

 =

[
ỹ
(
λi,q

)
θ̃
(
λd,q

) ] ; zq =

[
nopt

(
λi,q, λd,q

)
hopt

(
λi,q, λd,q

) ]
(11)

In (11), the solution of the repeater optimization problem at
each q-th training sample, zq, is obtained from the evaluation
of the PSO algorithm [11]. Again, assuming a single hidden
layer in ANN3, the outputs predicted by ANN3take the form

z̃ (α) =

[
z̃1 (α)

z̃2 (α)

]
=

[
ñopt (α)

h̃opt (α)

]
;

z̃k (α) = σk,3

bk,3 +

Nh∑
i=1

wi,k2,3 σi,2

bi,2 +

K+3∑
j=1

wj,i1,2 αj

 ,

1 ≤ k ≤ 2 (12)

In course of training ANN3, the values of all the weight
and bias terms in (12) are tuned to minimize the error loss
function [17]

fANN3 (w,b) = argmin
w,b∈ℜ

 1
Q

Q∑
q=1

∥∥zq − z̃
(
αq
)∥∥2

2

 (13)

Once ANN3 has been sufficiently well-trained, it is clear
from Fig. 2 that for any given values of the random variables
λ = [ λi, λd ], the corresponding optimal number and size of
the repeaters {nopt (λ), hopt (λ)} can be analytically obtained
from the composite metamodel 1 consisting of ANN1-ANN3.
Importantly, when utilizing the trained composite meta-
model 1, there is no need for full-wave EM simulations to
predict the p. u. l. parameters of the passive interconnects, nor
is there any need for multiple SPICE simulations to predict
the values of the RC elements making up the equivalent cir-
cuit model of the repeaters. Thus, the composite metamodel
1 can be repeated probed for different values of λ in a Monte
Carlo framework to infer the statistics of {nopt (λ), hopt (λ)} in
an analytic, and consequently, numerically efficient manner.
Crucially, the number of full-wave EM simulations required
to train the composite metamodel 1 will be significantly
curtailed by using the SD and the new PKID approaches of
Section II-C as opposed to a conventional training approach
used in [12]. Additionally, the composite metamodel 1 will

be able to include the parametric uncertainty in the Fin-
FETs – something that was neglected in [12]. This makes
the proposed composite metamodel 1 computationally more
efficient as well as more reliable than the earlier work of [12].

F. DEVELOPMENT OF COMPOSITE METAMODEL 2 USING
PRIOR KNOWLEDGE INPUT WITH SPARSE
POSTPROCESSING
In this subsection, the details of the proposed composite
metamodel 2 are described. The block diagram of the pro-
posed composite metamodel 2 is provided in Fig. 4. When
comparing the composite metamodels of Figs. 2 and 4, three
clear differences are noticed.

FIGURE 4. Block structure of the proposed composite metamodel 2
showing how the different ANNs are interconnected.

(i) First, the composite metamodel of 2 avoids the use of
ANN1. This is because this metamodel directly utilizes the
low-fidelity results yLF (λi) to represent the p. u. l. parameters
of the hybrid copper-graphene interconnects. In so doing, it is
acknowledged that these p. u. l. parameters of the intercon-
nects will not be as accurate as those extracted from EM
solvers.

(ii) Second, the ANNB of the composite metamodel 2 is
very similar to the ANN3 of the composite metamodel 1. The
only difference between the two is that the inputs of ANNB
include the inaccurate p. u. l. parameters of the intercon-
nects obtained from the low-fidelity model yLF (λi) instead
of the accurate p. u. l. parameters predicted by the trained
ANN1 (see Fig. 4). Consequently, the outputs of ANNB will
be the inaccurate optimal number and size of the repeaters{
n̂opt (λ), ĥopt (λ)

}
instead of the accurate optimal number and

size of the repeaters {nopt (λ), hopt (λ)}.
(iii) Given the above differences between the two compos-

ite metamodels, it is evident that another neural postprocess-
ing block is required to map the inaccurate optimal number
and size of the repeaters

{
n̂opt (λ), ĥopt (λ)

}
to the accurate

optimal number and size of the repeaters {nopt (λ), hopt (λ)}.
This postprocessing block forms the ANNC of the proposed
composite metamodel 2 as shown in Fig. 4.

In this work, it is argued that because the results of the
low-fidelity model yLF (λi) are reasonably well-correlated,
even if not exactly equal to the results from the full-wave EM
simulations y(λi), the inputs and outputs of ANNC in Fig. 4
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will also be reasonably well-correlated. Thus, the training

dataset for ANNC is DC =

{
ξ̂ (λs) , ξ (λs)

}S
s=1

where

ξ̂ (λs) =

[
ξ̂1(λs)
ξ̂2(λs)

]
=

[
n̂opt (λs)
ĥopt (λs)

]
; ξ (λs) =

[
nopt (λs)
hopt (λs)

]
(14)

In (14), the vector ξ̂ (λs) contains the optimal number and
size of the repeaters evaluated using the PSO algorithmwhere
the interconnect p. u. l. parameters are the low-fidelity model
results yLF (λi,s) and the values of the circuit elements {Rs,Cg,
Cp} are predicted by ANN2 (i.e., θ̃(λd,s)) for the s-th training
sample λs = [ λi,s, λd,s]. Similarly, the vector ξ (λs) contains
the optimal number and size of the repeaters evaluated using
the PSO algorithm where the interconnect p. u. l. parameters
are extracted from full-wave EM simulations (i..e, y(λi,s))
and the values of {Rs, Cg, Cp} are still predicted by ANN2
(i.e., θ̃ (λd,s)) for the same training sample λs. Next, assuming
ANNC contains a single hidden layer, the outputs predicted
by ANNC take the form

ξ̃ (λ) =

[
ξ̃1(λ)
ξ̃2(λ)

]
=

[
ñopt (λ)
h̃opt (λ)

]
;

ξ̃k (λ) = σk,3

bk,3 +

Nh∑
i=1

wi,k2,3 σi,2

bi,2 +

2∑
j=1

wj,i1,2ξ̂j

 ;

1 ≤ k ≤ 2 (15)

where the inputs {n̂opt (λ), ĥopt (λ)} will be available from the
outputs of ANNB as shown in Fig. 4. In training ANNC, the
values of all the weight and bias terms in (17) are tuned to
minimize the error loss function [17]

fANNC (w,b) = argmin
w,b∈ℜ

(
1
S

S∑
s=1

∥∥∥ξ (λs) − ξ̃ (λs)

∥∥∥2
2

)
(16)

Similar to the composite metamodel 1, once ANNC has been
sufficiently well-trained, it is clear from Fig. 4 that for any
given values of the random variables λ = [ λi, λd ], the corre-
sponding optimal number and size of the repeaters {nopt (λ),
hopt (λ)} can be analytically obtained from the composite
metamodel 2 consisting of ANNA-ANNC.
It is concluded from Fig. 4 that the majority of the time

cost in training the composite metamodel 2 is incurred while
training ANNC. This is because extracting the training dataset
for ANNC in (14) requires performing S time-consuming
full-wave EM simulations. However, it is pointed out that
for ANNC, the inputs

{
n̂opt (λ), ĥopt (λ)

}
are well-correlated

to the outputs {nopt (λ), hopt (λ)}. This means that the map
between the inputs of ANNC to the outputs will be a relatively
simple one, and hence, ANNC can be trained using a very
sparse set of training samples (i.e., S will be very small).
In effect, the composite metamodel 2 possesses the prior
knowledge of the optimal number and size of the repeaters

{
n̂opt (λ), ĥopt (λ)

}
required to minimize the PDP of the inter-

conencts with the inaccurate p. u. l. parameters yLF (λi)
obtained from ANNB. This prior knowledge is then used
to enable the fast training of ANNC using a sparse training
dataset. Hence, this approach is referred to as prior knowl-
edge input with sparse postprocessing (PKISP). This PKISP
approach is the reason why the composite metamodel 2 is
trained in a far more numerically efficient manner than the
conventional approach used in [12]. Hence, this metamodel
too, like the proposed composite metamodel 1, is more effi-
cient as well as more reliable than that of [12].

III. NUMERICAL EXAMPLES
In this section, two numerical examples are presented to
demonstrate the benefits of the proposed composite meta-
models 1 and 2 for the UQ of the optimal number and size
of repeaters required to minimize the PDP of hybrid copper-
graphene interconnects. All ANNs used in these examples
exhibit the multilayer perceptron architecture with a single
hidden layer and the hyperbolic tangent activation func-
tion. These ANNs are trained and tested using the Statistics
and Machine Learning Toolbox in MATLAB 2022a where
the Levenberg-Marquardt optimizer with back-propagation is
used tominimize the different error loss functions. For extrac-
tion of all p. u. l. parameters, the commercial ANSYS Q3D
Extractor tool is used [20]. This tool employs a quasi-static
2D EM solver based on the finite element method (FEM) to
extract the p. u. l. capacitance parameters of the interconnects.
The same tool employs a quasi-static 3D EM solver using the
method of moments (MoM) technique accelerated by the fast
multipole method to extract the p. u. l. inductance parameters
of the interconnects. For extracting the values of the RC
circuit elements {Rs, Cg, Cp} of the repeaters for a given set
of values of the FinFET parameters, 6 SPICE simulations
are required as per the methodology outlined in [19]. All
these simulations are performed on a workstation with Intel
Xeon Silver processor with maximum clock speed 2.1 GHz
and 32 GB DDR4 RAM.
Example 1: In this example, a coupled on-chip hybrid

copper-graphene interconnect network at 18nm technology
node consisting of Nc = 3 conductors as shown in Fig. 1 is
considered. All the interconnects of this network are driven
and loaded with 20nm FinFET based inverters. The repeaters
in the network also take the form of 20nm FinFET based
inverters. All the uncertain parameters of the network are
listed in Table 1. For this example, n = 8 parameters are
considered in the passive hybrid interconnect structures and
m = 4 parameters are considered in the active FinFET
devices.

For the proposed composite metamodel 1, ANN1 is
trained using three different approaches – the conventional
approach without any prior knowledge used in [12], the SD
approach (described in Section II-C), and the PKID approach
(described in Section II-C). All the three approaches use
the same training dataset where the number of points in the
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FIGURE 5. Scaling of the testing errors of ANN1 with increasing number of training points using the conventional training approach of [12], the SD
approach, and the PKID approach for Example 1. (a) Scaling of the testing error of the p. u. l. resistance of conductor 1. (b) Scaling of the testing error of
the p. u. l. self-capacitance of conductor 1. (c) Scaling of the testing error of the coupling capacitance between conductors 1 and 2.

TABLE 1. Uncertain parameters of the interconnect network for
Example 1.

dataset is progressively increased as L = {15, 25, 35, 70,
140, 350, 700}. The training points are selected using a Latin
hypercube sampling (LHS) scheme over the [−3σ +3σ ]
range of the interconnect parameters of Table 1. For testing,
all the approaches use a single testing dataset comprising of
500 points uniformly distributed over the same [−3σ +3σ ]
range of the interconnect parameters of Table 1. The decay
of the testing error of ANN1 with the increasing number
of training points for all the above three approaches and
different p. u. l. parameters of the interconnects is displayed in
Fig. 5(a)-(c). From Fig. 5, it is clear that the learning ability of
the SD and PKID approaches are significantly enhanced than
that of the conventional training approach of [12]. Specifi-
cally, for this example, the minimum acceptable testing error
threshold for all resistive, capacitive, and inductive p. u. l.
parameters are set to 1%, 3%, and 3% respectively. It is
observed from Fig. 5 that the conventional approach requires
140 training points, 7000 epochs, and 12 hidden neurons to

reach this threshold while both the SD and PKID approaches
do so in only a mere 15 training points (approximately) and
6000 number of epochs. The SD approach requires 5 hidden
neurons and the PKID approach requires 15 hidden neurons.
This means that the SD and PKID approaches uses roughly
9-10 times fewer full-wave EM simulations than the con-
ventional training approach of [12] when training ANN1.
This learning efficiency is a direct outcome of exploiting
the prior knowledge of the interconnects in the form of the
p. u. l. parameters obtained from the low-fidelity analytic
model of [16]. The faster learning ability of the SD and PKID
approaches is further illustrated using the scatter plots in
Fig. 6 where the number of training points is fixed at 15 for
all three approaches.

Next, the training of ANN2 of the proposed compos-
ite metamodel 1 is performed where the number of points
in the training dataset is progressively increased as L =

{10, 20, 30, 50, 80, 100, 200, 300, 400, 500}. The train-
ing points are selected using a Latin hypercube sampling
(LHS) scheme over the [−3σ +3σ ] range of the FinFET
parameters of Table 1. For testing, a single testing dataset
comprising of 500 points uniformly distributed over the same
[−3σ +3σ ] range of the FinFET parameters of Table 1 is
used. For this example, the minimum acceptable RMS testing
error threshold for {Rs, Cg, Cp} is set to 0.03, 0.006, and
0.006 respectively. ANN2 is able to reach this error thresh-
old using 300 training points (1800 SPICE simulations),
400 epochs, and 6 hidden neurons as shown in Fig. 7.

The training of ANN3 of the proposed composite meta-
model 1 is performed as explained in Section II-D where
the number of points in the training dataset is progressively
increased as L = {10, 20, 30, 50, 80, 100, 200, 300, 400,
500}. The training points are selected using a Latin hypercube
sampling (LHS) scheme over the [−3σ +3σ ] range of the full
parameter set of Table 1. For testing, a single testing dataset
comprising of 500 points uniformly distributed over the same
[−3σ +3σ ] range of the full parameter set of Table 1 is
used. For this example, the minimum acceptable RMS testing
error threshold for {nopt (λ), hopt (λ)} is set to 0.3 and 0.13,
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FIGURE 6. Scatter plots illustrating the better predictive accuracy of the SD and PKID approaches compared to the conventional training approach of [12]
for Example 1 where the number of training points are fixed to 15. (a) Scatter plot of the p. u. l. resistance of conductor 1. (b) Scatter plot of the p. u. l.
self-capacitance of conductor 1. (c) Scatter plot of the coupling capacitance between conductors 1 and 2.

FIGURE 7. Scaling of the testing errors of ANN2 with increasing number of training points for Example 1. (a) Scaling of the testing error of the
switching resistance (Rs). (b) Scaling of the testing error of the gate capacitance (Cg). (c) Scaling of the testing error of the parasitic
capacitance (Cp).

respectively. ANN3 is able to reach this accuracy limit using
300 training points (300 PSO evaluations), 100 epochs, and
4 hidden neurons as shown in Fig. 8.

Now, coming to the proposed composite metamodel 2,
ANNA is exactly the same as ANN2 of the composite meta-
model 1. For training ANNB, the same training and testing
datasets as used to trainANN3 is usedwith the only difference
being that the low-fidelity analytic model of [16] is used to
predict the p. u. l. parameters of the interconnects. For this
example, the minimum acceptable RMS testing error thresh-
old for the inaccurate

{
n̂opt (λ), ĥopt (λ)

}
is set to 0.2 and 0.1,

respectively. As a result, 300 training points (i.e., 300 PSO
evaluations), 100 epochs, and 6 hidden neurons is required
by ANNB to reach this threshold. Thereafter, the mapping
of the inaccurate

{
n̂opt (λ), ĥopt (λ)

}
to the accurate {nopt (λ),

hopt (λ)} is performed in ANNC. In ANNC, the minimum
acceptable RMS testing error threshold for {nopt ( λ), hopt (λ)}
of this example is set to 0.73 and 0.21, respectively. For this
example, 50 training points (i.e., 50 full-wave EM simula-
tions plus 50 PSO evaluations), 300 epochs, and 17 hidden
neurons is required byANNC to reach this threshold as shown

in Fig. 9. It is recalled that the conventional training approach
of [12] where no prior knowledge was available requires
140 (i.e., roughly 3 times more) full-wave EM simulations.
Next, for UQ, the mean, standard deviation (SD), and the
PDF of the optimal number and size of the repeaters required
{nopt (λ), hopt (λ)} is determined using 5000 Monte Carlo
sample points. For each Monte Carlo sample point, four
methods are employed to quantify the optimal number and
size of the repeaters required {nopt (λ), hopt (λ)} – the pro-
posed composite metamodels 1 and 2, the work of [12] where
the parametric uncertainty in the FinFETs is neglected, and
the brute-force method. In particular, the brute-force method
extracts the p u. l. parameters of the interconnects using the
commercial ANSYS Q3D Extractor tool [20], the values of
the RC circuit elements {Rs, Cg, Cp} modeling the repeaters
using multiple SPICE simulations via the methodology of
[19], and the corresponding optimal number and size of the
repeaters using the PSO algorithm. The mean and standard
deviation results obtained using all the four methods of above
are listed in Table 2 while the PDF results are compared in
Fig. 10. The results of Table 2 and Fig. 10 clearly under-
score the good agreement between the proposed composite
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FIGURE 8. Scaling of the testing errors of ANN3 with increasing number of training points for Example 1. (a) Scaling of the testing error of optimal
number of repeaters (nopt ). (b) Scaling of the optimal size of repeaters (hopt ).

TABLE 2. Statistics of the optimal number and size of the repeaters required in Example 1 calculated using the proposed composite metamodels 1 and 2,
the work of [12], and the brute-force method.

FIGURE 9. Scaling of the testing errors of ANNC with increasing number of training points for Example 1. (a) Scaling of the testing error of optimal
number of repeaters (nopt ). (b) Scaling of the optimal size of repeaters (hopt ).

metamodels 1 and 2 and the brute-forcemethod. However, the
methodology of [12] clearly fails to provide accurate results
with respect to the brute-force method. This is evidenced by
the error of 12% in the mean of nopt (λ), 10% in mean of
hopt (λ) and 15.87% in the SD of hopt (λ).

In Table 3, the computational time costs incurred by all
the above four methods during the Monte Carlo analysis is
recorded. In particular, the training, optimization, and execu-
tion time costs of all ANN metamodels involved is included
for thoroughness of comparison. From the results of Table 3,
it is observed that the proposed composite metamodels 1 and
2 achieve nearly two orders of magnitude in speedup over the
brute-force method. Indeed, the proposed composite meta-
models 1 and 2 are also more efficient than the work of
[12]. Interestingly, the speedups achieved by the composite

metamodels is possible due to the proposed three very distinct
machine learning formulations – the SD, PKID, and PKISP
formulations Moreover, it is noted that for this example,
the composite metamodel 1 is much more efficient than the
composite metamodel 2. This is because of two reasons. First,
the composite metamodel 1 requires fewer full-wave EM
simulations to train ANN1 than the composite metamodel 2 to
train ANNC. Second, in training the composite metamodel 2,
more evaluations of the PSO algorithm are required to train
ANNB andANNC unlike training the composite metamodel 1
where evaluations of the PSO algorithm is required only to
train ANN3.
Example 2: In this example, a coupled hybrid copper-

graphene interconnect network at 14nm technology node
consisting of three conductors is considered. Here, all
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FIGURE 10. Probability density functions (PDFs) of the optimal number and size of the repeaters of Example 1 quantified using the brute-force method,
the proposed conventional metamodels 1 and 2, and the work of [12]. (a) PDF of the optimal number of repeaters (nopt ). (b) PDF of the optimal size of
repeaters (hopt ).

TABLE 3. Computational time cost of the brute-force method, proposed composite metamodels 1 and 2, and the work of [12] to perform uq for Example 1.

FIGURE 11. Scaling of the testing errors of ANN1 with increasing number of training points using the conventional training approach of [12], the SD
approach, and the PKID approach for Example 2. (a) Scaling of the testing error of the p. u. l. resistance of conductor 1. (b) Scaling of the testing
error of the p. u. l. coupling capacitance between conductors 2 and 3.

the FinFETs are also of the 14nm technology node. All
the uncertain parameters of the network are listed in
Table 4. For this example, n = 8 parameters are con-
sidered in the passive hybrid interconnect structures and

m = 7 parameters are considered in the active FinFET
devices.

In this example, the training of all ANNs present in the
proposed compositemetamodels 1 and 2 proceeds in the same
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FIGURE 12. Probability density functions (PDFs) of the optimal number and size of the repeaters of Example 2 quantified using the brute-force
method, the proposed conventional metamodels 1 and 2, and the work of [12]. (a) PDF of the optimal number of repeaters (nopt ). (b) PDF of the
optimal size of repeaters (hopt ).

TABLE 4. Uncertain parameters of the interconnect network for
Example 2.

manner as described in Example 1 with the only change being
that in training ANN1 the number of points in the training
dataset is progressively increased as L = {10, 20, 50, 70, 100,
200, 300, 500, 1000}. The training, testing, and convergence
properties of all the ANNs are listed in Table 5. To demon-
strate the advantages of the SD and PKID approaches over
the conventional ANN training approach without any prior
knowledge as used in [12], the decay of the testing error
of ANN1 with increasing number of training samples for
different p. u. l. parameters are compared in Fig. 11. For this
example, the minimum acceptable testing error threshold for
all resistive, capacitive, and inductive p. u. l. parameters are

set to 3%, 5%, and 1% respectively. It is observed fromFig. 11
that the conventional approach requires 100 training points,
7000 epochs, and 10 hidden neurons to reach the prescribed
error threshold for ANN1. On the other hand, the SD approach
can reach the same error threshold in 40 training points,
5000 epochs, and 16 hidden neurons. The PKID approach can
reach the same error threshold in an even smaller 20 train-
ing samples, 5000 epochs, and 15 hidden neurons. Thus,
the composite metamodel 1 needs to use 2.5-5 times fewer
full-wave EM simulations than thework of [12] when training
ANN1 depending on whether the SD or PKID approach is
used.

Now, for accuracy analysis, the mean, SD, and the PDF
of the optimal number and size of the repeaters required
{nopt (λ), hopt (λ)} is determined using 5000 Monte Carlo
sample points. The same four methods of Example 1 are
again employed to quantify the optimal number and size
of the repeaters required {nopt (λ), hopt (λ)} at each Monte
Carlo sample point. The mean and SD results obtained are
listed in Table 6 while the PDF results are compared in
Fig. 12. The results of Table 6 and Fig. 12 illustrate the good
agreement between the results of the proposed composite
metamodels 1 and 2 and the brute-force method. As expected,
the approach of [12] fails to replicate the same accuracy. This
is evidenced by the errors of roughly 13% in the mean of
nopt (λ), 14.28% in the SD of nopt (λ), and 12.37% in the SD
of hopt (λ).
In Table 7, the computational costs incurred by of all

the above four methods during the Monte Carlo analysis is
tabulated with the same level of detail as in Table 3. From
the results of Table 7, it is clear that the proposed composite
metamodels 1 and 2 can achieve substantial speedup over the
brute-force method and the work of [12]. Thus, the improved
performance of the proposedwork, both in terms of predictive
accuracy and computational time costs, over the competing
work of [12] and the standard brute-force method is validated
for different technology nodes and large number of network
parameters.
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TABLE 5. Training, testing, and convergence properties of all anns involved in the proposed composite metamodels 1 and 2 for Example 2.

TABLE 6. Statistics of the optimal number and size of the repeaters required in Example 2 calculated using the proposed composite metamodels 1 and 2,
the work of [12], and the brute-force method.

TABLE 7. Computational time cost of the brute-force method, proposed composite metamodels 1 and 2, and the work of [12] to perform uq for Example 2.

IV. CONCLUSION
In this paper, two new multi-ANN composite metamodels
are developed in order to quantify the statistics of the opti-
mal number and size of repeaters required to minimize the
PDP of hybrid on-chip copper-graphene interconnects in the
presence of parametric uncertainty. The key feature of these
composite metamodels is that they are able to harness the
prior knowledge of the interconnects and exploit this knowl-
edge via multiple different formulations – for example, the
known SD formulation, the new PKID formulation, and the
other new PKISP formulation. These formulations enable a
far more efficient training of the composite metamodels than
what is conventionally possible. Furthermore, the proposed
composite metamodels are demonstrably more accurate and
reliable than existing ANN based approaches on account
of them being able to include the parametric uncertainty
present in both the passive and active parts of the hybrid
copper-graphene interconnect network.
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