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ABSTRACT DDoS attacks occur frequently. This paper proposes a DDoS attack detection method that
combines self attentionmechanismwith CNN-BiLSTM to address the issues of high dimensionality, multiple
feature dimensions, low classification task accuracy, and high false positive rate in raw traffic data. Firstly,
the random forest algorithm is combined with Pearson correlation analysis to select important features
as model inputs to reduce the redundancy of input data. Secondly, one-dimensional convolutional neural
networks and bidirectional long-term and short-term memory networks are used to extract spatial and
temporal features respectively, and then the extracted features are ‘‘parallelized’’ to obtain fused features.
Once again, an attention mechanism is introduced to ensure that useful input information features are fully
and completely expressed, and different weights are given based on the importance of different features.
Finally, the softmax classifier is used to obtain the classification results. To verify the effectiveness of the
proposedmethod, binary andmulti classification experiments were conducted on the CIC-ISD2017 and CIC-
DDoS2019 datasets. The experimental results show that compared with existing models, the proposed model
has the highest accuracy, precision, recall, and F1 values of 95.670%, 95.824%, 95.904%, and 95.864%,
respectively.

INDEX TERMS DDoS attacks, convolutional neural network, long short-term memory network, self-
attention mechanism, feature selection.

I. INTRODUCTION
DDoS (Distributed Denial of Service) attacks are extremely
difficult to defend against and can seriously damage the
money, services, and reputation of the victim. According
to Huawei’s Special Report on Botnets and DDoS Attacks
released in 2013 [1], frequent DDoS attacks cause significant
economic losses to governments and enterprises, with more
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than 65% of DDoS attacks causing losses of up to ten
thousand dollars per hour.

As network technology continues to update, the number,
frequency, sophistication, and impact of DDoS attacks are
increasing dramatically, making it particularly difficult to
detect how they are attacked, making it more difficult to
distinguish between normal traffic and DDoS attack traffic.

Therefore, DDoS attack detection aimed at distinguishing
between normal traffic and attack traffic has been paid
attention to and deeply studied by scholars both domestically
and internationally. Its research methods can be divided into:
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statistical learning based, machine learning based, and deep
learning based.

With regard to the application of statistical learning in
DDoS attack detection, Yu et al. [2] proposed a detection
model based on the random forest method. This method
marks DDoS attacks by calculating the information entropy
of the source and destination IP addresses and the source and
destination port addresses in the data, and uses the random
forest model to increase the stability of the fitting degree to
establish the detection model; Zheng et al. [3] proposed to use
the adaptive method to analyze and find the attacker to detect
the attack traffic; Behal et al. [4] detect attacks based on the
amount of data and information distance received within the
specified time window. At the same time, machine learning
has achieved better detection accuracy and lower false alarm
rate. Diro and Chilamkurti [5] proposed that all nodes in the
distributed environment will deploy themodel, and parameter
information can be shared and optimized between nodes,
which will speed up the whole training process. Ye et al.
[6] proposed to use SVM to classify feature vectors in SDN
networks. These feature vectors are composed of source IP,
source port and other information in network data, and finally
achieve the function of DDoS attack detection. Koay et al.
[7] use information entropy to construct features to detect
slow DDoS attacks, and use multiple classifiers to classify
and evaluate the comprehensive results.

In recent years, with the development of deep learning
and big data, more and more scholars have studied the use
of deep learning methods to detect DDoS attacks. Deep
learning is to analyze and learn the internal laws from
massive data, build a network model through multi-layer
neurons or perception mechanism, and train the model.
The deep learning method can process high-dimensional
data and also solve the problem of data noise to make up
for the lack of machine learning. The method proposed
by Oena [8] is to analyze the attack behavior, combine
CNN and LSTM to form the CNN-LSTM3 model, and use
gradient descent algorithm to update the weight in the back
propagation process; Wang et al. [9] proposed an intrusion
detection system based on layered spatiotemporal features
(HAST-IDS). First, the deep convolutional neural network
(CNN) was used to learn the low-level spatial features
of network traffic, and then the short-term and short-term
memory network was used to learn the high-level temporal
features. The experimental results show that the performance
of the proposed model is superior to other in-depth learning
methods; Cheng et al. [10] proposed a DDoS attack detection
method based on the gray scale matrix feature of network
flow of convolutional neural network. According to the
different characteristics of attack flow and normal flow in IP
protocol, a 7-tuple is defined to describe the characteristics
of network flow, and the binary is converted into gray scale
features, and multi-scale convolutional neural network model
is used for feature extraction training.

In summary, the current research hotspots of DDoS attack
detection technology are mainly divided into two aspects:

feature selection [11], [12], [13], [14] and optimization of
training algorithms: (1) The original dataset has the problem
of feature redundancy. High data feature dimensionality not
only increases model training time, but also reduces model
performance. How to filter out key information from massive
network data to effectively improve detection efficiency is
crucial. (2) The detection efficiency of the attack detection
model is low. It is precisely because of the large number
of feature dimensions in the original traffic data that the
information obtained by a single model is not comprehensive,
such as CNN-based training does not consider the sequence
characteristics of network traffic, LSTM-based algorithms do
not consider the spatial characteristics of data, and the one-
sidedness of the single model detection function leads to the
low performance of the above model.

In order to solve the above problems, this paper designs a
new DDoS attack detection method based on CNN-BiLSTM,
that is, a fusion convolutional neural network and two-
way long short-term memory network introduction attention
mechanism are used to construct a newDDoS attack detection
model. Its specific contributions are as follows:

• Aiming at the feature redundancy problem caused by
the high dimension of the dataset, this paper proposes a
new feature selection algorithm (REP algorithm), which
introduces a random forest algorithm to calculate the
feature importance, and combines the Pearson correla-
tion coefficient analysis to perform feature selection.

• For DDoS attack detection, the one-dimensional con-
volutional neural network model and the bidirectional
short-term and short-term memory network model are
combined in parallel. At the same time, the spatial
and temporal characteristics of the input data are
extracted respectively, and the data characteristics are
comprehensively and effectively learned.

• In order to improve the classification accuracy and
detection efficiency, after fusing the features extracted
from the two, the attention mechanism is used to assign
corresponding weights to the input features according to
their different importance, and the calculation is carried
out. The classification results are obtained through
softmax classifier.

The rest of paper is organized as follows. Section II sum-
marizes the related work. Section III proposes an improved
network intrusion discovery method. Section IV introduces
the dataset and all evaluation metrics, and shows the results
of the experiment. Finally, Section V concludes the paper.

II. RELATED WORK
A. A CNN-BASED DDoS ATTACK DETECTION METHOD
In the field of network anomaly detection, CNN models
have better characteristics than other machine learning
methods in obtaining local features and processing data with
statistical smoothness and local correlation. In addition, two-
dimensional CNNs are mainly effective for two-dimensional
images, while one-dimensional CNNs learn features on
time series datasets by serializing TCP/IP packets within
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a predetermined time range, so as to perform efficient
classification. Therefore, this paper uses a one-dimensional
CNN to process the input data for the sequence data of
network traffic.

The CNN model usually consists of five parts: input layer,
convolutional layer, pooling layer, fully connected layer and
output layer. The schematic framework of CNN-based DDoS
attack detection is shown in Figure 1.

FIGURE 1. Framework diagram of DDoS attack detection system based on
CNN.

B. A DDoS ATTACK DETECTION METHOD BASED ON LSTM
RNNs are good at processing sequence data, but they are
prone to gradient vanishment, gradient explosion and long-
term dependence during the training process, and the long
short-term memory module in the LSTM model can solve
the long-term dependence problem caused by RNNs. The
Long Short-Term Memory Module is an addition of 3 gates
(forgetting gate, input gate, output gate) and 1 cell state
update to the hidden layer in the RNN model, as shown in
Figure 2.

FIGURE 2. LSTM cycle structure.

The forgetting gate screens the state of the previous layer
of cells, leaving useful information and forgetting useless
information, calculated as follows:

ft = σ (wf · [ht − 1, xt ] + bf ) (1)

wherein, wf and bf are respectively the weight matrix and
bias term of the forgetting gate, and ht−1 is the output value
of the upper layer LSTM, σActivate the function for sigmoid,
[,] means to connect two vectors into one vector.

The input gate judges the importance of the information,
sends the important information to the cell status update, and

completes the cell status update. This process consists of two
parts. In the first part, sigmoid function is used to determine
the new information to be added to the cell state. In the second
part, tanh function is used to generate a new candidate vector.
The calculation process is shown in Formula (2).

ft = σ (wf · [ht − 1, xt ] + bf )

c̃t = tanh(wc · [ht − 1, xt ] + bc) (2)

where wi and bi are the weights and offsets of the inputs, wc
and bc are the weights and offsets of the cell state. After the
above processing, the original cell state ct−1 is updated to the
current cell state ct , and the formula is shown in Formula (3).

ct = f ∗
t ct − 1 + i∗t c̃t (3)

where ∗ represents element multiplication, f ∗
t ct−1 represents

deletion information, and it ∗ct represents new information.
The input gate controls the output of the cell state of this

layer to determine which cell states are input to the next layer.
The calculation formula is shown in Formula (4).

ot = σ (wo · [ht − 1, xt ] + bo)

ht = o∗
t tanh(ct ) (4)

The DDoS attack detection method based on LSTM first
quantifies, standardizes and normalizes the original detection
data set, then inputs the preprocessed data set into the trained
LSTM model, and finally inputs the results of the LSTM
model into the softmax classifier to obtain the classification
results. This method is when working with sequence data
[15].

Bi-LSTM model is a structural variant of LSTM, which
is composed of two subnetworks, namely forward and
backward transfer LSTM. This structure improves the ability
to store the two-way information of the network traffic
data sequence at the same time, thus solving the congenital
deficiency that the traditional RNN can only remember the
information in a short time and the one-way LSTM can only
keep the previous context information. Therefore, this paper
uses the BiLSTM network as the time feature extraction
model, which can better learn the time feature of network
traffic.

C. SELF-ATTENTION MECHANISMS
In recent years, attention mechanisms have been gradually
applied in a wide range of fields such as bioinformatics,
such as serial data processing in speech recognition [16],
[17], machine translation [18] and part-of-speech annotation
[19]. For example, in a machine translation task, the attention
mechanism specifies which part of the source sentence the
neural network learning should focus on in order to obtain a
higher quality translation.

With the continuous high development of deep learning,
neural networks based on attention mechanism have aroused
great interest in image classification research, Lin et al.
[20] use the attention mechanism on the RNN model to
classify images, focus on the key parts of the image to reduce
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the complexity of the task, and the attention mechanism
enables the neural network to pay more attention to the
input image part related to the result. Yang et al. [21] use a
text recognition method based on deep learning to generate
a three-dimensional matrix format after preprocessing the
obtained model training dataset, input it to a CNN with an
attention mechanism module for feature extraction and final
classification effect recognition.

The invention and operation mechanism of the attention
mechanism is inspired by the biological visual phenomenon
in real life. Its basic principle is to learn by focusing on the
area of interest, that is, when the scene reappears, enough
attention will focus on the key information to highlight
the important local information. The attention mechanism
will give more weight to the important information through
learning, so as to make better and more accurate judgments.
Its ideological framework is shown in Figure 3.

FIGURE 3. Attention mechanism frame diagram.

As shown in Figure 3, a source is represented as a
collection of value values stored in the address key. Evaluate
whether the storage content contained in the key address
is associated with Query and calculate its similarity. The
addressing process of the soft attention mechanism is that
it will obtain content from multiple key addresses, calculate
the correlation with Query, and then add the attention weight
vector and value to get the final value. The calculation process
of attention mechanism has two steps:

(1) Calculate the similarity between the input value and
Query to get the weight vector.

si = score(Wshi + b) (5)

Equation (5) Calculate the importance score si of the input
information and query vector through the attention scoring
function score, where W refers to that the weight matrix of
each information of the attention mechanism is a learnable
network parameter, b is the bias term of the attention
mechanism, and hi refers to that the hidden state dimension
is the input of the attention mechanism.

(2) Normalization of weights

ai = soft max(si) =
exp(si)∑
i
exp(si)

(6)

In Formula (6), after obtaining each important score si for
the hidden state vector hi, use the softmax function to evaluate
the attention weight ai.

(3) Weighted Sum of Weights and Values

v =

i∑
N

aihi (7)

In equation (7), the attention weight vector and the hidden
state vector are weighted and summed to calculate the final
output vector v.

III. METHODOLOGY
In our research, we construct an intrusion detection system
based on CNN-BiLSTM. The IDS methodology is depicted
in Figure 4.

FIGURE 4. Block diagram of DDoS attack detection based on
CNN-AttBiLSTM.

A. DATA PREPARATION
In the field of DDoS attack detection, there are few datasets
that can be used to train deep learning algorithms. The
commonly used CAIDA2007 [22] and ISCX-2012 [23]
datasets have a long history. With the complexity of network
architecture and the constant changes of attacks, these
datasets are not completely representative.

The experiment in this article used two publicly available
datasets collected by the Canadian Institute of Cyberse-
curity (CIC) and Wireshark in a simulated environment,
namely CIC-IS2017 [24] and CICDDoS2019 [25]. These
two datasets were first generated using two types of usage
profiles and multi-level attacks such as Heartbleech, as well
as various DoS and DDoS attacks. Then, the collected
traffic was preprocessed using the CICFlowMeter tool to
generate a CSV format containing various DoS and DDoS
traffic data. Table 1 shows the sample sizes for differ-
ent categories in the CIC-ISDS2017 and CIC-DDoS2019
datasets.

1) CIC-IDS2017
CIC-IDS2017 dataset encompasses eleven new attacks,
including 151 Brute Force, PortScan, DoS, web attacks
including XSS and SQL Injection, FTP-Patator, and SSH-
Patator. It was developed in 2017 by the Canadian Institute
for Cybersecurity, and its eighty features are used to monitor
benign and malicious traffic.

2) CIC-DDoS2019
CIC-DDoS 2019 dataset contains 86 network traffic package
attributes that have been generated using the open-source
tool, which produces network packets and collects attributes
from them. DDoS attacks based on reflection utilize
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TABLE 1. Dataset flow label distribution.

authorized servers, such as Domain Name Server (DNS),
Lightweight Directory Access Protocol (LDAP), Network
Basic Input/Output System (NETBIOS), and (Simple Net-
work Management Protocol) SNMP, that render various
services over the network.

Due to the research on DDoS attacks in this article,
two CSV files containing only Benign and DDoS were
separated for preprocessing of the CIC-ISD2017 dataset.
Through feature selection algorithms, flow features, basic
features, connection features, time features, general features,
some additional generated features, and label features were
extracted, totaling 52 dimensional features; For the CIC-
DDoS2019 dataset, 67 dimensional features are preserved
after preprocessing. This article is based on the CIC-ISD2017
dataset for binary classification experiments. Normal traffic is
represented by 0, and DDoS attack traffic is represented by 1;
To verify the effectiveness of the proposed model in detecting
multi class attacks, multi class experiments were conducted
based on the CIC-DDoS2019 dataset.

B. PRE-PROCESSING
The preprocessing layer cleanses the CIC-IDS2017 dataset,
and then performs one-hot encoding and normalization. The
specific process is divided into 3 steps.

(1) Data cleansing ensures that data is clean, comprehen-
sive, and error-free. Data cleaning mainly handles abnormal
data. In this paper, the KNN Imputer method in Scikit-learn
is used to fill in, and the missing values can be fitted for the
case of a large number of missing sample data. In cases where
there are fewermissing sample data, you can use a filling such
as mode.

This method uses the Euclidean distance matrix to
find the nearest neighbor and help estimate the miss-
ing values in the observation. Taking matrix input =

[[3,nan,7]],[4,3,10],[2,4,8] as an example, when the number
of ‘‘neighbor’’ samples is taken as 1, the first column feature
3 and the third column feature 7 of the first sample are the
closest Euclidean distance from the first column feature 2 and

the third column feature 8 of the last sample, so the missing
value is filled with 4.

(2) The one-hot method is used to process the CIC-
IDS2017 dataset, and the symbolic features in the original
dataset are converted into numerical features to ensure that
all data are numeric, so as to facilitate the learning of data
features.

(3) Since dataset normalization can reduce the variance
of traffic characteristics to a certain range and reduce the
influence of outliers, the data is encoded by one-hot, and
the min-max normalization is used to normalize the feature
values to values between 0 and 1. As shown in Equation (8):

hi,j =
hi,j − min(hi,j)

max(hi,j) − min(hi,j)
(8)

where hi,j represent the eigenvalues of row i and column j in
the dataset.

C. RFP FEATURE SELECTION ALGORITHM
In order to solve the problem of feature redundancy in the
dataset, a new RFP feature selection algorithm is proposed.
The algorithm first calculates the importance of each feature
in the sample through the random forest algorithm and
ranks it according to the importance; Then, the Pearson
correlation coefficient is used to calculate the correlation
between features; Finally, the two results are combined to
achieve feature selection.

The random forest algorithm (RF) is an ensemble learning
algorithm based on decision trees. In feature engineering,
RF algorithms can identify important features from a
large number of sample features; Its essence is to analyze
the contribution of each feature of the calculated sample
on the tree, then calculate its average, and compare the size
of the contribution between features to identify important
features [26]. Existing methods typically use the Gini index
or out-of-bag data (OOB) error rate as evaluation metrics to
measure the size of the contribution. This paper uses OOB as
an indicator to measure the size of contribution. The specific
steps to calculate the importance of a feature feature are as
follows:

(1) For each decision tree in the random forest, select
the corresponding out-of-bag data to calculate the out-of-bag
data error, which is recorded as errOOB1.

(2) Randomly add noise interference to the feature featurei
of all samples of out-of-bag data (that is, randomly change
the value of the sample at feature X), and calculate the error
of the out-of-bag data again, which is recorded as errOOB2.

(3) Assuming that the random forest contains M trees,
the importance value of the feature can be calculated by
Equation (9):

Impor tan ce =

∑ errOOB2 − errOOB1
M

(9)

(4) Filter out features of high importance to build a new
dataset.

The Pearson correlation coefficient is used to measure
the correlation between two variables X and Y. It calculates
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the covariance and standard deviation between two feature
values and quotients by equation (10) to obtain the Pearson
correlation coefficient between the two features:

ρX ,Y =
cov(X,Y)
σXσY

=
E[(X − µX )(Y − µY )]

σXσY
(10)

Pearson’s value range is (−1,1), and the larger the absolute
value, the stronger the correlation between the two variables,
and the strength of the correlation is generally judged by
Table 2.

TABLE 2. Strength of correlation table.

In this paper, more important features are retained accord-
ing to the degree of importance, so features with a correlation
coefficient greater than 0.8 or less than −0.8 are selected to
be retained; for features whose correlation coefficient is not
in the analysis interval, the feature importance is analyzed,
and if it is lower than 0.001, it is excluded. Finally, the
CIC-IDS2017 dataset left 52 features.

The pseudocode of the RFP feature selection algorithm
proposed in this paper is as follows.

Input:
Original data set, D
Output:
Processed data set, New D
Procedure:
(1) Choose corresponding out of bag data and calculate the

error, errOOB1
(2) Randomly add interference to all samples of data

outside the bag and calculate its error, errOOB2
(3) Calculate feature importance
(4) Feature importance ranking
(5) Calculate Pearson correlation coefficient
(6) Selection feature in combination with (4) and (5)
(7) Processed data set New D

D. ALGORITHMIC PROCESS
In order to achieve efficient detection of DDoS attacks, this
model is mainly divided into four parts, the first part is
the data preprocessing stage, the second part is the feature
selection stage, the third part is the design core, including the
feature extraction of spatial dimension and time dimension
with CNN and BiLSTM, the feature fusion of the two is
assigned to different weights by self-attention mechanism,
and the fourth part is the classification stage.

In this paper, we first use the random forest algorithm to
calculate the importance of the features (in this paper, referred
to as the importance), and then rank them; Then, Pearson cor-
relation analysis is used to calculate the correlation between

features, and the two obtained results are combined to achieve
feature selection, reducing the problem of data redundancy.
The combination of spatial features and temporal features
extracted by CNN and BiLSTM respectively increases the
weight distribution of the ‘‘importance’’ of input features by
the self-attention mechanism, so as to further improve the
detection rate. The specific workflow is as follows.

Algorithm 1 DDoS Attack Detection Algorithm Based on
CNN-AttBiLSTM
Input: The original dataset
Output: Positive/Malicious sample
The model extracts spatiotemporal features and classifies
them

(1) Spatial feature extraction
a) Data preprocessing is performed to input the results

into the convolutional layer;
b) The convolutional layer extracts features, and the

weight sharing reduces the parameters;
c) Use the activation function to non-linearly map the

convolutional layer output;
d) Use the output of the previous step as the input of the

pooling layer, and the pooling layer reduces the data
dimensionality;

e) Convolutional and pooled layers are stacked;
f) The fully connected layer integrates the extracted

high-dimensional features into the output.
(2) Temporal feature extraction
a) The same spatial features were extracted, the data was

preprocessed, and the results were sent to BiLSTM;
b) The BiLSTM model performs temporal feature

extraction by updating the gate information.
(3) Feature fusion (fusing information from the previous

two steps into ‘‘parallel features’’)
(4) Self-attention mechanisms
The results obtained in the third step are fed into the

self-attention model, and the secondary feature extraction
is carried out to select important information.

(5) Use the softmax function for classification

E. HYBRID DEEP LEARNING MODEL
In this paper, 1D CNN is used to extract the spatial features
of input data, BiLSTM is used to extract sequence features,
and self attention mechanism is introduced to assign different
weights to the mentioned spatio-temporal features according
to their importance. Then, the two gods ‘‘parallel’’ fuse
the feature information extracted from the network, process
it through the fully connected network, and output the
classification results through the Softmax classifier. The
principle block diagram of this algorithm is shown in
Figure 4.

In this paper, CNN and BiLSTM neural networks are
combined in parallel rather than in series, which avoids
the problem that when CNN is used for feature extraction
in the literature [27], there is a certain probability that
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some feature information will be lost, thus affecting the
detection efficiency, and also ensures that the model proposed
in this paper still has a high accuracy rate and a low
false alarm rate, Thus, to a certain extent, the problem
that a single neural network cannot fully obtain features is
solved.

F. EVALUATION
In order to evaluate the detection performance of the model,
this paper uses accuracy, precision, recall and F1 value as the
evaluation indicators of themodel. The precision indicates the
proportion of all correctly classified samples to all samples;
The accuracy rate indicates that the prediction result is the
proportion of positive samples with actual labels; Recall rate
indicates the proportion found in all positive samples; F1
value is a combination of accuracy rate and recall rate, which
is used to comprehensively reflect the overall indicators.
These indicators are calculated from the classification results
of positive and negative samples. The calculation process of
each evaluation indicator is as follows:

Accuracy =
TP+ TN

TP+ FN + FP+ TN

Pr ecision =
TP

TP+ FP

Re call =
TP

TP+ FN

F1 =
2 ∗ precision ∗ recall
precision+ recall

TP represents the number of positive samples correctly
classified, FN represents the number of negative samples
wrongly classified, FP represents the number of positive
samples wrongly classified, and TN represents the number
of negative samples correctly classified.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
The hardware environment for the experiment: The operating
system is Windows 10, the graphics card is a processor
with Intel i7-10875 CPU, and 8 GB of memory. Software
environment: The programming language is Python 3.7, and
the learning framework is Keras 2.4.3.

A. COMPARISON BASED ON DIFFERENT FEATURE
SELECTION METHODS
In order to validate the effectiveness and applicability of
the proposed feature selection method, this section con-
ducts comparative experiments on different feature selection
methods. Under the same experimental conditions, the
proposed RFP feature selection method is compared with
commonly used PCA and AE feature selection methods. The
experimental comparison is shown in Table 3.

From Table 3, it can be observed that the proposed
RFP algorithm achieves comparable results on all three
datasets compared to the other two methods. This is because

TABLE 3. Comparison results of different feature selection methods.

the PCA algorithm relies more on variance during data
dimensionality reduction, but non-principal components with
small variances may still contain important information
about sample differences, which can affect subsequent data
processing. On the other hand, AE relies more on the
training data for feature space reconstruction. Therefore,
both of these methods may not achieve better results.
In contrast, the proposed RFP algorithm selects features
based on their importance and relevance, aiming to improve
the classification accuracy of the model.

B. HYPER-PARAMETERS ANALYSIS
This paper analyzes the influence of super parameter setting
on the detection effect from two aspects:

1) INFLUENCE OF CONVOLUTION KERNEL SIZE ON
DETECTION PERFORMANCE
The size of the convolution kernel will directly affect the
quality of feature extraction, and the inappropriate size of
the convolution kernel will affect the incomplete feature
extraction. In order to study the influence of the size
of convolution kernel on the detection performance, six
convolution kernels of different sizes are set in this paper,
ranging from 1 to 6. The size of convolution kernel selected
in this paper is 3. The experimental results are shown in
Figure 5.

FIGURE 5. The effect of convolution kernel size on detection
performance.

It can be seen from Figure 3 that the size of the
convolution kernel has a significant impact on the accuracy
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rate. When the size of the convolution kernel is 3, the
accuracy rate is the highest. The convolution kernel continues
to increase, but its accuracy rate decreases. Therefore, the
convolution kernel should not be too large. The size of
convolution kernel has little influence on the false positive
rate, and when the size of convolution kernel is 3, the
false positive rate is the lowest. In conclusion, when the
size of convolution kernel is 3, the experimental results
are good.

2) EFFECT OF MEMORY MODULE OF LSTM ON DETECTION
PERFORMANCE
The memory module of LSTM is the core of LSTM
model, which plays a crucial role in processing long-distance
dependent information. It can determine whether the features
in the recorded information are forgotten, and appropriate
memory modules can improve the phenomenon of high false
positive rate. In order to find the LSTM structure most
suitable for the method in this paper, five different LSTM
topologies are set and compared. The specific information is
as follows:

(1) one memory module, each module has one cell;
(2) two memory modules, each module has two cells;
(3) four memory modules, each module has two cells;
(4) four memory modules, each module has four cells;
(5) one memory module, each module has four cells;
The experimental results of five LSTM topologies are

shown in Figure 4. It can be seen that since LSTM can control
whether some features are forgotten, its topology has a greater
impact on the false alarm rate. When the number of memory
modules is 1 and the cell infusion of each module is 2, the
accuracy rate is the lowest; When the number of memory
modules is 2 and the number of cells in each module is 2, the
false positive rate is the highest;When the number of memory
modules is 4 and the number of cells in each module is 2,
the false positive rate is the lowest and the accuracy rate is
ideal. In conclusion, when the number of memory modules
is 4 and the number of cells in each module is 2, the best
experimental effect is achieved. The experimental results are
shown in Figure 6.

C. COMPARISON BASED ON DIFFERENT LEARNING
ALGORITHMS
In order to verify the effectiveness of the new model, the
CIC-IDS2017 dataset will be used to conduct comparative
experiments on CNN, LSTM, BiLSTM, and CNN BiLSTM.
The accuracy rate, accuracy rate, recall rate and F1 value of
the model are used as evaluation indicators. The comparison
of experimental results is shown in Table 4.

It can be seen from Table 3 that LSTM based meth-
ods are higher than CNN based methods in accuracy,
accuracy, recall and F1 value, which proves that LSTM
method has the advantage of processing long-distance
dependent information compared with CNN; Similarly, the
performance of the method based on BiLSTM is better
than that of the method based on LSTM, indicating that

FIGURE 6. The effect of BiLSTM memoty module number on detection
performance.

TABLE 4. Comparison results of different models.

bi-directional data information can be saved at the same
time when dealing with network traffic sequence problems;
The CNN-BiLSTM model proposed in this paper has better
overall performance than the method using only BiLSTM
because it extracts spatial features and temporal features
respectively.

This paper adds the self attention mechanism to ver-
ify that the attention mechanism can improve the DDoS
attack detection performance. Therefore, on the same CIC-
IDS2017 dataset, a comparative experiment was carried out
between the CNN BiLSTM model without self attention
mechanism and the CNN AttBiLSTM model with self
attention mechanism. The experimental results are shown
in Table 5.

TABLE 5. Comparison results of similar models.

D. MULTI CLASSIFICATION COMPARISON RESULTS
In order to verify that the attack detection method proposed in
this article can effectively distinguish different types of DDoS
attacks, a model multi classification performance evaluation
experiment was conducted on the CIC-DDoS2019 dataset.
The experimental results are shown in Table 6.
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TABLE 6. Multi-classidication attack detection results based on
CIC-DDoS2019 dataset.

In the binary classification experiment, the effectiveness
of the hybrid model has been verified, so in the multi
classification experiment, only the performance comparison
between the proposed model and CNN-BiLSTM will be
conducted. From Table 6, it can be seen that compared to
the CNN-BiLSTM model, the detection accuracy of this
model for NTP, LDAP, SSDP, and Syn has increased by
1.544%, 1.816%, 1.202%, and 1.724%, respectively. It has
achieved the highest accuracy for normal class and NetBIOS
attacks, with 96.251% and 97.876%, respectively. This result
indicates that the proposedmodel performs better in detecting
multiple types of attack samples.

V. CONCLUSION AND FUTURE WORK
This article introduces attention mechanism based on CNN
and BiLSTM networks and constructs a new CNN BiLSTM
model, which achieves high accuracy and low false alarm rate
for DDoS attack detection. At the beginning, feature selection
is carried out using the RFP algorithm, and then 1D CNN
and BiLSTM networks are used to simultaneously extract
spatial and temporal features. The extracted spatiotemporal
features are ‘‘parallel’’ fused. Then, attention mechanism is
introduced to allocate corresponding weights based on the
importance of the features. Finally, use a softmax classifier
for traffic classification. The experimental results show that
when tested using the CIC-ISDS2017 and CIC-DDoS2019
datasets, the proposed method outperforms similar published
methods in four performance evaluation indicators, with the
highest accuracy, accuracy, recall, and F1 values of 95.670%,
95.824%, 95.904%, and 95.864%, respectively. This proves
that the model constructed using the new method can
effectively detect and accurately distinguish multiple types of
DDoS attacks. In the subsequent research work, the research
team will improve the performance of DDoS attack traffic
detection while also adding real-time analysis function of
network traffic, hoping to explore detectionmodels andmeth-
ods with higher accuracy, lower error rate, and more stable
performance.
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