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ABSTRACT In the internet of things (IoT) networks, machine learning (ML) is significantly used for
malware and adversary detection. Recently, research has shown that adversarial attacks have put ML-based
models at risk. This problem is exacerbated in an IoT environment because of the absence of adequate
security measures. Consequently, it is crucial to evaluate the strength of such malware detectors using
powerful adversarial samples. The existing adversarial sample generation strategies either rely on high-level
image features or an unfiltered feature set, making it challenging to determine which feature modifications
are crucial in evading malware detection systems, without compromising the malware functionality. This
encourages us to propose an evasion framework named IF-MalEvade, based on Generative Adversarial
Network (GAN) andDeep Reinforcement Learning (DRL) that effectively generates fully-working, malware
samples with several effective perturbations such as header section manipulation and benign bytes insertion.
The DRL framework selects a few suitable action sequences to change malicious samples, thus allowing
our malware samples to bypass various black-box ML based malware detectors and the detection search
engines of VirusTotal, while maintaining the executability and malicious behavior of the original malware
samples. The neural networks of GAN take in the unfiltered feature set of malware dataset and usingminimax
objective function yields a set of useful features that are subsequently used by the DRL agent to make
effective changes. Experimental results illustrated that by utilizing the influential features in sequence of
transformations, the adversarial samples generated by our model outperformed the state-of-the-art evasion
models with an impressive evasion rate. Additionally, the detection rate of well-known machine learning
models was also brought down to up to 97%. Furthermore, when the machine learning models were retrained
using adversarial samples, a 35% increase in detection accuracy was observed.

INDEX TERMS Generative adversarial network, portable executable PE malware, adversarial attack,
malware evasion, deep reinforcement learning, technological development.
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approving it for publication was Barbara Masini .

I. INTRODUCTION
The Internet of Things (IoT) presents a range of innovative
and exciting opportunities, consisting of smart cities, smart
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homes, intelligent gadgets, and autonomous transportation,
to mention a few. According to one estimate, by the year
2025 there will be around 74.44 billion IoT smart devices
running with the use of 5G technology [1]. As the IoT indus-
try, scope, and application areas are expanding, but as they
do, so do the security risks. These security threats include
malware, spoofing, jamming, etc. which have been explored
in the related study [2], [3]. According to a research, McAfee
Labs saw an average of 688 malware attacks per minute in
the first quarter of 2021, up 40 threats per minute (3%) [4].
Similarly, between January 2021 andApril 2022, VirusTotal’s
database had more than a million signed samples that were
regarded as suspicious (more than 15% of anti-viruses iden-
tified them as dangerous) [5]. By intruding on IoT devices,
malware can steal private information from users to extort
or sell privacy data for a huge profit. Due to the exponential
rise of new malware, traditional signature-based techniques
are unable to keep up, researchers are constantly looking for
effectivemalware detection and classificationmethods. Com-
mercial antivirus firms found machine learning very effective
as the artificial intelligence (AI) gains popularity [6], [7].
Researchers have leveraged the power ofML in detecting IoT
malware as well, by employing statistical features of a mal-
ware such as opcodes [8], dynamic features like system calls
[9] and using image domain [10], [11]. Static features are con-
sidered to be a better choice, in comparison because dynamic
approaches cost more time and computational resources [12].
While these techniques have shown promising malware

detection capabilities, Recent studies have revealed that these
learning-based algorithms are susceptible to ‘‘adversarial
samples’’, which are input changes that have been carefully
designed [13]. These samples cause the learning-based mal-
ware detection models to misclassify the malware file as a
benign file with high confidence. According to Symantec,
an internet security company, over fifty percent of the new
malware samples created each year are essentially variations
of already existing malware [14]. Benefitting from this, the
malware developers have been able to successfully change
the malware to avoid detection by anti-malware systems.

Numerous research has been published in the literature to
test the robustness of machine learning-based systems against
adversarial samples. Some researchers took the liberty of
using gradient based algorithms [15] and genetic algorithms
[16], [17], while tremendous work has been conducted on
exploiting reinforcement learning [18], [19], [20], [21] to
produce modifications in malware files and help them evade
detection methods. Anderson et al. [18] were one of the first
to show that reinforcement learning (RL) can be successfully
used to generate adversarial examples in the problem space
for Windows Portable Executable (PE) files by introducing
some semantic preserving actions to modify the malware.

The available literature also implies that generative adver-
sarial networks (GAN) are one of the most sophisticated
and modern methods for carrying out these attacks [22],
[23], [24], [25], [26], [27], [28], [29]. The concept of GAN
is based on minimax two player game in which Generator

continuously tries to deceive Discriminator by producing fake
inputs, while Discriminator is responsible for determining
whether or not given samples are genuine [30]. Hu and
Tan [24] employed GAN in the malware domain and pro-
duced adversarial modification of feature vectors to target
black-box malware detectors. In the computer vision domain,
researchers [25], converted malware into binary images and
implemented Convolutional Neural Network (CNN) along
with GAN to manipulate high level features of malware
samples. A most recent evasion framework MalFox [29]
focused on retaining the originality of the malware samples
by producing carefully crafted perturbation path from CNN
basedGANmodel and attacked online antivirus engineVirus-
Total.While thesemethods are successful in evadingmachine
learning malware detectors, the majority of these techniques
either use huge [24], [25] and complex feature action space
[29] that may compromise the malware’s functionality or
do not guarantee if the behavior of the generated variants
is exactly the same as the behavior of the original malware
samples.

The purpose of this study is to assess the effectiveness of
combining GAN with DRL framework to create adversar-
ial samples that evade detection by black-box IoT malware
detectors. In addition to that, the research seeks to evaluate
the robustness of several machine learning based black-box
malware detection algorithms and practical antivirus engines
while altering the action space of the DRL environment.
We believe that developing a malware mutation system with
GAN andDeepReinforcement Learning effectively improves
the ability of mutated malware to avoid detection. The con-
tribution of our research is presented as follows.

• This research presents an efficient and novel malware
evasion method that uses GAN-generated list of influen-
tial features to produce functionality preservingmalware
samples in order to assess the strength of black-box
machine learning based IoT malware detectors.

• Upon adversarial training, the research shows the
improvement in the detection rate of those ML based
malware detectors against the malware samples.

• This research suggests the integration of GANwith DRL
to create the malware, which helps the training process
of the model with less and effective modifications.

• This research also applies the created samples to target
the commercial engines of VirusTotal and produces bet-
ter results than state-of-the-art evasion models.

The rest of research paper is organized as shown below.
A thorough literature review of earlier research in this field
is provided in Section III. The proposed methodology is
presented in Section IV, which also discusses the model’s
architectural philosophy and how influential features help
in the process of creating adversarial malware samples.
Section V presents the experiments conducted to evaluate the
proposed framework along with the experimental setup. The
Results and Discussion sections follows in Sections VI and
VII. The paper concludes with Section 8.
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II. LITERATURE REVIEW
A. MALWARE DETECTION TECHNIQUES
Malware detection on Windows, Android, and the IoT
systems has employed the machine learning techniques.
Basically, there are three approaches that can be used to
detect malware: static method, dynamic method, and hybrid
method. Code inspection is an integral part of static malware
detection, which includes examining the header fields [31],
the opcode sequences [8], [11], application programming
interface (API) calls and requested permissions [32], [33] etc.
in a malicious file. Yousaf et al. [31] recently conducted a
study onWindows malware detection based on static analysis
utilizing PE header fields like import dynamic link libraries
(DLLs), API calls and applied several ML algorithms to clas-
sify the malware. The dynamic detection approach requires
a virtual environment in order to execute a malware [12]
and inspect its run-time behavior, similar to the reinforce-
ment learning-based malware detection method proposed by
Muhammadkhani and Esmaeilpour [34] using pattern based
behavioral dynamic features. The hybrid approach has also
been researched as a way to distinguish malware from regular
file by integrating both static and dynamic malicious features
[35], [36]. However, the researchers have carried out all three
approaches over the last decade and found the static method
to be more preferrable since the dynamic approach requires
more time and computational resources [12]. In addition,
analyzing dynamic features requires a suitable virtual envi-
ronment, which entails a risk. Computer vision domain has
also been probed in malware detection [10] where malware
binary files are converted to grey scale images and CNN is
trained to classify the malware families.

Studies on feature selection have been conducted, using
evolutionary algorithms [37] and reinforcement learning [38],
to extract a set of reduced significant features that can suc-
cessfully boost the accuracy of detection models, which in
turn improves the performance and resource overhead of
malware detection approaches. If incorporated into the cre-
ation of a malware detection model, these automatic feature
selection algorithms produce good detection results [38].

B. MALWARE EVASION TECHNIQUES
While much attention has been paid to malware detection,
researchers have also developed some testing frameworks to
verify the accuracy of those detection models. White box
attacks have been conducted on the models in the form
of gradient based techniques such as the fast gradient sign
method (FSGM) [15], [39]. Black box attacks, on the other
hand, are given more significance because like a real-world
scenario, the attacker doesn’t have access to the method’s
internal parameters or training data and we too aim to target
the IoT malware detectors in a black-box setting, requir-
ing only the detector’s ability to provide malicious/benign
labels. Evolutionary algorithms and graph-based augmen-
tation have been investigated by the authors of [16], [40],
and [41] for their potential to generate adversarial cases

for IoT systems. Anderson et al. [18] suggested using deep
reinforcement learning to produce adversarial examples for
PE malware and evade black-box machine learning mod-
els. Inspired from Anderson’s work, Fang et al. [19] also
presented a deep learning model called Deep Q-network
anti-malware Engines Attacking Framework (DQEAF) to
generate adversarial samples against black-box detectors,
which comprises of an AI agent and a target model. First,
a short list of actions (file mutations), such as modifying
PE headers, inserting overlay bytes, packing, and unpack-
ing is defined. The agent then decides what to do next in
accordance with an action policy (i.e. Epsilon Greedy policy)
and the current environmental state. OpenAI gym was used
as the framework for the environment which allowed four
functionality preserving actions. In comparison with white
and grey box attacks, this study showed decent results. Song
et al. [20] put forth another RL based malware evasion model
named MAB-MALWARE using multiple armed bandit prob-
lem which basically explored the balancing of exploration
and exploitation in the model. Labaca-Castro et al. [21] pre-
sented RL based AIMED-RL model which was based on
Anderson’s feature space and applied Double Deep Q learn-
ing agent with penalty to diversify the modification. While
these models produced substantial results in evading the ML
basedmalware detectionmodels, the researchers workedwith
unfiltered import DLLs and sections from the PE header
which may include both influential and non-influential fea-
tures in the training process and makes the training of the RL
agent unnecessarily difficult.

Generative adversarial networks (GANs) were first pro-
posed by Goodfellow et al. [30] in 2014 to generate
adversarial examples for image files. The generator and dis-
criminator neural networks, collectively make up the GAN
model, while simultaneously training using a min-max objec-
tive function. The generator aims to produce realistic samples
to trick the discriminator while the discriminator attempts to
classify both the generated and real data accurately. Due to
the overwhelming success of these GAN models, researchers
have moved their focus to employing GAN to target the
machine learning based malware detection models. MalGAN
is a GAN-based technique that was presented by Hu and Tan
[24] to create adversarial malicious instances that are able
to evade black-box detectors. The MalGAN feeds the GAN
network with import feature vector of malicious binaries in
order to generate such adversarial vectors which are capable
of fooling ML detection models. The model is equipped with
a substitute detector and a generator as well as a black-box
malware detector. The black-box detector is fitted by the
substitute detector, whereas the generator further modifies
malware file to reduce its likelihood of detection. However,
the issue with GAN is that due to the enormous number of
features that are provided to GAN, the learning process is
extremely unstable, which results in the creation of nonsensi-
cal outputs [22]. In addition to that, MalGAN doesn’t produce
malware binaries, it just creates adversarial import feature
vector representations which is not enough on its own.
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To stabilize the training, Kim et al. [22] reduced the number
of features by combining autoencoder with GAN. They used
CNN-GAN to carry out zero-day malware detection by turn-
ingmalware into images. Similarly, Bai et al. in [26] proposed
anAttack-Inspired GAN (AI-GAN) to create adversarial mal-
ware examples conditionally. They incorporated an attacker
model into the GAN structure and trained the Discriminator
and attacker model simultaneously whichmade discriminator
more robust. The Generator takes malware images as an input
to produce a perturbed image. Moti et al. [25] converted
malware images as an input to high level features and pass the
to the GAN to generate unseenmalware files. Although, these
image-basedGANmodels work really work against the target
models, they lack specific feature control over the entire
process as they produce malware via a random distribution.
Moreover, attacks on malware samples by adversaries are
distinct from those on images. As long as modifications are
bounded by a Lp-norm, adversaries can change the value of
any pixel in an image. However, a single byte modification in
malware samples might alter the functionality of the original
dangerous code or ruin the format of a working PE. Due to
this, attackers rarely alter the PE file’s raw bytes directly.
They instead create a series of actions. Each operation has
the potential to change the virus sample without impairing its
original functionality [18].
Randhawa et al. [42] utilized the combination of GAN and

RL to create an evasion model to attack botnet detectors.
The researchers of [27] used dynamic features to produce
adversarial attacks against black-box malware classifiers and
compared the results of using RL and GAN techniques
independently. In the field of industrial IoT, Benaddi et al.
[43] focused on anomaly detection in Intrusion Detection
Systems (IDS) using Distributional Reinforcement Learning
and GAN. Phan et al. [28] proposed an evasion method for
black-box malware detectors to evaluate the effectiveness of
RL and its combination with GAN, however the focus of
their research work is only the comparison between both
approaches and did not consider recent state-of-the-art eva-
sion methods in their result analysis. Moreover, they targeted
only blackdoor malware samples whereas we conducted our
experiments on blackdoor and ransomware malware as ran-
somware attacks pose a serious threat in IoT devices [44].
Most importantly, there is no evidence that the authors exe-
cuted the generated malware files in a sandbox and ensured
their functionality. Recently, a Conv-GAN based framework
MalFox is presented by Zhong et al. [29] which consists
of five steps leading to generation of functioning malware
variant and targets commercial search engines of ‘VirusTo-
tal’. Malware files are parsed to extract system functions and
import functions (DLLs). After that, the features vector set
gets passed to a complex two CNN networks-based GAN
module of the framework which produces a perturbation path
for the features to be modified. A PE editor then takes this
perturbation path and take functionality preserving actions to
modify the malware sample. Table 1 gives the overview of the
relevant past approaches in the research subject.

TABLE 1. Comparison with previous studies.

This study focuses on providing an effective evasion model
based on DRL framework and GAN together where the GAN
model produces an adversarial feature vector based on filtered
and influential features and the DRL agent performs a set of
few meaningful functionality preserving actions to modify
the samples. The proposed model is comprised of a rela-
tively simple feature generation GAN module and employs
an influential feature set that improves the training of DRL
agent in making header-based mutations. The generated mal-
ware variants from the proposed model successfully attacked
several black box ML algorithms with high AUC as well
as commercial search engines of VirusTotal with impressive
results.

III. METHODOLOGY
There has been significant prior work in this field, with
researchers modifying the configuration of a malware binary
to fool antivirus software with either using the genera-
tive adversarial nets or exploiting the deep reinforcement
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learning. Our research thoroughly examines the efficacy
of integrating a GAN model along with an efficient DRL
approach and allowing us to compete with state-of-the-art
evasion techniques. While altering the action space of the
DRL environment, we seek to escape numerous black-box
malware detection methods and antivirus engines of Virus-
Total. In contrast to the current MalGan [24] and Deep
Reinforcement Learning-based [18], [19], [20] techniques,
a malware mutation system built using GAN with DRL
greatly improves themalware’s ability to avoid detection with
less modifications. Figure 1 depicts the proposed evasion
framework, which was inspired by the GAN model proposed
by Hu and Tan [24] and the Deep RL model proposed by
Fang et al. [19].

FIGURE 1. Architecture of IF-MalEvade model.

A. WINDOWS IoT
Windows is well known for being the operating of laptop
and desktop system that customers and organizations use all
around the world. Additionally, a large number of ATMs,
point-of-sale terminals, thin clients, industrial automation
systems, medical devices, digital signage, kiosks, and other
fixed purpose devices run Windows [45]. Windows is the
most widely used computer operating system in the world,
accounting for 70.39% share of the desktop, tablet, and
console OS market in January 2023 [46]. Since Windows
systems are employed in IoT devices or are connected to
them, PE files are also anticipated to be a potential attack
source, considering the multiplatformWindows 11 IoT being
in action. InMSWindows operating systems, executables and
object code are commonly stored in the Portable Executable
(PE) format [47].

B. PE FILE STRUCTURE
The following provides a basic description of the organized
structure of PE, as shown in Figure 2 below.

FIGURE 2. PE file structure.

1) HEADER
An executable’s essential information, such as the MS-DOS
header, the PE signature, the file header, an optional header,
and data directories. The file headers are followed immedi-
ately by section table. Each section of the file and its specific
attributes are included in the Section table.

2) SECTIONS
This part includes relevant real data. The essential ones
are.idata (which contains information about imports used in
the file),.text (which carries code instructions),.data (which
contains initialized global and static variables).

C. MANIPULATING PE FILES
It can be relatively simple to compromise PE files by modify-
ing even one byte, making it generally a non-trivial process.
Adding benign import functions, unused sections or even
renaming the sections have also proven to be quite effective
in rendering the malware file as benign. Injecting bytes into
parts of the files that aren’t used (such as introducing new
sections that the code never gets to) or appending them at
the file’s end are two conceivable and easy ways to execute
modifications, according to Anderson et al. [18]. In addition
to that, the executable can also be modified directly, in certain
rare instances, without affecting its functioning. Packing is
a typical technique in this regard; it involves compressing
some part of the executable file and then unpacking it during
runtime.

D. IF-MalEvade ARCHITECTURE OVERVIEW
The framework’s workflow is divided into two steps: devel-
oping an influential feature set and producing adversarial
samples based on those features. At first, the adversarial
feature set is constructed with the help of MalGan. These
newly created features are selected at random from the
feature. At first, the adversarial feature set is constructed
with the help of MalGan. These newly created features are
selected at random from the feature vector library, in accor-
dance with the modifying actions, to create the adversarial
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samples. Then, through the process of deep reinforcement
learning, adversarial mutated samples are created. Finally,
it is determined whether the generated samples still pos-
sess the original samples’ malicious behavior. We save
a generated sample as an adversarial sample if it still
exhibits the same malicious behavior like the original sam-
ple. The overview of our model’s framework is shown
in Figure 1.

E. ADVERSARIAL FEATURES GENERATION FROM
MAL-GAN
An influential feature set is essential for producing adver-
sarial samples effectively. The Bae et al. proposed MalGan
[23] framework served as inspiration for the creation of a
feature library that aids in the creation of successful adver-
sarial malware variants. The PE header has been proven
to have particularly effective characteristics in the training
of machine learning-based malware detectors through the
analysis of prior studies and recent survey [48]. Therefore,
import functions and section names from the header are
retrieved, by parsing malicious and benign samples in order
to generate the adversarial feature set. These features are used
by MalGan to identify a malware or benign file. During the
data preprocessing step, a feature mapping dictionary is built
out of all the DLLs and section names that were taken from
the datasets of malicious and benign files. This dictionary is
utilized to facilitate future operations and feature retrieval in
the process. Then, with the help of this dictionary, a binary
vector is constructed for each malicious and benign file from
the dataset, with ‘1’s representing the presence of that feature
and ‘0’s indicating its absence. This binary version of the
features is provided to MalGan as input along with a noise
vector.

The MalGan architecture consists of a generator followed
by a discriminator, and a black-box detector. An AI model
called Generator is in charge of creating features that attempt
to keep malicious functionality while appearing benign.
AnAImodel called the discriminator is responsible for decid-
ing whether or not the generator has produced malicious
output. The generator receives feedback from the discrimi-
nator in order to improve itself on the subsequent iterations.
To classify the generator’s output and aid the discriminator in
its decision, the black box detector is trained with machine
learning models typically employed in malware detectors.
Adversarial feature vectors created through the Generator and
feature vectors of benign dataset are labelled during the train-
ing of MalGan and then sent into the discriminator learning
stage. Discriminator calculates the loss function based on
its output and the incoming labels, and uses it to simulate
the classification capability of the black box detector. The
calculated value from loss function is used by the Generator
as input to enhance its output so it substantially bypasses the
black-box detector. TheMalGan training technique continues
until the generated plausible examples are able to fool both
the black-box detector and the discriminator.

Once the MalGan generates the adversarial feature vec-
tor, import functions and section names are retrieved from
adversarial feature vector using the original feature mapping
dictionary. These adversarial features (imports and sections)
are later on picked out at random by the DRL agent in
accordance with the modifying actions in the action space.

F. DEEP REINFORCEMENT LEARNING MODULE
The GAN-based adversarial feature vector is used by the
deep reinforcement learningmodule to build new PEmalware
samples once the training process of MalGAN is finished.
Fang’s work on Deep Reinforcement Learning (DQEAF)
serves as a foundation for our DRL component where features
of malware are used as an input. Following elements are
included in the deep reinforcement learning training module:

• The environment known as malware environment which
helps the DRL agent in modifying the samples, classify-
ing, and scoring them.

• A neural network model acting as the DRL agent learns
the series of mutations that malware samples need to
undergo in order to avoid the classifier.

• A classifier is a neural network that analyses a file and
classifies it as either a benign file or malware.

The Markov Decision Process (MDP) model is utilized in
DQEAF training as follows: State st is a vector containing
import and section features from malware files. The agent
acts with at when given the state st. Additionally, the agent’s
7 actions are represented by a vector in action space including
inserting misleading imports (using the adversarial vector
from GAN), inserting misleading sections (using the adver-
sarial vector from GAN), adding unused bytes in sections,
changing section’s name, UPX packing and unpacking, and
adding bytes to the end of sections randomly. For each train-
ing TURN, the reward rt is calculated based on the number
of actions executed and the label provided by the classifier.
Additionally, MAXTURN is defined, which means that if
MAXTURN steps of changes have been made and the label is
still malicious, the agent shall declare failure. If the classifier
detects the file as malware, the agent is given a 0 reward rt.
When the label is benign, reward rt is determined using (1).

rt = 20−(TURN−1)/MAXTURN
∗ 100 (1)

A discount factor γ is also included which essentially
indicates how significant future rewards are to the current
state. Discount factor is a number that ranges from 0 to 1.
If = 0, the agent just considers his first reward. If = 1, the
agent takes care of all future rewards. To keep it balanced,
when it’s value is set to 0.9.

The agent optimizes the weights θ during the learning
process to reduce the error as indicated by the loss function
in (2).

lt (θt ) = ((r + γ max
at+1

Q(st+1, at+1; θt−1)) − Q(st , at ; θt ))2

(2)
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Essentially, The DRL module takes a malware sample and
performs the modifying actions in each turn of the training
process to evade antivirus. The adversarial feature vectors
produced by GAN contributes in the process when the DRL
agent chooses an action that corresponds to manipulating
the Imports or Sections features. During the training phase,
reward function is determined while the DRL agent and its
training environment work together to alter the malware file.
Q network turns out to be the most effective policy network
that provide an optimal action list for generation of the adver-
sarial malware.

G. CUCKOO SANDBOX
Cuckoo sandbox [49] is a free and open source tool for the
automated analysis of malware files that produces a compre-
hensive report on the actions of any executable. According
to Ijaz et al. [50], dynamic malware analysis utilizing the
Cuckoo sandbox has an accuracy rate of 94.64%. As a result,
the majority of researchers [20], [40], [50] have utilized
it to examine the behavior of malware samples when the
malicious capability of an adversarial sample is in ques-
tion. The key benefit is that it allows virtual guest operating
systems to run the tool separately from the host system
via a virtual switch which practically adds an extra layer
of security when carrying out the dynamic malware analy-
sis. Using the virtual switch, which routes API calls from
the isolated environment to the host, this tool can monitor
and record all network activity and suspicious actions. The
sandbox uses signatures to be able to identify malicious
actions, like API calls and collected traffic. The signa-
ture mainly includes the details of lower-level API requests
or traffic generated by a malware sample to higher level
information.

Cuckoo Sandbox gives a thorough report of how a sus-
picious file behaves when it is executed. There are two
primary kinds of fields in a Cuckoo sandbox report which are
used to analyze the malicious file: static and dynamic. Some
examples of static fields are file strings, file hash values,
file size etc. The file’s actions such as API calls, network
characteristics during execution are all examples of dynamic
fields. Signatures is one of the fields of dynamic type that
contains description of abnormal suspicious activities like if
it’s creating any additional executable file in the system or
creating a service or allocating any memory etc. We validated
the behavior of our adversarial malware samples using the
signatures field because it’s identical for both adversarial
and original malware. The flow diagram of generation of an
adversarial sample is illustrated in Figure 3 below.

IV. EXPERIMENTATION
This section describes the setup of our experiments which
includes the specifications of the datasets, the training param-
eters of our model, the attacks conducted on ML malware
models and the commercial antivirus VirusTotal and the met-
rics used for evaluation of those attacks.

FIGURE 3. Flow diagram of adversarial sample generation.

A. EXPERIMENTAL SETUP
A system with Intel Core i7– 1165G7 CPU and Win-
dows 10 was used for the conducted experiments. Since the
experiments involved working with malware files, a virtual
environment of 200 GB disc space and 16 GB RAM was
configured. Tensorflow and sklearn were used to build the tar-
get machine learning models. A python library called pelife
was installed to parse the PE files and extract features (import
functions and section names) from them. OpenAI gym pro-
vided the malware environment in which the functionality
preserving modifications were performed.

B. DATASET COLLECTION
Thewhole dataset consisted of 25Kmalware and 10K benign-
ware windows executable files in total. The malware dataset
was collected from the latest online malware repositories
of VirusShare [51] and VirusTotal [52] which contained
malicious Windows executable files, including backdoor and
ransomware. Benign samples were gathered from system
files by setting up a virtual environment in a clean Windows
10 and some other known programs were also collected
through web crawling. Both malware and benignware needed
to be screened to ensure the reliability of our dataset. To check
whether or not a file is malicious, we used VirusTotal, which
includes 61 different virus detection engines.

C. MALGAN AND DRL TRAINING SPECIFICATIONS
We trained GANs to be able to generate an adversarial
feature vector for actions like add_import or add_sections
or rename_sections Both the Generator and Discriminator
went through training simultaneously in order to improve
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the model’s effectiveness in producing effective malware
samples. Both models were built with identical feed-forward
neural networks having 256 nodes in the hidden layer. The
generator’s input noise vector was scaled to a random dis-
tribution of size 10. The size of our MalGAN’s feature
vector after tracing back all imports and sections were 3523,
as opposed to 160 dimensions for the original MalGAN. The
3523-dimensional vector included 3269 imports and 254 sec-
tions. Leaky ReLU was chosen for the activation method
used by the Generator and Discriminator. The MalGAN was
trained using a batch size of 32 and no. of epochs were set
to 100. The training and testing portion of dataset used for
Deep Reinforcement learning model training is provided in
the below Table 2.

TABLE 2. Dataset division for training and testing phases of MalGAN and
DRL models.

UsingOpenGymAI, aDQEAF environment was created in
which the agent was trained to perform functionality preserv-
ing actions. The malware environment contained the action
space listed in the following Table 3. The VirusTotal predic-
tion score was used to determine each action’s reward. If the
number of antivirus engines that have detected the malware
was low, the reward was high and vice versa. Eq (1) is used
calculate the reward. Additionally, a simple neural network
module was used to train the agent DRL, each having two
hidden layers with 256 and 64 nodes. Both layers used ReLU
as the activation function for fast computation. The specified
number of episodes for the DRL agent training is 500, and the
discount factor γ is 0.98. Moreover, by default, each PE file
is permitted a limit of 50 mutations. We use the pefile library
to interpret and change PE files for the DRL-based mutation
phase, and PE Bliss [4] to rebuild modified PE files into new
files.

D. ATTACK ON BASELINE ML ALGORITHMS
Firstly, experiments were conducted on the most com-
monly known machine learning algorithms used by indus-
try Antivirus engines, such as Random Forest, Gradient
Boosting, Multi-Layer Perceptron and Decision Tree. The
Scikit-learn library’s default parameters were used for these
algorithms. and trained on the datasets mentioned above.
To maintain the consistency of the evaluation method and
increase the efficiency of ML models, imports and sections
were given as feature inputs in the training phase. While

TABLE 3. Actin space of DRL environment.

training, the learning rate was set to 0.0003, the epoch number
to 150 and the batch size to 50.

To test the robustness of these ML models against our gen-
erated samples, 500 original and their respective adversarial
malware files were collected from the testing dataset and fed
into those models. Malware detection thresholds in the mod-
els were established at 0.8 which means a file is considered
malicious if its detection score is more than 0.8 to ensure
the quality of a generated malware as previously specified
by the authors in MAB-Malware’s experimental setup [27].
The results of the detection rate with original and adversarial
are provided in the Results and Discussion section. Further-
more, to evaluate this experiment’s results, two metrics are
used. ODR is the black-box detectors’ classification rate of
original malware from testing dataset while ADR represents
the black-box detectors’ classification rate of the adversarial
samples generated by our proposed method.

An additional experiment was conducted to see if the
detection rates of baseline machine learning algorithms were
improved by retraining them with the adversarial samples,
also known as adversarial training. The algorithms were
trained with adversarial samples generated from 50% of the
test dataset along with the rest of the malware dataset as it is.
The results are shown in the Results and Discussion section.

E. ATTACK ON VIRUSTOTAL AND COMPARISON WITH
OTHER EVASION METHODS
To further assess the effectiveness of our model, the adver-
sarial examples generated from two state-of-the-art evasion
methods MalFox [31] and MAB-Malware [27] were com-
pared by attacking VirusTotal search engines. The models
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were trained with the collected dataset (25K malware and
benignware files) and the evasiveness of malware variants
generated from thismodel was checked against theVirusTotal
anti-malware solutions. The model parameters of these meth-
ods were retained as given in their github code repositories.

The metrics to measure the performance of the proposed
method in this experiment are the detection rate and evasive
rate of adversarial samples against VirusTotal. Detection rate,
as demonstrated in (3), is the percentage of VirusTotal’s
search engines (n) that identify the original/adversarial mal-
ware samples, divided by total number of search engines (N).
Evasion rate is calculated using (4), which determines how
well the malware is able to evade detection by using the no.
of search engines that identify the malware (Norg) and the no.
of search engines that identify its adversarial variant (Nadv).
The higher the evasive rate, the higher the likelihood of the
adversarial example being detected as benign.

detection rate =
n
N

(3)

evasive rate =
Norg− Nadv

Norg
(4)

V. RESULTS
Figure 4 exhibits the statistical experimental results of most
commonly known ML algorithms like Random Forest, Gra-
dient Boosting, Multi-Layer Perceptron and Decision Tree
against original and adversarial malware. X-axis shows the
ML algorithms while the Y-axis shows the AUC, detection
rate of original malware and the detection rate of adversarial
malware against each algorithm and detection rate of adver-
sarial malware after retraining.

FIGURE 4. Detection rate of different ML algorithms for original malware
and proposed adversarial malware samples.

Figure 5 shows the Detection Rate of different ML algo-
rithms before and after adversarial training. X-axis shows the
ML algorithms while the Y-axis shows the detection rate of
adversarial malware against each algorithm.

Figure 6 illustrates the statistical experimental results of
malware generated by MalFox, MAB-Malware and the pro-
posed evasion method against VirusTotal. X-axis shows the

FIGURE 5. Detection Rate of different ML algorithms before and after
adversarial training.

minimum, maximum and average values while the Y-axis
shows the Detection Rate calculated by formula given in
section IV.

FIGURE 6. Detection rate of different evasion methods against virusTotal
search engines.

Figure 7 displays the statistical experimental results ofmal-
ware generated by MalFox, MAB-Malware and the proposed
evasion method against VirusTotal. X-axis shows the mini-
mum, maximum and average values while the Y-axis shows
the Evasion Rate calculated by formula given in section IV.

VI. DISCUSSION
In the first experiment, the performance of commonly used
ML Detectors against the proposed evasion method was
evaluated. Original and adversarial, both samples had been
inputted to various ML-based malware detectors models for
being classified as malware or benign. The malicious detec-
tion threshold value of ML detectors was fixed at 0.8 for
the subsequent experiments. Consequently, an input sample
was regarded as malware if the detection score is higher than
0.8. Table 4 shows how well ML-based detectors performed
prior to and after being targeted by our model’s adversarial
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FIGURE 7. Evasion Rate of malware generated by various evasion
methods targeting virusTotal.

samples. Measures of original samples’ accuracy of such
malware detectors, area under the curve (AUC) and original
detection rate (ODR), are consistently above 0.8 and 80%,
respectively. These ML based detectors, however, incorrectly
classify adversarial malicious examples where as the ADR is,
in the best case scenario (Gradient Boosting), around 13.56%.
It should be noted that ADR is determined by the classifica-
tion rate of ML based detectors against just the adversarial
samples which have been modified from original samples.
This finding demonstrates the efficacy of our evasion model
in creating convincing adversarial malware vectors to exploit
flaws in ML based malware detectors.

TABLE 4. The detection rates of original malware samples and
adversarial malware samples against ML based detectors.

Additionally, after adversarial retraining, it can be seen that
the detection rate of those ML detectors was significantly
improved, like detection rate of Random Forest algorithm
went from 9.1% to 57.6%, as shown in Table 5.

In the second experiment, the performance of proposed
method via detection rate and evasive rate is evaluated and
compared with state-of-the-art evasions methods: MalFox
and MAB-malware. The adversarial malware samples are
effective at evading detection by VirusTotal, as seen by

TABLE 5. The detection rate of adversarial malware against ML based
detectors with and without adversarial retraining.

their low detection rate and high evasive rate. Our attacks
are regarded successful if the adversarial malware example
causes a lower detection rate than the original malware, and
has a high evasion rate. Due to successful experimental results
of these methods, we think it is fair to compare MalFox
and MAB-malware with our generated malware samples and
judge them based on their ability to detect threats and avoid
being detected. The VirusTotal scan engines and anti-virus
softwares were created by various organizations and labs,
and they each take a slightly different approach to analyzing
malware. This means that some entities may pick up on a
single piece of malware while others fail to do so. Mal-
ware detection rates will never be able to reach perfection.
Table 6 shows the average detection rate for malware before
and after being processed by our proposed approach. This
is a significant decline of roughly 21.8%. As a result, the
average percentage of evasion for known malicious cases has
increased dramatically (to around 57.9%).

TABLE 6. Comparison results of detection rate between adversarial
samples of MalFox/MAB-malware and proposed model against virusTotal.

Correspondingly, the average evasion rate for adversarial
malware examples has been significantly improved (about
57.9%). Table 6 shows that our malware has a detection rate
between 61.8% and 85.1%. But their respective adversar-
ial malware instances have a detection rate that is 21.8%
to 35.5% lower than that of the original malware. When
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TABLE 7. Comparison results of evasion rate between adversarial
samples of MalFox/MAB-malware and proposed model against virusTotal.

comparing single malware samples to their corresponding
adversarial malware examples, the detection rate drops sig-
nificantly; in the worst instance, it drops by as much as
58. In addition, as shown in Table 7, the most evasive rate
is 75.5%, implying that 75.5 percent of malware detection
engines misclassify the respective adversarial samples as
being harmless while having labelled the original malware
as malware.

VII. CONCLUSION
This research studies the integration of GAN model along
with Deep Reinforcement Learning which generates adver-
sarial malicious examples with a significantly higher chance
of evading detection against ML based IoT malware detec-
tors. In the proposed framework, DRL agents are trained
to produce fully functional adversarial malware samples by
feeding them highly influential adversarial features provided
byGANs.Malware can improve its ability to evadeML-based
detectors with fewer modifications if DRL and GANs are
combined. We have analyzed the robustness of various well
known ML based malware detectors as well as VirusTotal’s
detection engines, and compared the results with state-of-
the-art evasion models. The experimental results proves that
the proposed framework incorporating GAN with DRL out-
performs the existing evasion methods and has a promising
approach to become a benchmark in testing the robustness of
ML-based malware detectors.

As a result, our proposed evasion method successfully
exploits machine learning based malware detectors with-
out being aware of their internal implementation specifics,
making it a more useful and potent attack framework. Fur-
thermore, the generated adversarial samples also improve
the performance of malware detectors in detecting unseen
malware variants via the adversarial training.

In the future, we intend to target other file formats for the
adversarial malware generation using our framework such
as Executable and Linkable format (ELF) used in Linux
systems and Android since IoT is a combination of different
computer architectures. Defining more concise and effective
action space in the DRL environment is also one of our main

goals for the future. Moreover, we will also try to explore
other influential feature sets like API calls or system calls to
create adversarial samples against the IoT malware detectors.
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