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ABSTRACT The secure operation of the transmission grid is of primary importance for any power system
operator. However, the introduction of new technologies, market deregulation, and increasing levels of
interconnectivity have made the analysis and assessment of power system security both more challenging
and essential than ever. In this context, data-driven-based methodologies are being increasingly employed
to classify and anticipate insecure future states, and make inferences on potential triggers of undesired
operational conditions. This paper provides a comprehensive and systematic review of this fast-moving
research area and covers data-driven-based methodologies deployed in both static and dynamic security
assessment. Particular attention is paid to recent trends, such as the use of spatiotemporal feature selection
algorithms and the increasing research activity in short-term voltage stability and frequency stability, which
are not yet widely assessed as a collective in the existing literature.

INDEX TERMS Data-driven methodology, dynamic security assessment, frequency stability, machine
learning, online, power system security, rotor stability, static security assessment, transient stability, voltage
stability.

I. INTRODUCTION
A reliable power system satisfies the customer demand at a
given quality level for the amount of time desired even in the
presence of disturbances (i.e., adversarial conditions) that can
affect its designed operation. These disturbances include a
plethora of events, which vary in type and magnitude. Small
disturbances are load variations (or in general, any difference
between aggregate load and generation profiles), whereas
large disturbances are faults to one or more components
of the system. Usually, faults trigger the intervention of
protection systems, which isolate the rest of the system from
the faulted part, changing grid topology and affecting power
flows. From a mathematical point of view, the disturbance
affects the state of the system, forcing it to reach a new
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one through a system evolution trajectory, with different
operating conditions. In this context, the goal of the system
operator is to assess if the new operating conditions still
satisfy the technical performance quality constraints. This
task is known as Security Assessment (SA), and it can be split
into two different subtasks according to the type of analysis:
Static Security Analysis (SSA), if only the final steady-
state (or post-disturbance) state is analyzed, and Dynamic
Security Analysis (DSA), if the transitory system evolution
is analyzed.

A. POWER SYSTEM SECURITY ASSESSMENT
According to the joint IEEE/CIGRE working group [1]
power system security ‘‘refers to the capability of a power
system using its existing resources to maintain reliable
power supplies in the face of unexpected shocks and sudden
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disruptions in real-time, such as the unanticipated loss
of key generation or network components, loss of fuel,
or rapid changes in demand.’’ SSA involves the assessment
of the power system’s steady-state operating condition after
a contingency has occurred. The voltage levels at busbars
and the current flow through lines should remain within
their respective safe operating ranges to ensure a ‘‘secure’’
system state. Broadly speaking, if any of these constraints are
violated, the state is considered ‘‘not secure’’ or ‘‘insecure’’,
however, further states can be defined.

DSA is defined as ‘‘an evaluation of the ability of a certain
power system to withstand a defined set of contingencies
and to survive the transition to an acceptable steady-state
condition’’ [2]. Particularly, an unstable system cannot be
considered secure since instabilities can lead to dangerous
operating conditions in power systems [1].

DSA examines one or more power system stability
categories, such as rotor angle, frequency, and voltage,
in the presence of small/large disturbances. In DSA analysis,
the security level is assessed using performance indicators
linked to the stability level of the system assuming a certain
contingency [3], where the stability metric is computed after
the hypothesized fault-clearing.

As such this is concerned with electromagnetic and
electromechanical phenomena, i.e., the response of rotating
machinary and control in the time scale up to a few
seconds. However, the response of system control equipment,
at time scales of up to tens of minutes, is also covered
by DSA.

One of the main classifications of SA is based on the
number of contingencies considered. Indeed, SSA of a
power system is classified solely according to the number
of contingencies (or events) considered. Typically, the ‘‘N −

1’’ criterion is considered, and the system is defined as
‘‘N − 1 secure’’ if all constraints are respected, i.e., the
system will continue to function with the loss of one
single component. In general, a system is deemed ‘‘N − k
secure’’ if all system constraints are met for k concurrent
contingencies. This also serves as the basis of analysis for
certain aspects of DSA, in which the system response to
faults are considered. For others, small variations in load
and generation around the equilibrium point (classified as
small disturbances) are assessed using a range of operating
conditions. These operating conditions are defined using
probabilistic methods to vary the load and generation around
the expected or known value.

The set of possible contingencies and/or operating con-
ditions can be established by considering the most credible
ones via operator experience. However, relying solely on
operator experience may leave the system vulnerable to rare
but significant events, which could cause cascading effects
if not promptly resolved. On the other hand, considering
‘‘N−k’’ contingencies or toomany load/generation operating
conditions raises the issue of the explosion of possible
combinations, which affects the computational burden and
analysis time of all the possible states [2].

Thus, an important part of online applications is the careful
selection of the number of multiple contingencies to analyze
to promptly support power system operators. This aspect is
particularly important for DSA since dynamic simulations,
based on a deterministic set of nonlinear differential algebraic
equations, are computationally expensive, especially in the
presence of a large network, with a high number of machines,
inverter-based resources, and non-linear components.

Hence, one of the greatest limitations of traditional SSA
and DSA tools is that system operators use them multiple
times per day. Each invocation requires numerical meth-
ods, particularly in DSA, which demand high-performance
computing capabilities and efficient software routines. This
process becomes computationally burdensome and costly,
especially for large grids and extensive lists of probable
contingencies. Data-driven methods can address the issues
related to these limitations by introducing tools with reduced
computational burden, leading to quicker and more cost-
effective analyses. This makes them highly suitable for quasi-
real-time power system operation strategies.

B. MOTIVATION AND CONTRIBUTION
Data-driven-based methodologies have become increasingly
important, and power systems are not immune to the potential
offered by this branch of science. When Machine Learning
(ML)was first introduced into power systems, therewas some
scepticism about relying on tools that were not based on
deterministicmodels but only on linking input and output data
derived from historical data. However, with the improvements
in data storage capacity, the proliferation of sensors that
collect real-time system operation data, and the development
of more advanced ML-based tools, the effectiveness of ML
in power systems applications has been proven, even in
very complex scenarios. Accordingly, ML-based tools are a
well-established and important part of power system analysis
and are currently used in a wide range of applications
in power systems, from planning to real-time operation.
A comprehensive list of these applications is available in [4].

ML has also been deployed to address SA problems.
These applications are diverse and involve approaches for
anticipating possible events, saving computational time
by estimating system evolution due to contingencies and
classifying and clustering events in post-disturbance analysis.

This review aims to analyze and discuss the role of data-
driven-based models in SA problems, the unique features of
the analyzed works, open problems, and the most promising
research trends. While this topic has been the subject
of review articles in the recent past, e.g., [5] and [6],
the research area, in terms of the evolution of stability
issues and the implementation of more sophisticated ML
techniques, is developing at a rapid rate. With respect to the
aforementioned papers, the contributions of this review paper
are:

1) Processing of article metadata to provide a compre-
hensive, visual summary of the main features of the

VOLUME 11, 2023 130645



F. De Caro et al.: Review of Data-Driven Techniques for On-Line Static and DSA

analyzed works. This includes consideration not only
of the number of publications but also the number of
citations, an important indicator of overall interest and
an aspect not covered in previous review papers;

2) Comprehensive overview of the ML workflow, intro-
ducing the ML-based models utilized for different SSA
and DSA problems, which is extended here to include a
detailed discussion of the stability criteria employed for
each task;

3) Inclusion of the recent, important developments of the
integration of spatiotemporal features in power system
SA, which have occurred since the publication of
previous reviews;

4) A clear distinction is made between the applied ML
methods for all different types of DSA which adds new
perspectives to the aggregated analysis presented in [5],
while frequency stability was not covered in [6];

5) It is the first comprehensive review since the formal
definition of two new types of DSA in [7] and [8],
the implications of which are discussed as an important
research topic moving forward (since the new forms of
stabilities to analyze will affect the DSA tools, which
must be set-up to consider the system insecurity caused
by these new forms of system instabilities).

C. STRUCTURE
The review is structured as follows: Section II presents the
literature search methodology and provides a summary of
the article metadata; Section III provides an overview of
the typical ML workflow and summarises the functionality
of the feature selection/cardinality reduction techniques,
ML models and performance evaluation indexes identified
during the literature review; Sections IV and V analyze
the state-of-the-art in ML applications for SSA and DSA,
respectively, and compares the different input features,
ML models and output data structures utilized; Section VI
highlights critical issues, open challenges, and the most
promising research trends; brief conclusions are provided in
Section VII.

II. LITERATURE SEARCH METHODOLOGY
This section presents an analysis of the research works
related to ML-based SA analysis in power systems, to recon-
struct their storyline. Data was gathered from the Scopus
database using several relevant research keywords (Data-
driven / machine learning / artificial intelligence AND
(security assessment OR static/dynamic security assessment,
classification AND security assessment)) to search for
relevant manuscripts using the title, abstract, and/or author’s
keywords. The extracted lists were merged, and manual
filtering was applied to remove manuscripts that were not
perfectly coherent with the topic area under analysis. Works
submitted to the most relevant journals and conferences in
the power system sector were considered for analysis. This
procedure led to a collection of 147 articles in the period
1974 to 2023. All papers were read and further filtered to

ensure that papers providing clear advances to the state-of-
the-art and novel perspectives could be adequately discussed
within this paper.

Fig. 1 displays the works collected and categorized by
the type of SA (SSA vs DSA). It is interesting to note
that the interest of researchers in applying ML to SA
really started after 2010 and surged after 2018, with over
30 articles per year in 2021, although some manuscripts
existed before that period. The presence of articles before
2000 indicates that researchers had already recognized the
potential issues associated with SA in large power systems
and the potential of ML-based applications in addressing the
problem. However, it was only with the advent of economical
computational resources and the introduction of novel and
effective ML techniques that researchers began to actively
explore and apply ML-based methodologies to power system
SA. The figure demonstrates the growing interest in applying
these models to DSA.

Fig. 2 shows the number of citations collected by type of
SA (SSA vs DSA). The citations obtained by the articles
referred to their year of publication seem to be equally
distributed between DSA and SSA, indicating that the
attention to both topics is still quite similar, despite the
prevalence of DSA-topic related published articles as shown
in Figure 1.
The methodology used to collect and count publications

and references relies on using a developed algorithm that:
a) extracts the relevant features extracted by the SCOPUS
database using the previously mentioned keywords b)
merges in a unique list for each keywords combination, c)
rearranges data to be processed by R-based visualization
tools.

III. MACHINE LEARNING FOR SECURITY ASSESSMENT
This section provides an analysis of the ML algorithms
and feature selection techniques employed in data-driven-
based security assessment applications. Its primary focus is
to highlight the key characteristics and distinctions among the
utilized techniques, thereby enhancing our understanding of
their applicability and effectiveness.

A. TYPICAL WORK FLOW
The typical workflow for developing a ML model is
shown in Fig. 3. Several variations of this workflow exist
depending on the characteristics of the data and system to
be modeled, as well as the decisions made by the developer.
However, ML models and their application can be broadly
classified depending on whether they output continuous
values (regression problems) or class labels (classification
problems).

The functionality of the feature selection algorithms,
ML algorithms, and evaluation metrics identified during the
literature review are discussed here. Input data and output
are included in the wider analysis in Section IV (SSA) and
Section V (DSA).
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FIGURE 1. Number of publications on machine learning-based static
security assessment (SSA) dynamic security assessment (DSA) per year.

FIGURE 2. Number of citations of machine learning-based static security
assessment (SSA) dynamic security assessment (DSA) per year.

FIGURE 3. Typical machine learning model development workflow.

B. FEATURE SELECTION ALGORITHMS
In classification/regression problems involving a large num-
ber of input variables it is not probable that all have the same
importance. In many cases, only a subset of them includes
a large part of the knowledge to effectively build a map
between predictor and target variables. Hence, it is much
more probable that considering the full set of variables leads
only to large training time and ineffective predictions, since
a large number of variables may infer the algorithm training
performance due to the curse of dimensionality [9].

In such scenarios, cardinality reduction algorithms are
widely applied in data science, as these techniques identify
the most promising input variable set or manipulate the orig-
inal variables transforming them into new ones more suitable
to build effective predictor-targetmapping. Specifically, these
two classes of algorithms are known as ‘‘Feature Selection’’
and ‘‘Cardinality Reduction’’ techniques [10]. Since the
former class does not alter the original variables it is preferred
where the interpretability of the results plays a crucial role.
Hence, it is widely adopted in data-driven SSA/SDA. Feature

selection algorithms can be further split into two classes:
filter and wrapper methods. The former identify the most
correlated input variables to the target one, whereas the latter
identify the most ‘‘useful’’ in supplying the final prediction.
On the other hand, another class of tools to reduce the size
of the input matrix is represented by the cardinality reduction
algorithm, such as the principal component analysis (PCA),
which transforms the original features into new ones.

1) SEQUENTIAL FEATURES SELECTION
Sequential Features (or Forward) Selection (SFS) is a greedy
technique that builds a set of input variables through an
iterative approach [11]. Particularly, given the set of available
M variables and an empty set of the most promising ones,
a univariate model is built by considering every single m-
th variable per time, and the one linked to the lowest error
metric is picked up without replacement from the initial set
to the most promising variables set. Thereafter, a bi-variate
model is built by considering the previously selected variable
combined with each one of the remaining M − 1. Also in
this case the variable linked to the most effective bi-variate
model is picked up from the initial set. The process ends
when there is no significant accuracy improvement in the
built multi-variate models at the k-th step respect with to
the previous iteration. The final set of selected variables
has k − 1 < M variables. Clearly, this approach results
in significant time consumption for datasets having large
cardinality.

An alternative approach is to utilize the Sequential Back-
ward Selection (SBS) technique, where the least promising
features are gradually removed from the initial set. In contrast
to SFS, SBS aims to eliminate features iteratively instead of
adding them.

While both SFS and SBS can be used for feature selection,
SFS is generally preferred over SBS due to its increased
robustness against multicollinearity issues. Multicollinearity
refers to the presence of high correlations among predictor
variables, which can lead to unstable and unreliable model
results. SFS is more effective in handling such situations and
tends to produce more reliable feature subsets.

Therefore, SFS is often the preferred choice when
conducting feature selection, as it provides a more robust and
stable selection process compared to SBS.

2) MINIMUM REDUNDANCY MAXIMUM RELEVANCY
The objective of the minimum Redundancy Maximum
Relevancy (mRMR) algorithm is to select a subset of input
variables from an initial set. This subset consists of variables
that exhibit maximum correlation with the target variable
(maximum relevance) while minimizing redundancy among
them (minimum redundancy).

Particularly, mRMR utilizes a forward procedure to
identify a subset of relevant features, denoted asMR, which is
significantly smaller than the initial set of features (M ) [12].
At each step of the procedure (for g = 1 to MR), mRMR
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selects the predictor variable that is both the least redundant
and the most informative.

argmax
xj∈x−8g−1

[
I (xj; y) −

1
g− 1

∑
xi∈8g−1

I (xi; xj)
]

(1)

where y is the vector of the target variable, and xi and xj are the
i-th and j-th variable stored in the input matrixX, respectively.
To achieve this, mRMR considers the set of previously

selected variables, denoted as 8g−1, and calculates the
mutual information between each candidate variable and the
target variable. The mutual information, denoted as I (x, y),
measures the statistical dependency or information shared
between two variables x and y. In the context of mRMR,
the mutual information can be efficiently estimated using the
formula I (x, y) =

1
2 ln(1 − ρ(x, y)2), where ρ represents the

Pearson correlation coefficient.

3) LINEAR DISCRIMINANT ANALYSIS
Fisher Discriminant is a statistical technique to perform
cardinality reduction similar to PCA [13]. The novel variables
are obtained through a linear combination of the features that
maximally separates the data having different classes. Dif-
ferent from PCA, Linear Discriminant Analysis (LDA) takes
into account the label of each point. Particularly, it reduces
the dimensionality of input data whereas it preserves the
discriminatory information, seeking to maximize the distance
between different classes whereas it minimizes the variation
within each class. Mathematically, given a matrix X with
dimensions [M × S], where S is the number of samples
and M of features where data belongs to C classes stored in
vector y ∈ N, the LDA tries to find a linear map y = wTX
maximizing the following function:

F(w) =
wTSbw
wTSww

(2)

where w is the column vector of weights with dimensions
[M × 1], and Sb (Sw) is the between-class (within-class)
scatter square matrix. The order of these matrices is M . Sb
is computed as:

Sb =

C∑
i=1

Ni(x̄i − x̄)(x̄i − x̄)T (3)

where x̄i is the i-th the mean vector of the i-th class over, x̄
is the global mean column vector, and Ni is the number of
samples of the i-th class.
On the other hand, Sw is computed as:

Sw =

C∑
i=1

Ni∑
j=1

(xij − x̄i)(xij − x̄i)T (4)

where xij and x̄i are the j-th sample and the mean vector
of the i-th class. LDA solves the generalized eigenvalue
problem by finding the eigenvectors and eigenvalues of the
matrix S−1

w Sb. The eigenvectors correspond to the directions
in the input space that maximize the separation between

classes. The eigenvectors obtained in the previous step
are ranked according to their corresponding eigenvalues.
Particularly, the eigenvectors with higher eigenvalues contain
more discriminatory information. These eigenvectors, known
as discriminant features, are selected to form a new feature
subspace. The final step involves projecting the original
data onto the subspace spanned by the selected discriminant
features. The dimensionality of the data is reduced, as the
new subspace has fewer dimensions than the original feature
space.

4) RELIEF-BASED FEATURE SELECTION
Relief-based feature selection is a suitable method for
extracting relevant features in classification problems. The
main advantages of these techniques are their simplicity
and their effectiveness, as well as their capability to avoid
the curse of dimensionality issues. The relevancy of each
feature towards a target variable is determined using a
weight statistic, which ranges from −1 to 1, representing
the worst and best relevance to the binary target variable,
respectively [14]. Given a matrix X with S samples and
M features, along with a binary vector Y containing S
samples, the original Relief algorithm computes the feature
rank through the following steps: a) Randomly extract a
subset of s samples from the dataset. b) For each of the s
samples, calculate the distance vector with respect to all other
samples in the dataset. c) Identify the Nearest Hit, which
are instances with the same class as the current sample, and
the Nearest Miss, which are instances with a different class,
based on the calculated distances. d) Update the weight for
each feature by considering the distance between the feature
values of each sample and the values of the Nearest Hit and
Nearest Miss samples. Repeat steps a) to d) for all of the s
samples to obtain a stable feature ranking. Sort the feature
weights in descending order to visualize the most relevant
feature ranking. By following these steps, the Relief-based
algorithm identifies the features that have themost significant
impact on the classification task, providing valuable insights
for feature selection in ML problems.

5) PRINCIPAL COMPONENT ANALYSIS
Data reduction techniques differ from feature selection since
they transform original ones having new features useful for
the specific task. PCA is a widely used method for linear
data reduction [15]. It accomplishes this by projecting the
data from the original space into a lower-dimensional space,
where the new axes, known as Principal Components (PCs),
are computed by combining the original variables. The first
PC is oriented along the direction with themaximum variance
of the data [16].

The algorithmic procedure is as follows for a given matrix
X with dimensions [S,M ], where S and M are the number
of samples and features, respectively. The first step is to
normalize the matrix X so that each column of X̄ has a
zero mean and unit variance. Thereafter, the Singular Value

130648 VOLUME 11, 2023



F. De Caro et al.: Review of Data-Driven Techniques for On-Line Static and DSA

Decomposition is performed on X̄:

X̄ = UDVT (5)

where U is an orthogonal matrix of order S, D is a
rectangular diagonal matrix with dimensions [S,M ], with
diagonal elements d1 ≥ d2 ≥ . . . ≥ dM , and V is an
orthogonal matrix of order M . Hence, the new variables in
the lower-dimensional space are computed by selecting the
first k ≤ M columns of the matrix Z, where:

Z = X̄V = UD (6)

There are various ways to choose the optimal number of
PCs, one of which is to consider the percentage of variance
captured by the selected components, with a value greater
than 95% generally considered satisfactory.

C. AUTOENCODERS
Autoencoders are artificial neural networks (ANNs) used
for dimensionality reduction in datasets. The objective
of an autoencoder is to reconstruct the original data by
minimizing the reconstruction error. The simplest form of
autoencoder is a three-layer neural network (referred to as
‘‘shallow’’). In this process, the data in the first layer with
dimensions [S,M ] is transformed into a new representation
with dimensions [S,M ′] in the second layer using a function
called the ‘‘encoder,’’ denoted as f . Subsequently, in the
third layer, another function g transforms the reduced data
back into an estimation of the original dataset, thus restoring
its original dimensionality; this process is known as the
‘‘decoder.’’ The number of neurons in the second layer
controls the reduction in dimensionality [17]. If the functions
f and g are linear them the autoencoder acts like PCA,
whereas if they are non-linear then the autoencoders diverge
significantly from PCA. They gain the ability to capture
multi-modal aspects of the input distribution, a characteristic
not shared with PCA. Autoencoders with multiple layers are
called ‘‘Deep-autoencoders’’ [18]. Unfortunately, one of the
greatest drawbacks of autoencoders is that they are prone to
overfitting, since they are characterized by more parameters
than input features.

D. CAUSALITY-BASED FEATURE SELECTION
Causality-based feature selection refers to a class of methods
that apply inference analyses to identify the most promising
predictor variables. Unlike correlation, which indicates
only a statistical association, causality examines the direct
relationship between predictors and target variables [19].
Approaches utilizing Bayesian Networks first construct a
model based on the available dataset, creating an acyclic
graph to determine the probabilistic dependencies between
input and target features. Subsequently, features lacking a
direct causal relationship with the target feature are identified
and removed. This process is known as applying the Markov
Blanket of the target feature [20]. Causal Graphical Models,
Score-Based Models, and Differential Causality Analysis

are other widely employed causality-based feature selection
methods [19].

E. MACHINE LEARNING CLASSIFICATION/PREDICTION
ALGORITHMS
Once the set of input variables has been reduced to the
most promising ones, it is time to proceed with training the
model for data-driven SSA/DSA. Training an effective model
requires the selection of an algorithm capable of capturing the
complex input-output relationship in the multi-input single-
output problem, which involves exploring a high-dimensional
space in RMR . The choice of the algorithm should be
guided by several factors, including the characteristics of
the available data, the presence of non-linear relationships,
the potential multicollinearity among input variables, and the
diverse types of data being considered (such as real-valued
data for active and reactive power spatial profiles, and
binary data indicating active/inactive buses and lines). Since
this research has evolved together with advances in ML
algorithms, different algorithms have been applied to this
task, defined as either ML or Deep Learning Algorithms.
However, it is important to note that Deep Learning is a
subset of ML, where deep stands for the usage of complex
algorithms composed of a large number of interconnected
layers interacting between them.

1) DECISION TREES
Decision Trees (DT) are algorithms largely used in classifi-
cation tasks [21]. Given X and y as training data, it builds
a hierarchical tree of rules where each node is labeled with
an input feature, whereas the linked branch is labeled with
a condition associated with the possible occurrences of the
node the branch coming from. The lowest nodes in the tree are
called leaves and they are associated with the target outputs
occurring according to the realized data partitioning.

The DT is built by recursively partitioning the dataset
based on the feature values that best separate the data
according to the target variable. This process involves
selecting the best feature and the optimal splitting criteria
at each internal node. Common criteria used for splitting
include information gain, Gini impurity, or entropy [22].
Given unknown data, their features drive the patch from the
root node to the leaves over the tree according to the built set
of rules.

DT are known for their interpretability, as they can be
easily visualized and understood. They provide a clear
hierarchical structure that allows users to trace the decision-
making process. However, DTs can suffer from overfitting
if not properly controlled, leading to poor generalization
on unseen data. To mitigate this issue, techniques such as
pruning and setting stopping criteria can be applied.

2) RANDOM FOREST
A random forest (RF) is created by combining multiple DTs.
The number of DTs used in the RF is set before the learning
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process and optimized using trial and error approach. Each
DT is trained on a different subset of the original dataset,
selected through a process called bagging, where samples are
uniformly sampled with replacement. Random selection does
not only involve samples but also the features, decorrelating
the trees, and improving the performance.

The RF algorithm is based on the concept that a collection
of weak predictors, which are uncorrelated and unbiased,
can collectively improve prediction accuracy compared to
using a single predictor alone [23]. In the RF, multiple
weak models in the form of regression trees are generated
from different subsets of the training data. These subsets are
created by randomly selecting samples and features from
the original training set, aiming to reduce the correlation
between the weak predictors. The final prediction is obtained
by considering the class more voted from all the weak models
in the random forest. Generally, RF is preferred to DT since
it better avoids overfitting, increasing the generality of the
model.

3) SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) for classification is an algo-
rithm that basically tries to find the hyperplane that optimally
separates data points belonging to different classes [24].
In more detail, as the hyperplane divides the feature space
into different regions, the algorithm finds a hyperplane
maximizing the margin between the classes. This means
maximizing the distance between the hyperplane and the
closest points. Clearly, finding a hyperplane separating two
classes is possible only when the data are linearly separable.
For non-linearly separable data, SVM transforms the data
from the original feature space to another one (with higher
feature dimensions) which makes data linearly separable.
This is performed through the so-called ‘‘Kernel Trick’’ [25],
where the common kernel functions used in SVM include
linear, polynomial, radial basis function (RBF) [26], and
sigmoid. Mathematically, in a binary classification problem,
the hyperplane is represented by a linear equation of the form:

wTX + b = 0 (7)

where w is the normal vector to the hyperplane and b is
the bias term. The parameters are estimated by addressing
a constrained optimization problem. Since the original SVM
can deal with binary classification problems, several methods
are deployed to overcome this limitation such as ‘‘Winner-
takes-all’’ and ‘‘one-versus-one’’ strategies [27].

4) K-NEAREST NEIGHBORS
The k-nearest neighbors (kNN) algorithm is a simple yet
powerful approach that does not require training since the
data itself serves as themodel [28]. In this algorithm, the input
variables are organized into amatrixX of dimensions [S×M ],
where S represents the number of samples and M denotes
the number of input variables. Similarly, the corresponding
output variables are stored in a vector y of dimensions [S×1].

During the validation step, when a new input xq of
dimension [1 × M ] is given, the algorithm calculates the
distances between xq and all S samples in X. The samples
with the shortest distances are selected, forming subsets XNN
and yNN . To generate the final output, the algorithm assigns
weights to the selected samples based on their inversely
proportional distances, which are then combined with yNN .
The specific manner in which the output is determined
depends on the nature of the problem being addressed,
whether it involves classification or regression.

The kNN algorithm provides a flexible and intuitive
approach for making predictions without the need for explicit
training. By considering the distances between samples,
it identifies the most similar instances to a new input and
utilizes their corresponding outputs to generate a prediction.

5) ARTIFICIAL NEURAL NETWORK
ANNs have gained tremendous popularity in recent decades
for their ability to capture nonlinear relationships in data by
adjusting their parameters based on observed data. ANNs
are inspired by the functioning of the human brain, with
interconnected nodes arranged in layers. Each node receives
input, performs a function, and produces an output. The
function’s weights within each node are tuned based on input-
output data, enabling the network to adapt to specific tasks.

ANNs can be constructed with multiple layers, resulting in
deep learningmodels. The term ‘‘deep’’ signifies the presence
of multiple layers within the model. Deep learning models
have achieved remarkable accuracy due to advancements in
optimization techniques, increased computational power for
large-scale computations, and the availability of vast datasets.

However, deep learning models also pose challenges,
including limited interpretability. This arises from the signif-
icant number of parameters involved, which are necessary to
account for complex nonlinear dependencies in the data. The
abundance of parameters makes it difficult to comprehend
the inner workings of the model and understand the factors
influencing its predictions.

A vast number of techniques have been developed over the
years and applied to data-driven-based SSA/DSA problems.
Particularly, one-layer feedforward neural networks (FNN)
were initially deployed, whereas the most recent applications
rely on the usage of convolutional neural networks (CNN).

a: MULTI-LAYER FEEDFORWARD NETWORK
AMulti-layer FNN is a foundational architecture extensively
employed in various applications, notably in classification
tasks [29]. These networks, also known as Deep Neural
Networks (DNN), derive their name from their multiple
layers.

In a DNN, information flows through several layers in the
same direction. Each layer performs transformations on the
inputs using activation functions, such as Rectified Linear
Unit (ReLU) or Exponential Linear Unit (ELU), where a
more complete list is available in [30]. These activation
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functions introduce crucial non-linearities, enabling the
network to discern intricate patterns in data. When radial
functions are used, the network becomes a Radial-Basis
Neural Network, which is particularly effective for function
approximation.

During training, the network’s parameters (weights and
biases) are fine-tuned through backpropagation, a process
where optimization algorithms like gradient descent mini-
mize the disparity between the network’s predicted output and
the true output. This iterative process refines the network’s
parameters, enhancing its performance on the given task [31].

The architecture’s effectiveness is affected by the number
of hidden layers and nodes per layer. Networks with too
few layers may fail to capture complex relationships, leading
to inaccurate models. Conversely, networks with excessive
layers can grasp intricate input-output mappings, but an
abundance of layers can induce the vanishing gradient
problem. This phenomenon hinders effective training and
optimization.

In classification tasks, the output layer comprises neurons
equal to the classes to be predicted. These output neurons
typically employ activation functions like the sigmoid
function (logistic function), squashing the output between
0 and 1 and giving a decision user threshold. Each neuron’s
output can be interpreted as the probability of the input
belonging to a particular class.

b: CONVOLUTIONAL NEURAL NETWORK
The CNN is well-suitable for addressing problems where
there is a spatial relationship between data like images.
It is a DNN composed of convolutional, pooling, and fully
connected layers [32].

The convolutional layers are the core blocks of a CNN.
They include multiple kernels, acting as filters, and perform
convolution operations sliding over the images. These filters
aim to detect local patterns or features in the input data.
Pooling layers are placed after the convolutional layers, and
their role is to perform spatial dimension reduction of the
feature maps. Finally, fully connected layers elaborat the
output of pooling layers, transforming the features into class
probabilities or regression output.

One of the drawbacks of a CNN is the tremendous number
of parameters, which require a large computation effort for
the training process. Additionally, training deep CNNs often
requires large labeled datasets and substantial computational
resources to handle the increased model complexity.

c: FUZZY NEURAL NETWORK
A fuzzy feedforward neural network (FFNN) combines FNN
with fuzzy logic to handle uncertainty in data. In an FFNN,
the inputs are first fuzzified, which means that they are
mapped to fuzzy sets [33]. Fuzzy sets allow the representation
of uncertainty by assigningmembership values between 0 and
1 to each element. The fuzzified inputs are then fed into the
neural network, and the output values are then defuzzified

to obtain crisp values, which are the final predictions of the
network.

Themain difference between FFNNs and FNNs lies in their
handling of uncertainty. In a FNN, the inputs and outputs
are precise values, and the network learns to map inputs
to outputs based on the given training data. Hence, it does
not take into account any uncertainty in the data. On the
other hand, a fuzzy neural network incorporates fuzzy logic
to represent and handle uncertainty in the data. Fuzzy sets
are used to represent inputs, and the activation functions in
the neurons are fuzzy membership functions. This allows the
network to model and deal with uncertain data, making it
more suitable for applications where uncertainty is present.

d: EXTREME MACHINE LEARNING
Extreme Learning Machine (ELM) is a special type of
single-hidden layer FNN. Particularly, in an Extreme Learn-
ing Machine, the hidden layer’s weights, and biases are
randomly generated and fixed, unlike traditional neural net-
works where these parameters are learned through an iterative
optimization process [34]. The output layer’s weights are
then analytically determined using a least-squares approach
to minimize the error between the network’s predictions
and the actual target values. ELM has several advantages
over traditional learning algorithms for neural networks such
as a much faster training process since the hidden layer
parameters are randomly generated and do not need to be
updated through iterations, and fewer hyperparameters to
tune.

6) ENSEMBLE PREDICTION STRATEGIES
Ensemble prediction involves combining multiple
machine/deep learning models to improve accuracy com-
pared to using individual models. An example of an ensemble
prediction is the RF algorithm, whereas this section extends
the concept to the hybrid ensemble prediction, where
different types of algorithms are considered. The rationale
behind ensemble prediction is that a single data-driven
model may not always perform well consistently over time.
By combining multiple models, the ensemble can reduce the
risk of making large prediction errors, as there will always
be one method that performs better than others at any given
time [35].

In ensemble prediction, each model independently pro-
vides its prediction. The final prediction is obtained by
merging the predictions from all models. In classification-
based ensembles, the final prediction is determined by
majority voting among the models. On the other hand,
in regression-based ensembles, the final prediction is com-
puted as a weighted average of the predictions from different
methods. The weights are locally updated based on the recent
performance of the individual methods in the ensemble over
time, making the model dynamically adaptable.

Ensemble prediction is a powerful technique that leverages
the diversity of multiple models to achieve better overall
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performance and robustness in handling different patterns and
variations in the data. It has been widely used in various
applications to enhance predictive accuracy and stability [36].

F. PERFORMANCE EVALUATION
During the review process, it was observed that the vast
majority of papers utilized the same standard evaluation
metrics. As such, they are discussed here for completeness,
but no comparison is included in the analysis presented in
Section IV and V.

1) CLASSIFICATION PROBLEMS
The performance evaluation of models that tackle classifica-
tion tasks in data-driven SSA/SDA can be done by utilizing
metrics based on the analysis of the confusion matrix. In the
case of a binary classification problem, assuming that a
positive event is labeled y = 1 and a negative event as y = 0,
the confusionmatrix takes the following standard form shown
in Table 1.

TABLE 1. Confusion matrix for binary classification problems.

In the confusion matrix, TP (True Positive) represents the
number of correct predictions of the positive event (y =

1), FP (False Positive) represents the number of times the
negative event (y = 0) is incorrectly predicted as positive
(ŷ = 1), TN (True Negative) represents the number of correct
predictions of the negative event (y = 0), and FN (False
Negative) represents the number of times the positive event
(y = 1) is not predicted (ŷ = 0). In the context of system SA,
the positive event typically corresponds to an insecure state
for a given contingency.

Various metrics can be derived from the elements of the
confusionmatrix to assess the accuracy of themodel as shown
in [37]. The most commonly used metrics identified during
the literature review include Accuracy, TPR (True Positive
Rate or Sensitivity), TNR (TrueNegative Rate or Specificity),
FPR (False Positive Rate), and FNR (False Negative Rate):

ACC = (TP+ TN )/(TP+ TN + FP+ FN ) ∈ [0, 1] (8)

TPR = TP/(TP+ FN ) ∈ [0, 1] (9)

TNR = TN/(TN + FP) ∈ [0, 1] (10)

FPR = FP/(FP+ TN ) ∈ [0, 1] (11)

FNR = FN/(TP+ FN ) ∈ [0, 1] (12)

It is crucial to note that the scores in the confusion
matrix and related accuracy metrics are dependent on a
specific decision threshold. Several classification techniques
offer probability scores indicating the likelihood of input x
belonging to a specific class. The conversion from predicted
score to label is dictated by applying a decision threshold

β ∈ [0, 1]. In binary scenarios, this can be represented as:

ŷ =

{
1 if P(ŷ = 1|x) ≥ β

0 otherwise
(13)

and visualised using the Receiver Operating Characteristic
(ROC) curve. An illustration of the ROC curve is depicted
in Fig. 4. In the graph, an ideal classifier corresponds to the
coordinates (0,1).

FIGURE 4. Example of ROC curve.

TheAreaUnder the Curve (AUC)measures a classification
model’s effectiveness across various decision threshold
values, where a higher AUC value signifies superior model
performance. In Fig. 4 model ‘‘A’’ outperforms model ‘‘B’’,
while RC represents a threshold at 0.5, indicating models
must surpass this to outperform random classification.

However, AUC does not reveal the balance between
TPR and FPR in the prediction model. Thus, metrics like
the Geometric Mean or ‘‘G-Means’’ (14) are valuable for
determining the trade-off between TPR and FPR on the ROC
curve.

GM = TPR× (1 − FPR) = TPR× TNR ∈ [0, 1] (14)

GM provides insight into the balance between TPR and
FPR in predictions. The highest GM value indicates the
point where this balance is optimized. A lower maximum
GM value signifies poorer performance in predicting positive
events, even if negative events are accurately predicted.
A frequently employed metric to assess the performance of a
classifier model is the F1-score (F1s), which is the harmonic
mean between Precision = TP/(TP+ FP) and Recall =

TP/(TP+ FN ):

F1s =
2 × TP

2 × TP+ FP+ FN
∈ [0, 1] (15)

The metrics defined above could be extended to
multi-classification problems by setting a class and consid-
ering all the remaining ones as a single class. In this case,
more analyses are necessary to find the best operation point.

2) REGRESSION PROBLEMS
The most widely utilized metrics found during the literature
review for comparing the continuous output prediction of
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regression problems in SA applications are the mean absolute
error (MAE), the mean average percentage error (MAPE), the
mean squared error (MSE), and the root mean squared error
(RMSE):

MAE =
1
N

N∑
i=1

|ŷi − yi| (16)

MAPE =
1
N

N∑
i=1

|
ŷi − yi
yi

| (17)

MSE =
1
N

N∑
i=1

(
ŷi − yi

)2 (18)

RMSE =
√
MSE =

√∑N
i=1

(
ŷi − yi

)2
N

(19)

where N is the number of tests, ŷi and yi are the predicted and
known value of the i-the test, respectively.

IV. STATIC SECURITY ASSESSMENT
A. STATIC SECURITY INDEXES
SSA requires computing state variables (magnitude/phase
voltages and power flows for all branches) for a given
operating state (active and reactive spatial power profiles)
and considering outages. However, relying solely on solving
a power flow equation does not provide a comprehensive
assessment of the system’s security grade. To address
this limitation, suitable metrics have been introduced to
transform violations of power systems constraints into more
interpretable and comparable forms. These metrics play a
crucial role in providing insightful information regarding
the security status of the system. Particularly, the computed
indexes are transformed into security system labels according
to heuristic rules, given specific thresholds, where the label
to estimate will be the output of a data-driven SSA problem.
In this section, the main static security indexes used in the
analyzed manuscripts are reported.

1) PERFORMANCE INDEX
The following metrics, which are all defined as Performance
Indexed (PI), analyze only a specific type of violation per
time [38]:

PIb =

Nb∑
j=1

(
1Vj

1Vmax
j

)2n

(20)

where 1Vj and 1Vmax
j are the observed and maximum

allowable voltage deviation in the j-th bus, and Nb is the
number of buses. Another metric considers voltage deviation

as: 

PIv =

∑Nb

j=1
wj

(
Vj − V sp

j

1V lim
j

)2n

V sp
j =

Vmax
j + Vmin

j

2

1V lim
j =

Vmax
j − Vmin

j

2

(21)

where wj is the bus priority index assigned to the j-th bus,
and Vmin

j and Vmax
j are the lower and upper tolerance voltage

security bounds.
Other versions of the Performance Index analyze violations

in terms of the branch current/power (line/transformer) of the
systems:

PIol =

Nl∑
i=1

(
Ii
Imaxi

)2n

(22)

PIwmw =

Nl∑
i=1

wi
2n

(
Si
Smaxi

)2n

(23)

where Ii (Si) and Imaxi (Smaxi ) are the observed and maximum
current (apparent power) flows, respectively, and Nl is the
number of branches.

Given the considered PI, the system state label is assigned
according to the following heuristic rules:

system state =


secure PI = 0
alarm state if 0 < PI ≤ 1
insecure if 1 < PI

(24)

2) STATIC SECURITY INDEX
The Static Security Index (SSI), as proposed by [39], incor-
porates the assessment of constraints violations pertaining
to line overloading and bus over/under voltages. This index
serves as a valuable measure to evaluate the static security of
a power system by considering these critical aspects:

SSI =
W1

∑
i=1 LOI

Nl
i +W2

∑Nb
j=1VDIj

Nl + Nb
(25)

where the indexes i and j refer to the i-th line/transformer
and the j-th bus, Nl and Nb, is the total number of
lines/transformers and bus, W1 and W2 are weights selected
according to the security priority of power system operator,
and LOI and VDI are the Line Overloading Index and Voltage
Deviation Index, respectively. LOI is defined as:

LOIi =


Si − Smaxi

Si
× 100 if Si > Smaxi

0 if Si
(26)

where Si is the apparent power flow through the ith
line/transformer and Smaxi is the corresponding rate value.
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On the other hand, VDI assumes the following form:

VDIj =



|Vmin
j | − |Vj|

|Vmin
j |

× 100 if |Vj| < |Vmin
j |

|Vj| − |Vmax
j |

|Vmax
j |

× 100 if |Vj| > |Vmax
j |

0 if otherwise

(27)

where Vj is the voltage in the j-th bus Vmin
j and Vmax

j are the
lower and upper voltage bound thresholds, respectively. Once
the SSI is computed, the security label of the system can be
assigned by the following ruleset:

system state =


secure if 0 < SSI ≤ 1
critically secure if 1 < SSI ≤ 5
insecure if 5 < SSI ≤ 15
highly insecure if SSI ≥ 15

(28)

Equation (25) is modified in [40] by adjusting its
denominator according to:

SSI =

(
W1

∑Nl
i=1 LOI

Nl
i +W2

∑Nb
j=1VDIj

100

)1/(2n)

(29)

where this version of SSI removes the weight selection and
masking problem [38]. In this case, the Authors defined only
two state labels according to SI = 0 (secure state) and SI > 0
(insecure state).

3) COMPOSITE SECURITY INDEX
The Composite Security Index (CSI), developed by [41],
considers violations on both lines/transformers and voltages:

CSI =

 Nb∑
j

(
duv,j
guv,j

)2n

+

Nb∑
j

(
d lv,j
glv,j

)2n

+

Nl∑
i

(
dp,i
gp,i

)2n


1
2n

(30)

where factors d take into account voltages (subscripts u and
v) and line power flow deviations (subscript p) from alarm
limits, and g are normalization factors:

duv,j =


|Vj − Fuj |

V d
j

if Vj > Fuj

0 Vj ≤ Fuj

(31)

dul,j =


|F lj−Vj|

V d
j

if Vj < Fuj

0 Vj ≥ Fuj

(32)

guv,j =
V u
j − Fuj
V d
j

(33)

glv,j =
F lj − V l

j

V d
j

(34)

where V u
j (V l

j ) are the voltage upper and lower secure limits,
whereas V u

j (V l
j ) are the upper and lower alarm limits.

Finally, the line flow limits are considered as follows:

dp,i =


|Pi| − PF,i

base MVA
if |Pi| > PF,i

0 if |Pi| < PF,i

(35)

gp,i =
PP,i − PF,i

Base MVA
(36)

where PF,i is the line power flow limit.
Once the CSI index has been calculated, the system state

label is computed according to the following rules:

system state =


secure if CSI = 0
alarm if 0 < CSI ≤ 1
Insecure if 1 < CSI

(37)

4) APPLICATION
SSA aims to verify whether power system operational
constraints are violated in the steady-state reached after a con-
tingency through post-disturbance analysis. The monitored
constraints typically comprise bus voltages (magnitudes and
phase angles) and line current flows. The system security
is assessed by linking these variables to the system state
label according to heuristic rules, in some cases related
to the values of computed severity indexes. A power flow
computation is necessary to monitor the constraints in the
presence of an outage. Security is linked to specific spatial
load and generation profiles, called operation scenarios, and
outages, respectively. The security of the system changes
with the considered outage to the same operating condition.
Iterative approaches are necessary to assess the security of the
system for a list of contingencies. However, the time required
for this process, although the advancements in computation
resources, may be comparable to the available time to make
decisions in real-time operation. For this reason, ML has
been applied to speed up the process in several manuscripts.
Table 2 and Table 3 present the main features of SSA-related
works, including details such as the type of indices used,
type of learning (classification, regression, etc.), deployed
algorithm, analyzed grids, and input data. Manuscripts
proposing clustering or classification data-driven algorithms
to address SSA are included in Table 2, whereas those
using regression-based data-driven algorithms are included in
Table 3.
The literature analysis has revealed significant similarities

between the reviewed works. Most methods address a
classification problem where the input features include the
operating conditions and the considered outage, and the
output is a binary or multiclass label that reflects the state
of the system. Interestingly, synthetic data are predominantly
used, and the direct use of real data is limited. The input data
differ slightly, with some methods considering basic features
like spatial demand and generation profiles, while others use
the pre-contingency system state. In the latter case, a power
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TABLE 2. Works addressing classification problems in SSA-related tasks.

TABLE 3. Works addressing regression problems in SSA-related tasks.

flow analysis is carried out without outages. Notably, some
methods do not include the outage as an input feature, which
is essential for assessing system security under the same pre-
contingency state. In these cases, a ML model is trained
for each unique outage, which increases computational costs
and partly offsets the benefits of data-driven approaches over
traditional Newton-Raphson methods for security assessment
in online operations. Finally, feature selection algorithms are
widely used to reduce the number of features, where the
considered algorithms are SFS, class separability index, and
heuristic rules.

B. MACHINE LEARNING FOR SPEEDING UP THE
SECURITY ASSESSMENT GIVEN A LIST OF OUTAGES
One of the first works on the deployment of machine
learning in SSA was proposed by [42]. The main aspect
of this manuscript was the deployment of a Kohonen
Self-Organizing Map (SOM), which is a neural network
specialized for unsupervised learning. Particularly, SOM
is able to arrange multi-variate data (n-d) in a lower
space (2-d) according to the data structure. The features,
in this case, are the generation and demand active and
reactive profiles (P and Q) and the considered contingency.
Once the data are arranged it is possible to identify the
reduced dimension spaces since the area corresponds to an
insecure/secure/critical state. When new inputs are available

(for example in real-time operation), the position of new input
in the map can easily return the security level of the system.

Another example of early work on the deployment
of ML-based methods for power system SA was pro-
posed by [51]. In this work, a basic neural network
was used to predict system security in terms of voltage
violations, where the input variables are the power flow
variables in the pre-contingency states and the considered
outages.

In [49], the authors proposed a data-driven SSA approach
using DTs. They trained a DT model for each credible
contingency by randomly generating spatial load profiles
from a base case. The study was conducted on the Hellenic
transmission grid, and the input features were reduced using
an expert-based approach. The input features included tap
transformer settings and the power injected by thermal power
plants covering peak loads, such as hydroelectric and diesel
plants. The output of the model is the system security label
given a specific contingency. Although this approach shows
promising results, it has limitations in handling large and
complex grids with numerous contingencies since many
models should be trained.

An RBF was proposed to detect the security of a power
system given a set of inputs in [44] and [45]. In both
cases, a system label (secure or not-secure) is assigned
by considering a set of possible contingencies given a
certain operational scenario, which is represented by active
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and reactive generation and demand profile, spatial voltage
magnitude, phase, and line current flow.

One interesting aspect of these two works is the proposal
of a statistical method based on the class separability index
to select the most informative features and discard the
irrelevant ones. However, the authors claim that the obtained
variables are linked to pre-contingency states, and the type
of contingency is not reported in the feature list. Given the
same operational scenario, the security of the system can
vary depending on the topology after a contingency. Hence,
to discriminate between pre-contingency operating scenarios
with different security labels caused by different topologies a
different neural network is considered for each contingency.
The IEEE-14, IEEE 30, and IEEE-118 (only in [45]) bus grids
were considered as test cases, where the operating conditions
are randomly generated.

The authors of [56] deploy a multilayer FNN to estimate
the severity index to assess the security of the system in
the presence of a set of credible contingencies. The aim is
to reduce the computational time linked to solving a huge
number of power flow problems given certain operating
conditions. Since the output of the problem is a numerical
index, the addressed task can be represented as a regression
problem; the estimated index is the PI. According to heuristic
rules, the estimated value of PI is converted into a system
security label. The input variables of the forecasting problems
are loading conditions and the considered N −1 contingency.
The IEEE-118 bus is considered in this study, where the
loading conditions are randomly generated by changing the
base value of a certain percentage threshold.

Specifically, this work considers a set of spatial active
and reactive injection profiles at each bus, as well as binary
variables indicating the status of the grid topology (active
and inactive branches) and the considered contingency (line
outages). By incorporating these various inputs, the proposed
methodology aims to accurately assess the security of the
transmission grid through the estimation of static security
indexes as SI and PI. Unfortunately, this approach was tested
only for small networks such as 5 and 14 bus networks, where
the operative scenario data are randomly generated from the
rate base case values.

The work presented in [60] employed a similar set of input
variables presented in [56] and applied the least absolute
shrinkage and selection operator (LASSO) to estimate the PI
index based on the pre-contingency operating state and the
specific line outage being considered. Operating scenarios
were generated by randomly varying the load conditions
between 50% and 100% of the rated value. The study was
conducted on two power systems with 118 and 300 buses,
respectively.

In [47], the authors proposed a data-driven security
analysis using the C4.5 DT and SFS to reduce the number
of input features. The C4.5 DT is a modified version of the
ID3 DT, which uses the Gain Ratio as the splitting criterion
instead of the Information Gain. Particularly, the authors of
this manuscript use the pre-contingency operating conditions

as input features and the system security label as the output.
While this work is interesting for its consideration of high
penetration of photovoltaic power capacity, it does show how
the developed methodology discriminates between the same
pre-contingency states and the security labels for different
outages, without specifying the outages as input. On the other
hand, the Authors have considered many networks for tests
(30, 50, 118, and 300 bus grids), whereas the spatial load and
PV power profiles are randomly generated from a base case.

The work proposed by [40] presents some interesting and
novel aspects compared to the majority of data-driven-based
SSA manuscripts. In particular, this manuscript proposes a
case-based reasoning approach based on the deployment of
a kNN to predict the system security label given a certain
contingency. However, the most relevant aspect is the use of
a reduced number of variables as input features. Only data
collected by PMU buses and pre-contingency power flows of
the lines connected to them are considered as input features.
Furthermore, feature selection based on class separability
measures is considered. Another innovative aspect is the
presence of several modules aimed at predicting the type of
violation, which is a missing aspect in all other analyzed
works. Several test cases, up to the Indian 246 bus network,
are considered in this work.

The work proposed by [52] is similar to other approaches
in the field. It involves the deployment of a SVM to address a
multiclass system security problem, where the input features
include the traditional pre-contingency power flow problem
and the considered outage. The authors also employ SFS to
reduce the number of input features. 30 and 118 bus networks
were considered in this study.

Deep learning algorithms have been utilized for this task to
take advantage of their ability to learn from data with spatial
structure. In particular, CNNs have been shown to be effective
in processing both the grid structure and spatially correlated
data. The authors of [53] applied CNNs to data-driven SSA,
where injected active and reactive power profiles, along with
grid structure, were used as input features. Specifically, only
the non-diagonal elements of the susceptance matrix were
considered, since the imaginary part of the mutual admittance
becomes null in case of an outage on a line or transformer,
whereas the conductance could already be zero for some
transmission lines or transformers. The proposed approach
was evaluated on several test cases, up to a 300-bus network,
achieving satisfactory accuracy.

In [46] and [54], a methodology was proposed to predict
the PI index for line congestions and voltage magnitudes
using a combination of the multi-layer perceptron and radial
basis function network. The goal was to predict these values
based on pre-contingency variables and the considered N −

1 contingency. The study was conducted on the IEEE-30 bus
system, and the spatial injected active and reactive power
profiles were randomly generated from the base case.

In [55], the authors proposed an ANN-based methodology
using saturated linear couple neurons (sl-CONE) for trans-
mission grid security assessment. One of the notable aspects
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of this work is the set of considered data used to train the
model and how the authors model the neural network to
address potential issues that may arise from the usage of
certain input data.

C. MACHINE LEARNING TO ACCELERATE THE
CONTINGENCY SCREENING PROCESS
This section contains a collection of recent works where ML
was utilized to expedite the contingency screening process.
Unlike the previous collection, where ML was applied to
return a label or severity index without solving power flow
problems, here machine learning is used for subtasks such as
estimating power flow solutions.

In [57], the authors proposed a deep CNN to speed up
the process of N − 1 contingency screening. The approach
aims to estimate the state variables that are usually computed
through a power flow problem. The main motivation for this
work is that, although a power flow problem requires only a
few seconds to be solved with current computation capacity,
the number of scenarios becomes too large in the presence
of wind power generation, hence uncertain spatial power
injection profiles.

The authors of [59] proposed a method to forecast
the security of power systems using both electrical and
meteorological data. The security state is linked to the
detection of low-security margins of each power transfer
interface, which is defined as the complement of the ratio
between the observed power flow and the total transfer
capability. A power transfer interface is defined as a portion
of an electric grid by Transmission System Operators for
dimensionality reduction. The proposed method utilizes a
deep spatial neural network to forecast security margins using
historical data. A real case study of the Guangdong power
system, consisting of 21 geographical zones, is considered in
this study.

Another interesting approach was proposed by [58], where
CNN and depth-first-search are employed for fast cascading
outage screening. CNN is deployed to speed up the optimal
power flow solution, whereas depth-first search is used to
emulate multiple outage scenarios and find that having the
highest expected cumulative security index. Particularly, for
each step of the cascading sequence, the CNN is performed
to estimate the SI at each outage stage.

V. DYNAMIC SECURITY ASSESSMENT
As explained in Section I-A, DSA examines one or
more power system stability categories in the presence
of small/large disturbances. This means that a data-driven
DSA algorithm predicts an index/performance indicator or a
security class by considering the system response to a fault
(hence after it occurs) [3].
Traditionally, DSA categories were defined as rotor angle

stability, voltage stability, and frequency stability. Further
subdivision is normally applied based on either themagnitude
of the disturbance or the time response of the disturbance.
These are visualized in Fig. 5. Moreover, the proliferation

of converter interfaced generation has recently led to the
proposal of two new categories: converter-driven stability
and resonance stability [7]. These are discussed further in
Section VI-A.

FIGURE 5. Classification of power system stability, adapted from [8].

The issue of computation time discussed in Section IV
is particularly pertinent when it comes to DSA. The
computational burden associated with solving the large
systems of ordinary differential equations used to represent
generator dynamics, uncertainty in the dynamic response of
load, and the need to include models of control systems is
not negligible, and the available response time to implement
the necessary corrective actions is limited. Accordingly, the
advantages proffered by data-driven techniques have led to
significant interest in their use in this area.

This section is structured to reflect the general maturity of
research into the use of ML for DSA. As such, this starts
from rotor angle stability, which was the focus of the first
research in this area, before proceeding through long-term
voltage stability and short-term voltage stability. With respect
to the other areas, research into frequency stability is still
developing. The decision to separate voltage into long-term
and short-term is due to the relatively even distribution of
research into these topics, while rotor angle stability tends to
focus on the system response to faults (i.e., transient stability).
Each section discusses the stability criteria assessment, input
data and feature extraction methods, and ML algorithms
applied for each class of stability.

Regarding stability indexes, this review compiles and
discusses the stability metrics as described above. More
information about stability indexes can be found in [61], [62],
and [63]. In [61], the authors explore stability indexes that can
be computed from data collected by PMUs, while [62] places
greater emphasis on voltage stability indexes. Reference [63]
extends this analysis to the most sensitive metrics to assess
voltage stability in the presence of massive PV penetration.

A. ROTOR ANGLE STABILITY (TRANSIENT STABILITY)
Rotor angle stability is the ability of synchronous machines
to keep phase synchronization during disturbances. It was
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also observed that this was commonly referred to directly as
transient stability in the reviewed manuscripts.

1) STABILITY CRITERIA
The most widely applied criterion for stability is based on
the phase angle difference between generating buses in the
system within a given observation window. The applied
difference will depend on the system, with either 180◦ [64],
[65], [66], [67], [68], [69] or 360◦ [70], [71], [72] used as the
threshold for binary classification.

Alternative scalar criteria are given considering the ratio
with respect to 360◦ [73]:

η =
360◦

− |1δ|max

360◦ + |1δ|max
(38)

or with respect to 180◦ [74]:

η =
180◦

− |1δ|max

180◦ + |1δ|max
(39)

where |1δ|max is the maximum rotor angle difference among
all generators and η > 0 is considered as stable. These are
exploited by the proposed methodologies to provide further
insight into any identified instability.

Other criteria, such as the transient security index in [75]
and wide area severity indices [66], [76], have been utilized
but are not as widely applied.

2) INPUT DATA AND FEATURE EXTRACTION
The input data utilized with the ML algorithm is relatively
diverse, but still, the majority are still readily available
from network PMU measurements. These are summarised in
Table 4. The majority of methods make a clear distinction
between generator buses and load/system buses. This is to be
expected due to the nature of the phenomena. Note that the
rotor angle, although specified explicitly by some methods,
is denoted as Vphase in Table 4 as internal values can be easily
calculated from the terminal PMU measurements [65].
Pre-processing of the input data using feature selection

(extraction) methods has been applied in several papers.
In [64], a simple approach, defined as the single ranking
method, computed the importance of each input feature by
calculating the number of correct classifications using the
variable. The variable with the highest importance score and
also those highly correlated with it were removed. Then the
variable with the second highest (and those correlated) was
removed and so on until a fixed number of features had
been selected. In [64], the number of features was set as six
as this was similar to the number of generators in the test
network. In [83], the mRMR feature selection was utilized
and identified generator electrical power output and busbar
voltages as the most important features.

Other established algorithms (i.e., those defined in Sec-
tion III-B) have also been applied. In [75], SFS was applied
and obtained a dimensionality reduction of almost 4% for
the IEEE 118-bus network and 18% for the IEEE NE
39-bus network. ReliefF was used in a semi-supervised

learning framework in [80] to identify the 50 top-ranked
features (of which 30 were randomly selected for model
training). Reference [81] combined PCA and ReliefF
for feature selection in an approach developed to address
the problem of analyzing a large number of potential
faults.

In [67], a novel feature selection method based on
neighborhood rough set theory was used to characterize
the separability and impact of 32 different input features,
achieving classification accuracy of over 95% with a
reduction rate of up to 80 %. Reference [68], introduced a
near real time stage in the traditional offline-online two-stage
workflow. This additional stage incorporated knowledge of
the system to learn the causal structure between features
in order to identify highly relevant features and update the
model for the given operating conditions. This was compared
against an exhaustive list of techniques comprised of filter
techniques, i.e., mRMR, Correlation-based Feature Selection
(CFS) and Joint Mutual Information (JMI), an embedded
method, i.e., SVM Recursive Feature Elimination (RFE),
and the SFS wrapper method. It was found that the best
existing method was SFS, however, the proposed method
reduced computation time by up to 75 %. Close to real-time
applications can help to reduce the uncertainty in the network
topology and operating conditions.

However, several recent works in this area are based on
deep learning algorithms which are more adept at learning
multiple dependencies in the input data and explicit feature
reduction stages are not required.

3) ML ALGORITHMS
Some of the first work in this area, presented in the 1970s, was
discussed referring to pattern recognition. One such example
was presented in [64], in which simple linear and quadratic
functions (and combinations of these) were successfully
applied to classify power system disturbances into two classes
(stable or unstable). More sophisticated ML methods were
subsequently employed, with early examples of ANNs and
DTs reported in [84] and [70], respectively. Reference [70]
was also the first work to report the successful application to
a ‘‘non-trivial’’ case, i.e., the IEEE New England 39-bus test
system.

Since then, there has been a wealth of different meth-
ods applied in this area to improve particular aspects of
the assessment process. For example, in [65] a fuzzy
hyper-rectangular composite neural network (FHRCNN) was
introduced with improved performance compared with exist-
ing FFNN approaches, an ensemble DT was implemented for
the large-scale 783-bus Hydro Quebec grid planning model,
while improved interpretability of the decision was explored
using a multi-class SVM (which characterized four states)
in [39]. Naturally, these trends are still the subject of ongoing
research in this area.

Reference [77] considered the problem of generalization
for different power system configurations using a CNN to
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TABLE 4. Rotor angle stability (transient stability) assessment input data and machine learning (ML) algorithms.

extract features to supply a twin SVM classifier. Indeed,
due to the properties discussed in Section III-E5, CNNs are
a common choice for DSA. In [78], a heatmap image was
used to represent the measured system variables as an input
to a CNN classifier. This work was also able to identify
critical generators in the system to help the system operator’s
decision-making.

Large batch contingencies for day-ahead dispatch were
the subject of research in [79]. The approach used cascaded
CNNs to capture data from different lengths of time
series data. Notably, this was applied to the 2,383-bus
Polish power system. The analysis and handling of time
series in DSA applications is increasingly investigated in
recent publications. One such method, which combined
a graph convolutional network (GCN), to handle spatial
characteristics, and a long short-term memory (LSTM) unit,
to handle temporal features, to form a graph convolutional
network (RGCN), was proposed in [74]. Additionally, the
assessment was treated as a multi-task learning problem
which produced both the stability classification and identified
critical generators.

While these approaches have proven successful, the devel-
opment of deep learning techniques is opening further pos-
sible applications. Due to their nature, these solve problems
that straddle input data, feature selection, and classification.
Reference [80] presents one of the first semi-supervised
learning methods, with the objective of reducing the need
to generate a large number of data samples to update and
retrain models. This approach used labeled and unlabelled
training data and a data editing technique called depuration
which updates/removes erroneously labeled samples using
the kNN algorithm. This was combined with an Extreme
Learning Machine (ELM) as the classifier engine. However,
although powerful, deep learning algorithms are inherently
complex, and the need to deliver interpretable decisions is
acknowledged in [71]. In the presented approach, a local

linear interpretation is applied to identify the importance of
input features if the system is unstable.

The problem of missing input data was addressed using
a generative adversarial network in [85]. Following this,
an ensemble learning model was implemented using ELM
and random vector functional link networks (RVFL). The
same ML models (ELM and RVFL) were combined in [81]
to address the problem of the large number of potential faults
using a transfer learning-based method. Another transfer
learning framework was proposed in [73] using CNN as
the classifier. A further extension is considered in [72]
which developed a multi-label learning method to simul-
taneously address different multiple faults by one model.
New/unlearned faults were learned by label correlation.

Recent research in this area has also sought to combine
the assessment of rotor and short-term voltage stability, using
either ensemble RF DTs [69] or graph attention networks
(GAN) [82]. This has interesting real-world applications as,
depending on the characteristics of the system and fault, it can
be difficult to distinguish between dominant stability modes
in certain cases.

The ML algorithms used for rotor angle stability assess-
ment are included in Table 4. A comparison with ML
algorithms used for other types of DSA is included Table 8.

B. LONG-TERM VOLTAGE STABILITY
Long-term voltage stability (LTVS) is dictated by equipment
with slow response times, such as thermostatic loads, or net-
work control devices, such as tap-changing transformers.
Based on the response times of such equipment, and the
subsequent perturbation of the system operating point, the
analysis interval can be up to tens of minutes.

1) STABILITY CRITERIA
Early work in [86] utilized the energy method, which is
closed form vector integration of the real and reactive
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power mismatch equations between a stable and unstable
operating point, to provide a quantitative measure of system
vulnerability to voltage instability. A minimum energy
margin is used to label the states.

More generally, LTVS ismeasured by the distance between
the operating point (OP) and the voltage collapse point
(VCP). This is typically illustrated using the P-V curve, which
is calculated using the continuation power method. When the
OPmoves to a point below the VCP, voltage collapse is likely
to occur and is quantified by the voltage stability margin
(VSM):

VSM =
Pmax − Pop

Pmax
(40)

where Pmax is the maximum deliverable power, and Pop is the
load demand at the current OP.

This scalar value can be used directly to estimate voltage
stability margins, i.e., as regression problems in, e.g., [87],
[88], [89], [90], [91], [92], [93], and [94], or be converted
to class labels. Class labels have been defined with respect
to the percentiles [95], three-class labels using quartiles [96],
or binary classification using a predefined voltage stability
criterion [97] (e.g., using WECC criteria: 7% for normal
conditions, 5% for contingency [98]). Additional voltage
stability indices are compared in [99]. However, their use is
not widespread.

2) INPUT DATA AND FEATURE EXTRACTION
The vast majority of data utilized in LTVS assessment is
readily available from PMUs (assuming they are present in
the system) and associated with busbar quantities. A small
number of algorithms also consider branch quantities in the
assessment procedure. The identified input data utilized in the
reviewed manuscripts is summarised in Table 5.
Several different feature selection procedures for LTVS

have been considered. Early work in this area in [86]
considered a ‘‘sensitivity analysis’’ using the inversion of the
Jacobian matrices of the power flow equations to identify
important input features. Clearly, this requires considerable
knowledge of the system and is subject to obvious limitations
in terms of computation and uncertainty. Since this initial
exploration, the most often applied techniques found in the
literature are PCA and a heuristic approach.

In [97] eight different groups of input features were
evaluated and it was found that current magnitude and fault
location were the two most important features. Four different
feature sets were compared in [97] and it was found that
voltage magnitudes and angles are the most appropriate
features; this has physical meaning as phase angle is a good
predictor of power flow and voltage is a good predictor
of proximity to voltage collapse. A similar conclusion was
reached in [88].

PCA was used in [87] and reduced the number of input
features from 241 to 97 for the IEEE 118-bus network.
PCA was also used in [93] and [100], however, the
performance was not explicitly stated. In [89], PCA was used

in combination with a multi-resolution wavelet method for
feature selection, which could be applied to voltage profile
(i.e., time series) data.

3) ML ALGORITHMS
An early application of ML methods to LTVS assessment
was presented in [86]. This work applied a DNN to map
the system operating condition to the VSM using the energy
method to determine stable equilibrium points and unstable
equilibrium points. AnANN (feedforward, back propagation)
was also utilized in [87]. Interestingly this paper tried,
unsuccessfully, to train the DNN to adapt to the network
configuration.

However, this problem was addressed in [95], which
proposed a transfer learning method to account for variations
in time and network conditions. The classification was
performed using a DNN model which was shown to function
well with a limited number of labeled samples.

As can be expected when using data-driven methods
for online applications, there has been significant attention
devoted to the model training and the model training time.
Reference [97] tackled the issue of training by periodically
updating a DTmodel on an hourly basis. The implementation
of a more sophisticated framework using an ensemble of
ELMs to reduce model training time was proposed in [90].
An alternative idea was presented in [91], which developed
a genetic algorithm optimization method to find the optimal
parameters of the SVM, thus minimizing training time.

Model training was also the focus of [96], which applied
pool-based active learning to select the most representative
operating points to be added to a continuously updated
training set. A number of ML algorithms (ANN, SVM, and
RF) were compared for the three-state classifier, with RF
found to be the most accurate on average. Interestingly,
a similar conclusion was proffered in [99], although it
should be clearly stated that the performance of any model
depends on a multitude of factors, covering the training,
implementation, and testing phases. However, RFs were also
shown to perform well for LTVS assessment in [98], which
proposed an enhanced RF approach with online bagging
to create an online learning framework to minimize offline
training time.

Another important aspect relating to the input data was
presented in [94], which combined a Kernel ELM with a
Mean-variance Mapping Optimization algorithm, to address
the problem of noise in the input data. This was demonstrated
in a case study assuming noise with a zero-mean normal
distribution superimposed on the ideal voltage data (i.e.,
additive white Gaussian noise) to replicate possible issues in
real-world data capture systems (e.g., PMUs). The optimal
location of PMUs for LTVS assessment was addressed in [88]
by combining an SFS feature selection method and an ANN
classifier to determine the optimal input feature set consisting
of phasor voltage data. The optimal feature set is then
interpreted as the optimal location of PMUs.
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TABLE 5. Long-term voltage stability assessment input data and machine learning (ML) algorithms.

In [92], CNN was to classify the LTVS problem into i
states, whilst also outputting the probability of each state. The
probability of each state was also considered in the three-state
classification in [96]. Such probabilistic approaches can
support confidence in the decision-making process. An alter-
native approach, using amulti-linear regressionmodel, which
outputs both the VSM and its associated confidence interval
was presented in [93].

Finally, a method with interesting real-world application
was proposed in [100]. Using an ANN (feedforward, back-
propagation), the power system voltage stability conditions
were mapped to control actions (for load tap changers,
capacitor banks, and load shedding) to remedy any stability
issues. In this case, the output it not the stability margin of the
system but a priority list of control actions.

TheML algorithms used for LTVS assessment are included
in Table 5. A comparison with ML algorithms used for other
types of DSA is included Table 8.

C. SHORT-TERM VOLTAGE STABILITY
Short-term voltage stability (STVS) is driven by the response
of power system components that exhibit fast dynamics. This
covers traditional components such as induction motors, but
alsomodern power electronic interfaced loads and generators,
as well as High-Voltage Direct Current (HVDC) links. The
first few seconds of the power system response are used to
define the STVS, and dynamic models with a high level of
detail are required. Accordingly, it is not feasible to assess
online using traditionaly approaches. A broad review of
the subject, also covering conventional assessment methods,
is available in [101].

1) STABILITY CRITERIA
Unlike rotor (transient) stability and LTVS, many different
approaches are presented in the literature for the assessment
of STVS.

They can generally be defined by magnitude and duration,
using the logic that a system is classified as unstable if the

magnitude of any bus voltage exceeds a threshold value for
a certain amount of time [102], [103], [104], [105], [106],
[107].

In [108], the maximal Lyapunov exponent (MLE) was
used. The MLE originates from the ergodic theory and can
be evaluated using the following equations:

|1V (t)| = eλt |1V0| (41)

where 1V0 is the initial voltage deviation, 1V (t) is
time-dependent deviation of the voltage trajectories and λ is
the Lyapunov exponent given as:

λ =
1
k1t

ln
(∣∣∣∣V ′((n0 + k)δT ))

V ′(n01t)

∣∣∣∣) (42)

where k is the size of the data window, 1t is the sampling
interval, n0 is the first data point index, and V ′ is the time
derivative of the voltage at the specific data point

If the Lyapunov exponent is positive at any bus, the system
is classified as unstable.

The Transient Voltage Severity Index was used in [109]:

TVSI =

∑N
i=1

∑T
t=Tc TVDIi, t

N × (T − Tc)
(43)

where N is the total number of buses in the system, T is the
considered transient time frame, Tc is the fault clearing time,
and TVDI is the transient voltage deviation index, calculated
by:

TVDIi,t =

{
|
Vi,t−Vi,0
Vi,0

|, if |
|Vi,t−Vi,0

Vi,0
| ≥ µ

0, otherwise
(44)

where Vi,t denotes the voltage magnitude of bus i at time
t , and µ is the threshold to define unacceptable voltage
deviation level, which can be set according to the industrial
criteria, e.g., 20 %. As such, TVSI is a regression index.

Reference [110] proposed a new index called the root-
mean-squared voltage-dip severity index (RVSI), specifically
to evaluate fault-induced delayed voltage recovery severity,
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in which some bus voltages undergo a slow recovery that may
trigger undervoltage load shedding protection.

RVSI =

√∑Nb
i=1 VSI

2
i

Nb
(45)

where Nb is the number of buses in the system, and VSI is
the voltage-dip severity index which quantifies the voltage
recovery. VSI is calculated as:

VSIi =

∫ T

t0
Di,tdt (46)

where:

Di,t =

{
|
Vi,0−Vi,t
Vi,0

|, if Vi,t ≤ µVi,0
0, otherwise

(47)

t0 is the time when the fault is cleared, T is the analysis
window, Vi,t denotes the voltage magnitude of bus i at time
t , and Vi,0 is the prefault voltage magnitude of bus i; and µ is
a threshold to define critical voltage-dip magnitude. A value
of 90% is used in [110].

2) INPUT DATA AND FEATURE EXTRACTION
In the case of STVS assessment, all of the information utilized
is readily available from PMUs (assuming they are present in
the system) and associated with busbar quantities. These are
summarised in Table 6.

In addition to established feature selection methods, e.g.,
Relief in [109] and Relief-F in [110], several interesting
methods have been developed with respect to the particular
characteristics of STVS problems. The time series nature
of the voltage response was treated using Time Series
Shapelet Classification (TSCC) to extract features from
time series data in [102] and [111]. It was argued that
this approach provides more interpretable results than other
feature selection methods.

An alternative method for feature selection of time series
was proposed in [112], which implemented a Symbolic
Aggregate approXimation method to transform long time
series data into symbolic words as a wordbook. This is
more compact and efficient to handle than raw time series
data. Similarly, in [108], a symbolic discretization technique
was used to transform time series data into symbols to
allow for the representation of their temporal relationships in
multivariate analysis.

Temporal features were combined with spatial features by
combining geospatial information, electrical distances, and
time series data with the spatial voltage interpolation method
in [114]. Critical features were then extracted from these time
series sequences by TSSC.

3) ML ALGORITHMS
Some early work in this area treated STVS assessment as both
a classification and a regression problem using a hierarchical
system [109]. The hierarchical system was based on Neural
Networks with Random Weights with ensemble learning.

In the first instance, the STVS assessment is considered a
classification task. If the system is deemed stable then the
assessment is considered a regression task in the second
instance, with the objective of assessing the severity of the
dynamic voltage deviation using (43) and (44).

Hierarchical approaches were also presented in [108]
and [110], which both considered the classification of the
fast voltage collapse but also fault-induced delayed voltage
recovery events. In [108], a multi-level (four-state) RF-
based classifier was developed, while the framework in [108]
consisted of an ensemble of ELMs.

The use of DTs for this task is evident in [102] and
[111]. It should be noted that both papers are more focused
on the application of the TSSC feature extraction method,
and it is acknowledged that other classifiers could have
been employed. However, DTs were selected over ANN
and SVM as they were deemed easier to interpret. The
extension provided in [111] is the detailed consideration
of the imbalance learning (class skewness) problem in
the context of short-term voltage stability assessment.
To this end, a forecasting-based nonlinear synthetic minority
oversampling technique was employed in conjunction with
cost-sensitive learning to weight the scarce unstable samples.
This approach is able to produce new synthetic samples by
interpolating between existing samples. Another application
of DTs is found in [112] by the same authors, this time
using DTs as the classifier in combination with the Symbolic
Aggregate approXimation feature selection method.

An interesting application was presented in [103], based
on the least squares SVM classifier. However, this technique
requires detailed knowledge of load response, i.e., the load
composition. For a practical system, the load composition is
complex and exhibits spatial and temporal variations, and it
may be difficult to obtain accurate information on composite
load dynamic models.

The issue of temporal variations was considered in [104],
which developed a temporal-adaptive decision-making
scheme in which the post-fault response was divided into
a number of discrete cycles of varying lengths. The logic
behind this approach is to allow the classification assessment
decision to be returned as soon as possible, i.e., as a trade-
off between cycle length and classification accuracy. This
utilized an ensemble of ELM and RVFL to create a so-called
hybrid randomized ensemble model.

LSTM models have also been applied for STVS
assessment. Reference [106] combined a semi-supervised
constraint-partitioning k-means clustering algorithm to
classify the system as stable or unstable with a LSTM model
to learn the time dependencies between the input and output
data.

LSTM models have also been adapted to learn
spatial-temporal dependencies in STVS data. In [107],
spatial dependencies were incorporated by formulating the
inputs to the LSTM as spatial attenuation factors. The
scalar output was then converted into a binary classification
label. In [115], a LSTM model was combined with a

130662 VOLUME 11, 2023



F. De Caro et al.: Review of Data-Driven Techniques for On-Line Static and DSA

TABLE 6. Short-term voltage stability assessment input data and machine learning (ML) algorithms.

GCN to consider both spatial and temporal dependency in
the system response. While, in [105], a GCN model was
developed to handle both time and spatial dependencies
by adopting the one-dimensional convolutional layer to
enable the extraction of spatiotemporal features from the
hidden states. This method also provides information on the
influence of individual buses on the system response.

Finally, the issue of missing data was addressed in [113] by
grouping system buses to maintain grid observability using
a structure-adaptive ensemble learning model. The ensemble
consisted of a set RVFLs, while the system bus clustering
algorithm was originally presented in previous work by
the authors in [116]. Using the IEEE New England 39-bus
network the accuracy was shown to be greater than 90% even
with 90% missing data.

The ML algorithms used for STVS assessment are
included in Table 6. A comparison with ML algorithms used
for other types of DSA is included Table 8.

D. FREQUENCY STABILITY
Frequency stability is the ability of the system to keep a
steady frequency during disturbances, where the imbalance
between mechanical (which drives the generated electrical
power) and electromechanical (driven by the requested
electrical power) torque lead to acceleration/deceleration of
synchronous generators in the presence of positive/negative
imbalance. Since the frequency value is severely restricted,
excessive oscillations can trip frequency relays leading to
loads and inverter-based power generation disconnection.

1) STABILITY CRITERIA
Different assessment approaches and metrics to quantify
frequency stability have been considered in ML techniques.
A common and computationally efficient approach to fre-
quency stability assessment is to compare the frequency value
using the frequency nadir, i.e., against a minimum threshold
value [117], [118]. An upper-frequency limit can naturally
also be considered as an important indicator of stability [119].
However, it is also possible to consider the rate of change

of frequency (RoCoF), i.e., the time derivative of the power

system frequency (df/dt), often in combination with the
frequency minimum/maximum values [119], [120], [121],
[122].

Further metrics can be included in the analysis, for
example, also considering the mean square deviation (from
nominal frequency) and integral alongside the nadir and
RoCoF [123].
The frequency stability margin (FSM) presented in [124]

also introduces the concept of time spent below the nadir
value:

FSM = (Fmin,i − Fcr,i − k · Tcr,i) × 100%, ∈ [−100, 100]

(48)

where Fmin,i is the minimum frequency, Fcr,i is the critical
frequency, and Tcr,i is the time that the frequency is below
the critical frequency of the bus i during the transient period.
k is a user-definable factor. When FSM is greater than zero,
the system is stable.

Some early work in this area [125] utilized the generation
deficiency and frequency decline (GD/FD) ratio:

GD
FD

=

∂P
Psys

∂f
≈

1P
Psys

1f

(
1
Hz

)
(49)

where 1P is the amount of power lost (MW) and 1f is the
initial decline of frequency (Hz).

2) INPUT DATA AND FEATURE EXTRACTION
The type and number of input data used for data-driven
frequency stability assessment can vary considerably from
one approach to another. A summary of the input data used is
provided in Table 7.

The relative infancy of this research area is evident
when compared with the more homogeneous data utilized
in other types of DSA. This also reflects the need to
better understand this complex system response to lead
to better feature selection. Several of the required data
are not trivial to ascertain and/or calculate, e.g., load
damping coefficients and generator governor response times.
One approach also considers the output of a continuously
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calculated model-driven system frequency response (SFR)
value as input to the prediction [126]. Furthermore, the
output of specific generation types and/or reserve capacity is
often requested, suggesting that the trained models are very
sensitive to the specific network configuration and operating
conditions.

Unlike the other types of DSA, the feature selection
algorithms discussed in Section III-B have not been
widely considered in frequency stability assessment methods.
Rather, feature selection is directly handled using deep
learning ML algorithms.

3) ML ALGORITHMS
Early work in this area was based on regression trees and
focused on the system frequency response to a specific event,
i.e.a generator outage [125]. The GD/FD (49) was used and
returned an error of 8-9% when applied to events simulated
using the Taipower system. In the same year, frequency nadir
and RoCoF were combined in a DT binary classification
problem in [122].

Early examples of FNN approaches for frequency stability
assessment can be found in [120] and [124]. In [124],
an extreme learningmachine-based predictor for the real-time
frequency stability assessment based on the FSM (48) was
developed. The frequency stability of isolated island power
systems with significant amounts of renewable generation
was the subject addressed in [120]. This two-stage approach
based on FNN and backpropagation algorithm considered
the frequency nadir as the first indicator of frequency
stability, with the RoCoF evaluated when the frequency
nadir falls a defined threshold value. An additional feature
of the developed approach was the output of the optimal
load-shedding response to maintain stability.

Another work that also considers subsequent control
actions to alleviate any forecast stability issues is found
in [127]. In this hybrid approach, the SFR is determined by
a model-driven methodology and then ELM is used to fit
and correct errors in the model-driven analysis for frequency
prediction and control.

ELM models were also applied in the learning method-
ology proposed in [121], which combined DNNs and a
stacked ELM for fast online transient frequency stability
assessment. The DNN was used to obtain the network
parameters using input-output feature data, while the stacked
ELM was used to further reduce the prediction error. Several
metrics can be simultaneously predicted by the developed
methodology, including the maximum RoCoF, frequency
nadir, time to reach frequency nadir and quasi-steady-state
frequency deviation.

As is the case with other types of DSA, the incorporation of
time series features has also been shown to be important for
frequency stability assessment. As such, this topic has been
addressed by methodologies proposed in recent research.
Reference [128] used an LSTM model to predict the time
series frequency response using historical grid data of

disturbances recorded over a three-year period. However, data
of the type of disturbances analyzed was not discussed in
detail in the paper. Reference [126] also used an LSTM
model, here in combination with a physical-based model
of the system frequency response, to predict the system
state. An alternative approach was developed in [117], which
considered the impact of uncertainty in wind generation on
frequency stability using a physics-guided gated recurrent
unit (PG-GRU) neural network as the foundation of the
frequency stability assessment. The PG-GRU was able to
handle time series data and performs well even when the
training set is small.

Time-spatial dependencies were the subject of [118]. This
work proposed a deep learning model combining CNN
and LSTM models to account for the spatial and temporal
dependencies in power system operation. A transfer learning
process was also implemented to overcome the challenge
of insufficient data and changes in power system operation
conditions. Furthermore, an optimal load-shedding strategy
was implemented to avoid frequency collapse if necessary.

An interesting, and important, case study considering an
interconnected AC-DC was presented in [119]. The online
frequency security assessment was built on the Deep Belief
Network (DBN) method and applied to a large power
grid model comprised of northern and central China. The
performance of data-driven DSA in assessing such systems
will become increasingly important in future power systems.

Although not directly related to frequency stability in
response to a disturbance, [123] is an interesting work. It was
devoted to the interpretability of machine learning model
outputs using SHapley Additive exPlanation (SHAP) values
to analyze the impact of system conditions on frequency
stability. Shapely values represent the effect of individual
features on model outputs and were applied to analyze the
impact of generator ramping conditions on the maximum
frequency deviation, rate of change of frequency,mean square
deviation, and the integral of the frequency of three European
synchronous areas (Continental Europe, Great Britain, and
the Nordic area).

TheML algorithms used for frequency stability assessment
are included in Table 7. A comparison with ML algorithms
used for other types of DSA is included Table 8.

VI. RESEARCH GAPS AND MOST PROMISING RESEARCH
TRENDS
A. NEW FORMS OF STABILITY
As shown in Fig. 5, it has recently been proposed to extend
the classification of DSA to include converter-driven stability
and resonance stability to account for the growing penetration
of converter interfaced equipment, particularly generation,
and their impact on power dynamics [7].

The response of inverter based resources (IBR) to small
and large disturbances is determined by the specific control
algorithms utilized within the converter. However, it can
be expected that the response is sufficiently different
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TABLE 7. Frequency stability assessment input data and machine learning (ML) algorithms.

TABLE 8. Machine learning (ML) algorithms applied to different areas of dynamic stability assessment.

from the response of traditional synchronous generators to
warrant particular consideration in DSA in the future. This
phenomenon is defined as converter-driven stability. This
is divided into fast and slow interactions to account for the
different response times of the different control circuits/loops
present in individual equipment. It has been reported
that these will interact with the system and neighboring
equipment resulting in oscillations in the kHz range [129].
Resonance stability is the term applied to all cover all

sub-synchronous resonances. This can occur between the
series compensation present in the system and either the
electrical impedance of the generator or the mechanical
torsional frequencies of the turbine-generator shaft (defined
as electromechanical resonance stability). Clearly, the impact
of electromechanical oscillations is manifest as a threat to
mechanical structure integrity, while electrical oscillations
could lead to large currents and voltages (which may damage
equipment) or changes in electrical torque. Further details

of the phenomena and its impact can be found in the
recent review [130], with a review of specific wind turbine
considerations available in [131].
These phenomena are typically faster than traditional

power system dynamics, with inverter-based control oper-
ating in the microsecond region. Furthermore, these cover
a wide range of response times, covering ‘‘wave’’, ‘‘elec-
tromagnetic’’ and ‘‘electromechanical’’ phenomena at times
scales from 10−7 to 101 s. Therefore, to include these
emerging aspects in online SA, ML models will require
very short computation times, also accounting for the data
transfer speed from measurement devices. An interesting
aspect to address is the possible need of assessing multiple
time scales to determine the stability status of the system.
However, before arriving at this point, a better understanding
of the phenomena is required in order to develop sufficiently
accurate models, and thus generate suitable training data.
A particularly important point will be in the development

VOLUME 11, 2023 130665



F. De Caro et al.: Review of Data-Driven Techniques for On-Line Static and DSA

of classification or regression-based indices, as these issues
can be particularly sensitive to local network conditions.
The application of digital twin models may be useful for
supporting both online analysis and also in the generation
of training data [132]. Quantum computing technology,
discussed further in Section VI-H, is another emerging area
that may support these aspects.

B. NETWORK CONFIGURATION
Network configuration plays an important role as system
operators seek to incorporate increasing numbers of low-
carbon technologies, whilst simultaneously maximizing the
utilization of existing assets. Data-driven models are inher-
ently trained for a given topology but it is important to
consider their applicability when applied to topology changes
that can occur during fault conditions.

Considering multiple topology variations and developing
a model for each scenario is one option. However, this is
likely to result in a combinatorial explosion as the number of
scenarios increases, especially when considering the impact
of embedded distributed resources on transmission systems.
A more attractive, and methodologically robust, approach
would be to apply transfer learning techniques, e.g., [73],
[81], [95], and [118].

In the case of considering the dynamic response of
distribution networks on transmission system stability, the
distribution network becomes an Active Distribution Net-
work Cell (ADNC) [133] or aggregated dynamic equivalent
model, in which the aggregated response is modeled as a
single component (discussed further in Section VI-C).

Another important aspect of network configuration is
the operation of microgrids. Microgrids can operate in
grid-connected and/or islanded mode and can be formed
at either low or medium voltage levels [134]. As they
are characterized by smaller groups of generation and
load, the dynamic characteristics are considerably differ-
ent from larger, interconnected systems, and exhibit high
uncertainty [135]. Furthermore, the transition from grid-to-
islanded operation and islanded-to-grid operation may result
in some controllers changing from voltage control to current
control mode [136] (i.e., grid-forming to grid-following in
the context of IBR [137]). Stability issues associated with
converter controllers, e.g., as discussed in Section VI-A,
may be of increasing interest in the SA of such systems.
A comprehensive review of microgrid stability issues is
available in [138] while grid-forming and grid-following
stability aspects are addressed in detail in [139].

C. COMPONENT MODELS
Naturally, the overwhelming majority of data utilized in
the training of ML models for power system SA comes
from simulations. To account for the ongoing massive
integration of converter interfaced generation (and equipment
in general), accurate models of these components, and their

interaction with the system and neighboring equipment are
vital.

The models used to represent such equipment in stability
analysis were traditionally based on either detailed switching
models (i.e., time domain circuit models, equivalent or
otherwise), state-space equation analysis, or impedance-
based model techniques [140]. However, machine learning
models can themselves be trained to model the dynamic
response of the system or system components, with early
work in this area demonstrating the use of ANN to develop
dynamic load models [141], [142], [143]. Such applications
appear to have value to reduce the model complexity and
simulation time of individual components, and the overall
system.

Although a recent review of HVDC modeling for power
system stability assessment [144] made no mention of
ML model applications, one example has recently been
presented in [145]. Furthermore, the use of data-driven
modeling techniques and machine learning methods for the
development of dynamic models of microgrids is advocated
in [146]. ApplyingMLmethods tomodel ADNChas received
considerable attention: [147] used an unsupervised learning
method for feature selection, [148] used ANN to estimate
the parameters of a generic measurement-based equivalent
model (interestingly, grid state parameters, i.e., load and
generation mix, form part of the model development, and,
hence, implementation), while [149] developed an LSTM
RNN to directly model, i.e. a black box model of the ADNC.

D. INPUT FEATURES FOR GRIDS WITH HIGH
PENETRATION OF RENEWABLE ENERGY
A high penetration of renewable energy can compromise
system reliability. For example, under favorable weather
conditions, installed wind and PV photovoltaic or wind
power generator systems can cause overgeneration, leading
to power curtailment to prevent the violation of transmission
line thermal limits [150]. Overgeneration side-effects are
exacerbated by the presence of low-meshed grids, where
the contingency of one line can overload neighboring lines,
risking the intervention of protection systems and potentially
causing large cascading events that compromise system
operation, leading to blackouts [151]. A significant portion
of low-inertia renewable power plants can also compromise
system stability, violating dynamic security requirements.
Therefore, accurately assessing system security in the
presence of high shares of renewable energies is crucial.
However, few studies address the challenges posed by a
large share of renewable power generators. Some examples
include [152], which attempts to generate and cluster a
high number of scenarios rapidly due to the variability
of non-programmable renewable power profiles for DSA,
and [117], which incorporates wind power data to consider
wind power uncertainty in frequency stability assessment.
Time-series analysis is essential for understanding the tem-
poral variation of wind power generation over multiple time
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scales to analyze system stability, as demonstrated by [153]
in proposing a fast-scanning method for the current stability
analysis of the system. However, the use of weather data in
data-driven SSA/DSA tasks is still rare. For instance, [59]
proposed considering weather prediction to assess security
margins. The underutilization of these features is due to the
definition of power system security, which depends on the
operating state, given contingencies, and generator types,
rather than weather variables. Nevertheless, weather-related
variables could play a crucial role in selecting themost critical
contingencies or deploying severe event forecasters.

E. THE ROLE OF SPATIO-TEMPORAL FEATURES IN
DATA-DRIVEN-BASED SSA/DSA METHODS
The advances in ML, particularly in its ability to effectively
interpret spatio-temporal dependencies between variables,
have garnered significant attention from researchers in
enhancing data-driven SSA/DSA tools. However, it is
important to note that spatial features are typically already
considered as input data. These spatial features include power
generation and demand, voltage phase andmagnitude, as well
as line power flow profiles, all of which inherently provide
spatial information.

In data-driven-based SSA, there is a growing trend toward
deploying algorithms that are better equipped to capture
spatial information, such as CNN. However, the utilization of
temporal features is still relatively rare. An exception is the
work presented in [59], where past system states and weather
data were employed to forecast the future secure/insecure
state of power system areas.

Spatio-temporal features hold significant promise, yet only
a handful of SSA works have explored this aspect. One
example is the modeling of spatio-temporal dependencies
between wind power and load, which uses copulas to
probabilistically assess the overloading of transmission lines,
as proposed by [154].
On the other hand, in DSA, temporal relationships come

into play when dealing with time series data. For instance,
works like [103], [106], and [107] focus on STVS assess-
ment. References [103] and [106] employ LSTM networks,
specifically designed to capture temporal dependencies in
time series data, whereas another approach is presented
in [107], which uses a Recurrent Neural Network (RNN) to
process both static network information and dynamic system
responses.

Innovative research, exemplified by [155], introduces
DeepONet-grid-UQ, an advanced neural network, which
predicts post-fault trajectories of a system in the presence of a
fault by taking on-fault trajectories collected by sensor units
distributed across the grids as input data.

F. IMPACT OF STABILITY CRITERIA ON THE
PERFORMANCE OF DATA-DRIVEN-BASED SSA/DSA
METHODS
This section summarizes the impact of stability criteria on
the accuracy of data-driven SA. It is essential to emphasize

that stability criteria, in any form they are presented, are
established independently of the type of ML workflow.

Particularly, as discussed in Section III, any ML algorithm
learns from an input-output map, where the output is
represented by a status or an index score. Hence, the potential
impact on accuracy and reliability depends on the type
of problem being addressed, whether it is classification or
regression.

Specifically, if the stability criteria are challenging to
violate, there will be few instances where the algorithm can
learn an insecure state within the training set. This situation
is well-documented in the literature as classification in the
presence of imbalanced data sets [152].

Other challenges arise from the data splitting performed
by several classification algorithms to partition input data
based on labels. Nonlinear relationships are more challenging
to learn and may require precise feature transformations
using techniques such as kernel tricks or tools like PCA
or independent component analysis [4]. Recently, more
advanced feature selection methods have been proposed to
enhance the effectiveness of selecting features in the presence
of highly imbalanced datasets [156].

Similarly, a low number of samples falling within a certain
index score range can result in reduced prediction accuracy
when tackling regression problems.

G. EMERGING APPLICATIONS
SA primarily functions as a tool aimed at scrutinizing
system behavior in response to contingencies, often at the
transmission grid level. In essence, it delves into the potential
outcomes when one or more elements are removed from the
system, regardless of the cause. Considering a large list of
contingencies, especially for DSA may lead to costly and
timely analyses. Data-driven methods can reduce the high
costs and time of conventional techniques.

Further application of ability of data-driven models to
select the most credible contingencies [157] should be
encouraged. Also, risk-based SA can lead to forecasting
of potential outages [158]. Clearly, in such cases, the
forecasting horizon must align with the scheduling timing
of the SA process. Contingency forecasting could be
strategic to anticipate critical conditions in power systems
increasing system security, some examples are wind power
ramps classification/forecasting [159] and voltage excursion
prediction [160]

Furthermore, data-driven methods in power systems could
be related to distribution systems, such as fault prediction
and location, grid topology reconstruction, and other tasks
where available data are unknown or scarce [161]. Several
factors contribute to this scarcity, ranging from uncertainties
associated with demand and distributed/embedded energy
resource profiles to the sparse or entirely absent presence
of measurement sensors. Nevertheless, the advent of Smart
Grid technologies holds the potential to empower Distri-
bution System Operators, enabling them to conduct these
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analyses at the distribution level. Some works such as [162]
and [163] extended the SSA and the transmission congestion
management to the distribution grids, respectively.

Finally, emerging algorithms such as multi-label clas-
sification algorithms [164] could be employed when, for
example, labelling multiple instability occurrences, for the
given scenarios. Federated learning, which trains a number
of local models using local (i.e., not shared) datasets and then
shares the local model parameters to create a global model,
has particular advantages when considering data privacy and
robustness in the presence of the growing number of cyber
threats; further investigation into using this approach for SA
is recommended. In general, system vulnerability analysis,
although beyond the scope of this article, will form an
increasingly important part of SA in order to identify security
weaknesses before they can be exploited and ensure that
the system continues to operate in the face of a range of
conditions, including malicious attacks.

H. QUANTUM COMPUTING APPLIED TO SSA/DSA
Quantum Computing (QC) is a novel computational
paradigm based on the principles of quantum mechanics.
Its advantages compared to classical computing include
high-speed complex problem-solving, massive parallelism,
and the application of complex operators such as entan-
glement. However, QC is currently limited by the lack of
specific algorithms, commercial quantum-based processors,
and the need to deploy algorithms to reduce quantum errors.
Particularly, the high cost and complexity of the technology
(i.e. advanced cooling systems to reduce the information
losses in qubits) could inhibit the large spread of this
calculation paradigm in the near future. Presently, there are
only limited examples that utilize QC for power system
security assessment, e.g., [165]. However, applications to
solve static and dynamic power system problems such
as power flow study [166], [167] and electromagnetic
transient modeling [168] show promising results. Based on
these findings, it could be reasonable to imagine that QC,
due to its tremendous computational performance, could
significantly reduce the time necessary to perform physics-
based SSA/DSA. These reduced computation times could
be exploited by data-driven SSA/DSA to allow for the
generation of input data closer to real time, i.e., based on
actual network operating conditions, and the analysis of
faster stability phenomena, e.g., converter-driven stability and
resonance stability.

I. OPEN ISSUES
From this review, the following key challenges associated
with data-driven methods for power system SA emerge:

i The predominant use of synthetic data to train models.
Such data are unaffected by any measurement errors
whichmay be present in real world systems, e.g., SCADA
and PMU data, and the impact of errors/missing data
should be more deeply considered;

ii The use of aggregated data, which may be strategic when
system SAs are used to validate market clearing results
(i.e., where generation and demand profiles are provided
for a given area rather than each busbar), has not been
widely explored;

iii The default usage of a decision threshold of 0.5 in clas-
sification algorithms, with scarce information provided
about the chosen thresholds. Tuning this threshold could
better align system state predictions with risk thresholds;

iv The absence of investigation into the use of asymmetric
indexes. For instance, not predicting an insecure state
(false negative) is more critical than a false positive
(predicting a secure state as insecure);

v The need for research on the most interpretable input
features, whose variations have the greatest impact on
the system state, and further exploration of the use
advanced feature selection techniques, e.g., autoencoders
and causality-based feature selection;

vi The necessity to increase industry-oriented applications,
as the majority of developed algorithms have been
validated in offline environments.

VII. CONCLUSION
Research into machine learning (ML)-based methodologies
for the important task of power system security assessment
(SA) is continuing to increase. This paper has provided a
comprehensive and systematic review of this fast-moving
research area and covers data-driven-based methodologies
deployed in both static and dynamic SA. To extend beyond
existing reviews, particular attention was paid to recent
trends, such as the use of spatiotemporal feature selection
algorithms and the increasing research activity in short-term
voltage stability and frequency stability. The presented
research developments, obtained in the space of only a few
years, clearly demonstrate the growing potential of applying
ML-based methods in power system SA.

VIII. ABBREVIATIONS AND ACRONYMS
The following abbreviations are used in this manuscript:

ADNC Active Distribution Network Cell.
AUC Area Under the Curve.
ANN Artificial Neural Network.
CNN Convolutional Neural Network.
DBN Deep Belief Network.
DNN Deep Neural Network.
DSA Dynamic Security Assessment.
DT Decision Tree.
ELM Extreme Learning Machine.
FNN Feedforward Neural Network.
FFNN Fuzzy Feedforward Neural Network.
FSA Frequency stability assessment.
FSM Frequency Stability Margin.
GCN Graph Convolutional Network.
GRU Gated Recurrent Unit.
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IBR Inverter-Based Resources.
kNN k-Nearest Neighbors.
HVDC High Voltage Direct Current.
LASSO Least Absolute Shrinkage and Selection

Operator.
LDA Linear Discriminant Analysis.
LSTM Long short-term memory.
LTVS Long-term voltage stability.
ML Machine Learning.
mRMR minimum Redundancy Maximum Relevancy.
PCA Principal Component Analysis.
PG Physic Guided.
PMU Phasor Measurement Unit.
QC Quantum Computing.
RBF Radial Basis Function.
ROC Receiver Operating Characteristic.
RoCoF Rate of Change of Frequency.
RC Random Classifier.
RF Random Forest.
RNN Recurrent Neural Network.
RVFL Random Vector Functional Link.
SA Security Assessment
SBS Sequential Backward Selection
SFR System Frequency Response
SFS Sequential Forward Selection
SHAPE SHapley Additive exPlanation
sl-CONE saturated linear Couple Neurons
SOM Self-Organizing Map
SSA Static Security Assessment
STVS Short-term voltage stability
SVM Support Vector Machine
TSCC Time Series Shapelet Classification
VSM Voltage Stability Margin
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