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ABSTRACT Frequency shift chirp modulation (FSCM) is the modulation technique utilized by the LoRa
physical layer, a widely used and relatively new communication technique for radio low-power wide area
networks (LPWANs). In this paper, we adapt and implement FSCM for low-power acoustic underwater
communication. Opposed to over-water communication based on the electromagnetic wave, the acoustic
wave in water travels much slower. Consequently, acoustic underwater communication is more sensitive
to motion-based Doppler shifts. For resilient acoustic underwater communication, Doppler tracking and
removal is mandatory. In this paper, we mathematically derive the effect of Doppler shifts to FSCM
symbols. Afterwards, we describe a novel algorithm for a low-power receiver to track Doppler shifts without
modification of the transmitted packet. Finally, we evaluate and compare our algorithm to another Doppler
estimation algorithm from literature and study the effect on the bit error rate (BER). We show, that our
algorithm can improve with little additional computational overhead the BER by a factor of more than 104

in some cases.

INDEX TERMS LoRa, FSCM, Doppler, underwater communication, underwater wireless sensor network,
ahoi modem.

I. INTRODUCTION
In the last years, many research groups investigated new
LPWANs for the over-water Internet of Things (IoT),
especially LoRaWAN. LoRaWAN is composed of a physical
(PHY) layer, the LoRa-PHY (frequently called LoRa) and
a medium access control (MAC) layer. However, the LoRa-
PHY is a proprietary standard and details of the implementa-
tion are unspecified. Therefore, numerous papers have been
published on demodulating LoRa packets, e. g., [1], [2], and
[3]. Based on these publications, the principles of the mod-
ulation and demodulation are known and the modulation is
named FSCM in many papers [4]. A FSCM receiver requires
a precise synchronization, which is covered by several
studies, e. g., [5], [6], and [7]. During the synchronization,
the receiver has to estimate and compensate different offsets:
symbol timing offset (STO), carrier frequency offset (CFO),
and sampling frequency offset (SFO) [5], [8]. STO describes

The associate editor coordinating the review of this manuscript and

approving it for publication was Mohamed M. A. Moustafa .

the time difference between the assumed and real symbol
boundaries, CFO the frequency difference between the carrier
frequency oscillators of the transmitter and receiver, and SFO
the sampling frequency difference between transmitter and
receiver.

In our research, we adapt and implement FSCM for
low-power acoustic underwater communication. Similar to
the over-water IoT, the Internet of Underwater Things (IoUT)
is a rising research topic [9], [10]. Figure 1 illustrates
typical applications, for example swarm communication for
micro autonomous underwater vehicles (µAUVs), e. g., [11],
[12], and [13] or underwater wireless sensor networks
(UWSNs), e. g., [14], [15], [16], and [17]. Furthermore,
acoustic underwater communication is part of the vision
for 6G wireless networks [18], [19], the next-generation of
wireless networks. Therefore, proper modulation schemes for
underwater communication are required.

In [20], we presented a FSCM scheme for acoustic under-
water communication with low-power acoustic modems,
e. g., the ahoi modem [21] or the FAU modem [22].
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FIGURE 1. Acoustic FSCM for the IoUT. For example for swarm
communication or underwater sensor nodes.

Acoustic communication is preferably used underwater
due to the strong attenuation of the electromagnetic wave
in the water. Opposed to the electromagnetic wave in radio
frequency (RF) systems, which travels with the speed of
light clight ≈ 3 × 108m/s, the acoustic wave in water is much
slower with a speed of sound csound ≈ 1500m/s.

Another aspect of acoustic underwater communication is
that the carrier frequency fc is in the same order of magnitude
as the bandwidth BW due to the properties of the acoustic
channel. For example, the first underwater communication
standard JANUS [23] uses BW ≈ fc/3. Default JANUS val-
ues are fc = 11.52 kHz, BW = 4.16 kHz. In [20], our FSCM
scheme has fc = 62.5 kHz, BW = 20 kHz. Typically, over-
water LoRa has fc ∈ {433MHz, 868MHz, 915MHz, 2.4GHz}
and BW ∈ {125 kHz, 250 kHz, 500 kHz} [24].
As a consequence, the main difference between FSCM-

based over and underwater communication w. r. t. Doppler
Shifts, CFO and SFO are1:

• In over-water communication systems fc ≫ BW and
the received signal is sampled in the base band (BB).
Therefore, SFO affects the BB signal. CFO occurs due to
carrier clock frequency differences between transmitter
and receiver. For small velocities Doppler shifts can be
assumed as constant over the bandwidth and considered
as CFO, because the carrier frequency is much higher
than the bandwidth.

• In underwater communication systems fc ≈ BW and
many modems sample the signal in the pass band (PB).
Afterwards, the signal is shifted to the BB in software.
SFO occurs in the PB signal and CFO does not affect the
signal. Doppler shifts are frequency-dependent over the
transmission bandwidth and more dominant compared
to over-water communication.

Figure 2 illustrates the different effect of Doppler shifts for
a linear modulated frequency shift (up-chirp). In the case of
RF-based over-water communication the carrier frequency is
circa 104 higher and the propagation speed circa 105 faster
compared to acoustic underwater communication. On the
other hand, the bandwidth is circa 103 smaller compared to

1in Section II and Section III we discuss the assumptions in more detail.

FIGURE 2. Effect of Doppler Shifts on linear modulated frequency shift
(up-chirp) in RF over-water communication and acoustic underwater
communication.

the carrier frequency in over-water communication. In under-
water communication bandwidth and carrier frequency are
in the same order. For over-water communication the chirp
has approximately a constant frequency shift in Fig. 2.
Opposed to that, the frequency varies over the time in acoustic
underwater communication and the signal is compressed in
the time domain.

CONTRIBUTIONS AND ORGANIZATION
In this paper, we discuss and counter Doppler shifts and SFO
for acoustic underwater communication. First, we review
other synchronization algorithms in Section II. Afterwards,
we describe acoustic underwater channels and derive the
effect of STO, SFO, and Doppler shifts to a FSCM signal
in Section III. Furthermore, we present an efficient synchro-
nization in Section IV to estimate Doppler shifts and describe
a Doppler shift resilient receiver. At last, we evaluate our
findings in Section V. We show that our new implementation
can improve the BER from circa 10−1 (without Doppler
removal) to less than 10−5 (with Doppler removal and
additional modifications) at a relative velocity of 0.75m/s
respectively from circa 10−1 to 10−4 at 1.5m/s. These
velocities are common for low-cost underwater vehicles,
e. g., the widely used BlueROV2 has a maximum velocity of
1.5m/s [25].
It is important to note, that our findings are also relevant

for RF systems. Many papers tried to study Doppler effects
based on field trials with different results, e. g., [26], [27],
and [28]. Our paper provides a mathematical foundation to
increase the understanding. Moreover, Doroshkin et al. [26]
studied FSCM for satellite to earth communication. In this
case, Doroshkin et al. simulated relative velocities up
to 3 × 104m/s, where the Doppler shift is comparable to
0.15m/s in the case of acoustic underwater communication.
The following methods can be easily adapted to satellite to
earth communication.

II. RELATED WORK
This section reviews existing publications and is divided into
three parts. First, experimental RF studies are covered in
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TABLE 1. Summary of the related work section. Related work starts with experimental studies, then covers SDR implementation for RF and finally lists all
existing frequency shift chirp modulation (FSCM) for acoustic underwater communication. abbreviations: software defined radio (SDR), symbol timing
offset (STO), carrier frequency offset (CFO), sampling frequency offset (SFO), radio frequency (RF), underwater communication (UWC), matched filter (MF).

Section II-A. Afterwards, in Section II-B different software
defined radio (SDR) for RF are discussed w. r. t. the syn-
chronization process. Furthermore, Doppler shift estimation
and compensation and FSCM for acoustic underwater
communication are reviewed in Section II-C. The order traces
the research progress, first existing receivers were explored
with experimental studies followed by SDR implementations
for RF applications. During the last two years, first research
on acoustic FSCM was published.

A. ANALYSIS AND EXPERIMENTAL STUDIES
Since Semtech had launched the first commercially available
RF LoRa transceiver in the year 2013 [36] and the
LoRa Alliance was founded in 2015 [37], researchers started
to explore the properties of LoRa and LoRaWANwith exper-
imental studies. Petäjäjärvi et al. [27] compared the channel
coherence time to the symbol duration. The coherence time
describes the channel variation of the transmission channel
and is typically defined by the inverse of Doppler shift.
If the coherence time is longer than the symbol duration, the
channel is classified as a fast fading channel. The spreading
factor SF defines the number of bits modulated to a symbol
in FSCM. They pointed out, that a lower SF results in
a shorter symbol duration and tolerates therefore higher
Doppler shifts. In their experiments, Petäjäjärvi et al. installed
a transmitter on a car and measured the packet reception
rate (PRR) for different distances up to 2400m and different
relative speeds between transmitter and receiver from up
to 23.0m/s. The setup was SF = 12, BW = 125 kHz, and
fc = 868MHz. In static scenarios, they measured PRRs up to

98.9%. Opposed to that, during the mobile measurement the
PRR went down to 28.0% on average. Patel and Won [28]
conducted similar experiments with comparable results.
However, they used the adaptive data rate (ADR) option of
LoRaWAN, which controls bandwidth and spreading for an
optimal throughput and energy consumption. At a distance of
805m, they measured circa 99% PRR in static scenarios and
61% respectively 55% at 2.2m/s and 6.7m/s vehicle speed.
The vehicle traveled on a circular test track and the distance
was measured to the center of the test track. Liando et al. [3]
presented a short study with SF = 12. The transmitter was
mounted on a car, which had a speed between 13.9m/s to
22.2m/s. They measured a PRR above 85% for all speeds.
Doroshkin et al. [26] described LoRa for satellite to earth
communication for nanosatellites in low Earth orbit. It is
a challenging transmission channel with relative velocities
up to 8 × 103m/s. At first, Doroshkin et al. used an SDR
to generate packets with Doppler shifts and a commercial
receiver. In all cases, they used fc = 434MHz. For example
PRR above 70% was measured for SF = 7, BW = 125 kHz
and 255B payload (0.55 s packet duration) at less than
21.3 × 103m/s, or for SF = 12, BW = 125 kHz and 59B
payload (2.7 s packet duration) at less than 16.5 × 103m/s.
Furthermore, Doroshkin et al. performed real-world evalua-
tions. The transmitter was mounted on a car. In all cases, the
relative speed was between −33.3m/s to 33.3m/s and they
measured PRRs above 97.2% and packet loss only occurs in
non-line-of-sight (NLOS) constellations. Ameloot et al. [29]
characterized the Doppler effect on body-centric links with
relative acceleration between transmitter and receiver. The
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relative acceleration results in variable Doppler shifts during
the packet reception. At first, they discussed a constant
Doppler shift and used their own SDR [6] implementation for
the evaluation. They showed, that a CFO synchronization and
compensation improves the resilience against Doppler shifts.

In a nutshell, [27], [28] measured a strong impact of
relative velocities between transmitter and receiver. Opposed
to that, [3], [26], [29] showed a strong resilience against
Doppler shifts. It is important to note, that [28] used the ADR
option. Based on the LoRaWAN documentation, the ADR
option should be used in static scenarios [38]. Presumably, the
strong impact of velocity in [28] is the effect of an incorrect
configuration. In summary, the discussed research papers
support the conclusion that LoRa with CFO synchronization
is resilient against Doppler shifts in RF-based over-water
communication. However, a mathematical description of the
effect of Doppler shifts w. r. t. the dechirping process is not
provided in any of these papers.

B. SOFTWARE DEFINED RADIO (SDR) IMPLEMENTATIONS
In 2016, Knight and Seeber [1] presented one of the first
open SDR implementations to receive LoRa packets focusing
on STO only. Robyns et al. [30] estimated STO and CFO
during the synchronization, however, SFO was not taken into
account. Robyns et al. implemented a technique involving
oversampling and a blind estimation of the SFO at the begin-
ning of the data demodulation. During the demodulation SFO
can be detected and corrected. In addition, the resolution of
the SFO corrections is increased by oversampling. However,
the method proposed by Robyns et al. only works for small
SFO values. Opposed to that, Ghanaatian et al. [2] presented
a non-coherent Nyquist-rate receiver with dechirping and
analyzed the effect of CFO and SFO. Ghanaatian et al.
showed that CFO has a strong impact on the BER. During
the synchronization, only the fractional (residual) CFO was
compensated. In general CFO leads to a time offset in
synchronization when using only up-chirps, but the same
offset affects the symbol detection. This method results in
inter-symbol interference (ISI). In the case of a fractional
CFO compensation, the BER decreased. In addition, a SFO
also increased the BER. To avoid a complex re-sampling,
Ghanaatian et al. changed the reference chirp w. r. t. the SFO.
In addition, they countered the drift with discarding samples
in combination with oversampling. Their receiver had an
a-priory knowledge of the SFO and no SFO estimation was
used. A comprehensive discussion of STO, CFO, and SFO
can be found in Bernier et al. [5]. They described the effects
of both the integer and fractional parts of these offsets.

Indeed, in the implementation and evaluation of non-
coherent Nyquist-rate receiver with dechirping Bernier et al.
compensate integer STO and the integer and fractional part
of the CFO. Ben Temim et al. [31] presented a differential
symbol coding based on FSCM. In this case, the information
is transmitted in the difference between two symbols and not
in a single symbol. They proposed a non-coherent Nyquist

TABLE 2. Methods for estimating the Doppler shift in acoustic
underwater communication. abbreviations: binary phase shift keying
(BPSK), quadrature phase shift keying (QPSK), binary frequency shift
keying (BFSK), frequency shift chirp modulation (FSCM), matched filter
(MF), phase-locked loop (PLL), linear frequency modulation (LFM).

rate receiver with dechirping, which estimates fractional CFO
and STO (integer and fractional parts). The integer CFO
was omitted, because it effects all symbols in the same
manner and is canceled out by differential coding. The signal
was oversampled by factor of ten to remove fractional parts
after the synchronization. Furthermore, Ben Temim et al.
used a packet format without down-chirps. It is important
to note, that this method is not compatible to the common
LoRa modulation. Tapparel et al. [32] implemented an open
source SDR based on GNU radio. During synchronization,
they compensated integer and fractional STO and CFO.
At first, integer STO was removed by a time shift and
integer CFO with a frequency shift. Afterwards, fractional
parts were estimated with the method from Yang et al. [39].
In this case, an upsampling of two was required. The
fractional CFO was removed with an additional frequency
shift and fractional STO with interpolation in the time
domain. In Chen et al. [8], the authors described the effect of
STO, CFO, and SFO including a synchronization algorithm.
To estimate the SFO, Chen et al. examined the difference
between left and right bin around the maximum of the
fast Fourier transform (FFT) and tuned the local dechirp
signal generator for compensation. However, an evaluation
of the synchronization and demodulation was not presented.
Xhonneux et al. [7] presented a non-coherent Nyquist-rate
receiver with dechirping. During the synchronization, integer
and fractional STO and CFO were removed. At first,
fractional CFO is removed by tuning the local dechirp signal
generator. Then the fractional STO was estimated based
on a modified version of the algorithm from Jacobsen and
Kootsookos [40] and removed. The signal was oversampled
by a factor of ten, which allowed a simple realignment
of baseband signal to remove fractional STO. At last, the
integer STO and CFO were removed and the fractional STO
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estimate were fine-tuned. In Xhonneux et al., the authors
compared their results with those of Bernier et al. and showed
that omitting the fractional STO led to improved receiver
performance and lower BER.

In sum, many research groups presented SDR implemen-
tations. Most of them focused fractional and integer STO and
CFO estimation and removal, whereas glssfo has been rarely
discussed. To date, no algorithm has been presented that can
estimate and compensate SFO and Doppler shifts.

C. ACOUSTIC UNDERWATER COMMUNICATION
In acoustic underwater communication systems, the wave
travels with the speed of sound csound ≈ 1500m/s, which
is much slower than electromagnetic waves in RF systems.
Based on that, Doppler shifts have a strong impact on
acoustic underwater communication due to their relation
w. r. t. the wave propagation speed. They were frequently
discussed in literature, e. g., [46] and [47]. For example,
a relative speed between receiver and transceiver of 0.5m/s
in acoustic underwater communication produces similar
Doppler scaling compared to a relative speed of 105m/s in
RF communication.

Johnson et al. [41] used a bank of matched filters (MFs)
with Doppler shifted versions of a training signal. The highest
result of the MFs were used as a coarse Doppler shift estima-
tion. Afterwards, a phase-locked loop (PLL) and an equalizer
was used for fine adjustments. To estimate and compensate
Doppler shifts, Sharif et al. [42] added a linear frequency
modulation (LFM) chirp at the beginning and end of a packet.
With a MF both chirps were detected and Doppler shifts were
estimated due to the fact, that the Doppler effect decreased
or increased the packet length. Afterwards, Sharif et al.
resampled the packet with interpolation. Zappa et al. [43]
used the three optional wake-up tones at the begin of a
JANUS packet to estimate the Doppler shift. Zappa et al.
used JANUS version 1 where a JANUS packet contains
of three wake-up tones, a hyperbolic frequency modulation
(HFM) chirp for time synchronization, and binary frequency
shift keying (BFSK) modulated data. After the reception of
the HFM sweep, the Doppler shifts of the wake-up tones
were calculated. Finally, the Doppler shift was removed
with re-sampling. Diamant et al. [44] introduced the up-
down method, where an up-chirp is followed by a down-
chirp. The Doppler shift was calculated based on the peak
difference of the MFs. They tested their method with LFM
and HFM chirps. Baldone et al. [45] implemented a Doppler
shift tracking for JANUS version 2, in which the HFM chirp
was replaced by a m-sequence of 32 pseudo-random symbols
as a preamble. Comparable to Johnson et al., Baldone et al.
used a bank of MFs with Doppler shifted versions of the
preamble for joint estimation of the Doppler shift and time
synchronization. The implementation was stable for relative
speeds of up to 5m/s.

An overview of the discussed methods is provided in
Table 2. The methods presented in [41], [42], and [45] are

challenging for low-power devices with limited computa-
tional resources and limited memory. In the case of [41]
and [45], a bank of MFs come with high computational
costs. For the method in [42], the receiver has to store the
samples of the entire packet, because the Doppler shift is
estimated after the reception of the chirp at the end of the
packet. In addition, a real-time implementation is impossible,
because the signal processing starts after the end of the
packet. The algorithm presented in [43] requires additional
constant frequency tones. Opposed to that, the algorithm
in [44] is less complex and a promising solution for low-
power implementations.

During the last years, chirp spread spectrum (CSS)
was already used in acoustic underwater communication,
e. g., for synchronization [42], [43], [48], [49], [50], data
modulation [14], [51], [52] or sweeped carrier frequency [53],
[54]. However, FSCM was actually rarely used for acoustic
underwater communication. To the authors’ best knowledge,
four publications cover acoustic underwater FSCM.

Rezzouki et al. [33] used FSCM for an underwater com-
munication and localization system. They introduced many
concepts without going into the details andwithout evaluating
the benefits of the signal processing steps. In all cases,
an acoustic packet started with an 1 s long up-chirp, followed
by a preamble of 20 shorter up-chirps and 20 down-chirps.
Afterwards the data was transmitted. Rezzouki et al. used
a differential data coding comparable to Ben Temim et al.
(c. f. Section II-B). All chirps had a bandwidth of 5 kHz.
At first, Rezzouki et al. used fractional Fourier transform
of the 1 s long chirp for the estimation of the Doppler
shift. Afterwards, the packet was resampled to remove the
Doppler shift. The integer STO was removed by averaging
over the dechirping peaks of all preamble symbols (20 up-
chirps and 20 down-chirps). Finally, the 20 up-chirps were
used to estimate the fractional STO. To counter multipath,
Rezzouki et al. used an equalizer and toggle the spreading
factor inside the payload. The evaluation took place in
a simulator, which simulated a Doppler Shift, multipath
propagation and additive white Gaussian noise (AWGN).
In their subsequent publication, Rezzouki and Ferré [34]
revealed further details and insights. Compared to [33], they
used less preamble chirps (8 up-chirps and 2 down-chirps)
and included a CFO estimation.

We (Steinmetz and Renner [20]) presented the first version
of our FSCM system using a MF for synchronization and
non-coherent Nyquist-rate receiver with dechirping for data
demodulation. In [20], we considered integer STO only.
For evaluation, we replayed acoustic underwater channel
impulse responses using Watermark [55] and compared
the BERs to JANUS. The channel impulse responses were
measured in challenging conditions with strong multipath
propagation [56]. In addition, we included a short real-
world trial. Doppler shifts were not considered. Jia et al. [35]
compared different CSS including FSCM. They implemented
a MF for data demodulation and evaluated the BER w. r. t.
noise resilience and multipath stability. However, similar to
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our work, Jia et al. also neglected the impact of Doppler
shifts.

In this paper, we extend our receiver from [20] and present
a novel method for a joint estimation of Doppler shifts
(respectively SFO) and STO based on Nyquist-rate receiver
with dechirping. Integer and fractional STO are calculated.
For compensating Doppler shifts and STO, we compare
interpolation to a cost-efficient alignment in the transmission
band (inspired by Ghanaatian et al.). Furthermore, we show
that differential coding (inspired by Ben Temim et al.)
can improve the resilience against Doppler shifts. Finally,
we present a Doppler shift resilient packet scheme with
different spreading factors for synchronization and data
transmission.

III. ANALYTICAL DESCRIPTION OF THE EFFECT OF STO,
CFO, SFO AND DOPPLER SHIFTS TO THE FSCM
The following section derives the effect of STO, SFO
and Doppler shifts to the FSCM. It starts with an intro-
duction into FSCM, the definition of offsets and receiver
structures. Finally it characterizes STO, SFO and Doppler
shifts.

A. OVER-WATER VS. UNDERWATER COMMUNICATION
The electromagnetic wave, typically used in over-water RF
communication, is not suitable in most of applications of
underwater communication due to the strong attenuation
inside water. Commercial available RF transceivers can be
used for transmission ranges over a few meters in the
water. The authors in [57] used LoRaWAN with a slightly
submerged sensor node and a gateway outside of the water.
The communication link was stable, when the node was a
few centimeter below the water surface. Other techniques
are magneto inductive, optical and acoustic underwater
communication [9]. Magneto inductive communication has a
high power consumption and optical communication requires
good visibility and low ambient light. Therefore, acoustic
underwater communication is the most used communication
technique.

The acoustic wave travels with a speed of sound
of circa csound = 1500m/s, it depends on temperature,
pressure (depth) and salinity [58]. The low propagation
speed results in large transmission latencies, which are
challenging for network protocols [59], [60]. A transmitted
acoustic signal is affected by attenuation, noise, multipath
propagation, and Doppler shifts before the reception at the
receiver [46].

1) ACOUSTIC UNDERWATER COMMUNICATION: PATH LOSS
The overall path loss L (d, f ) depends on frequency f and
distance d w. r. t. a reference distance d0 (typical 1m):

L (d, f ) = 20 · n · log10 (d/d0)︸ ︷︷ ︸
spread loss Lspr(d) in dB

+ (d − d0) · α (f )︸ ︷︷ ︸
absorption loss Labs(d,f ) in dB

(1)

FIGURE 3. Acoustic background ambient noise. The noise is calculated
with the equations and tables from [62] and [63] and is based on the
diagram in [64]. Far shipping noise is shown with different shipping
activity levels (heavy, moderate and light far shipping activity) and sea
state noise for wind speeds of 0-1 knot, 4-6 knots, 11-16 knots, and
28-40 knots.

The spread loss Lspr (d) depends on distance and spreading
factor n, which describes the environment. For a spherical
spreading and a free-field assumption n = 1 and n = 0.5
for a cylindrical wave. The frequency-dependent absorption
loss coefficients α (f ), calculated with Thorp’s formula [61],
are for example 6.1 dB/km (25 kHz), 17.5 dB/km (50 kHz),
27.1 dB/km (75 kHz), and 34.1 dB/km (100 kHz). The
absorption loss is a result of the transfer of acoustic energy
into heat.

2) ACOUSTIC UNDERWATER COMMUNICATION:
ADDITIONAL NOISE
The acoustic background noise varies over the frequency
range and is discussed in [46], [64], and [61]. In the
frequency range between 1Hz and 10Hz ocean turbulence
is the dominant noise source. Far shipping noise dominates
at frequencies 10Hz to 300Hz. At higher frequencies, the
sea state, caused by wind and waves, produces acoustic
noise in the region between 300Hz and 100 kHz. Thermal
noise affects the region between 100 kHz and 1MHz. The
power spectral densities (PSDs) of different background
noise sources and levels are depicted in Fig. 3. In addition
to that, local noise sources, e. g., echosounders, near vessels
or underwater robots, disturbs the received signal. The
simulation of noise from vessels and autonomous underwater
vehicles (AUVs) is described in [65]. In [17], an additional
acoustic noise from the thrusters of the unmanned surface
vehicle (USV) was observed during the real-world trials.

3) ACOUSTIC UNDERWATER COMMUNICATION:
MULTIPATH PROPAGATION
Reflections at surface, sea bottom and other objects in the
water result in a multipath propagation channel. The received
signal y (t) is [66]

y (t) =

∫
∞

−∞

h (t, τ ) x (t − τ) dτ + n (t) (2)

with the transmitted signal x (t), additional noise n (t), and

h (t, τ ) =

N∑
n=1

an (t) δ (τ − τn) . (3)
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FIGURE 4. Effect of symbol timing offset (STO), carrier frequency offset (CFO), sampling frequency offset (SFO), and Doppler shift on an up-chirp xS
(
t
)

with symbol length Tsym, bandwidth BW, carrier frequency fc and therefore an instantaneous frequency f
(
t
)

(c. f. Eq. (7)) from fmin = fc − BW/2
to fmax = fc + BW/2.

h (t, τ ) is the time-dependent transfer function of the acoustic
channel, N the number of propagation paths, an (t) the
path gains, τn the path delays. Different measured acoustic
underwater channels are shown in [47]. Especially in shallow
water scenarios, e. g., ports or lakes, massive multipath
propagation can be observed [56], [67].

4) ACOUSTIC UNDERWATER COMMUNICATION: DOPPLER
SHIFTS
In the case of a relative speed v0 between transmitter
and receiver, the observed frequency fy is different to the
transmitted frequency fx (Doppler shift) and is given by

fy =

(
1 +

v0
csound

)
fx . (4)

In the time domain, the received signal is compressed or
stretched

y (t) = x
((

1 +
v0

csound

)
t
)

. (5)

It is important to note, that Eq. (5) is valid without multipath
propagation only. In the case of multipath propagation, each
path has a different Doppler shift. The Doppler shift per path
depends on the variation of the path length. Movements of
reflectors, e. g., waves, generate additional shifts on single
propagation paths.

5) COMPARISON TO THE OVER-WATER RF CHANNEL
Spreading loss, multipath propagation and Doppler shifts
are also part of the over-water RF transmission channel.
Similar to underwater transmission, the RF channels show
a wide variation based on the application, environment
and frequency bandwidth [19]. On the other hand, the
frequency-dependent absorption loss of the acoustic under-
water channel limits the usable frequency range. The
absorption loss increases with frequency, which requires
higher transmission gains at higher frequencies to achieve
comparable receive signal strengths to those at lower
frequencies. Furthermore, the propagation speed of the
acoustic underwater channel (1500m/s) is five orders of

magnitude smaller than the speed of light (3 × 108m/s),
the propagation speed of the electromagnetic wave. Due
to the frequency-dependent absorption loss, typical acoustic
underwater transmission systems use carrier frequencies
below 100 kHz, which are three to five orders of magnitude
smaller than carrier frequencies in most of the over-water
communication systems (100MHz to 10GHz). For example,
a LoRa system at fc = 868MHz with BW = 500 kHz uses
the frequency range from 867.75MHz to 868.25MHz. At a
relative velocity of 30m/s between transmitter and receiver
(e. g., a car and a static gateway), the change in frequency
(fy − fx , see Eq. (4)) is between 86.775Hz and 86.825Hz.
The acoustic underwater FSCM transmission in [20] used
fc = 62.5 kHz with BW = 20 kHz (frequency is between
52.5 kHz and 72.5 kHz). A relative velocity of 1.5m/s (e. g.,
a µAUV and a static sensor node) results in a frequency
shift between 52.5Hz and 72.5Hz. Figure 2 illustrate the
described difference between over-water and underwater
communication. In the RF communication example, the fre-
quency shift can be assumed as constant over the bandwidth
(the difference is 0.05Hz). Constant frequency shifts can
be treated as CFO and removed with carrier frequency
synchronization (see Section II-B). Opposed to that, the
Doppler-introduced frequency shift increases 20Hz over
the frequency range for acoustic underwater communication
and can not assumed as constant. In this case, it is not
possible remove the Doppler effect with a carrier frequency
synchronization and requires a dedicated algorithm to remove
it.

In sum, the underwater acoustic transmission channel is
a challenging transmission channel with multipath propa-
gation, noise and massive Doppler shifts. Furthermore, the
acoustic underwater channel changes frequently for example
due to temperature variations, waves, different shipping
activity, or tidal changes [68].

B. CHIRPS, FSCM AND NYQUIST RECEIVER
The following FSCM description is based on [2], [4], and
[20]. The BB up-chirp, a linear complex up-chirp centered
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FIGURE 5. Typical receiver structures for RF and acoustic underwater communication. Single line arrows indicate real-valued signals and double line
arrows complex signals. Abbreviations: low-noise amplifier (LNA), band-pass filter (BPF), low-pass filter (LPF), analog-to-digital converter (ADC).

at 0Hz is defined by

x↗,BB (t) = ej2π
∫ t
0 f (τ )dτ

= e
j2π

(
µ
2 t−

BW
2

)
t

(6)

with bandwidth BW, instantaneous frequency f (t), chirp
rate µ given by

µ =
df (t)
dt

=
BW
Tsym

(7)

and symbol duration Tsym. Furthermore, the spreading
factor SF is defined as

SF = log2
(
TsymBW

)
⇔ 2SF = TsymBW . (8)

The spreading factor describes the relation of the number
of bits per symbol and symbol duration for a constant
bandwidth. Each symbol carries SF bits, which leads to 2SF

different data symbols. A Gray-coded data symbol S ∈{
0, 1, . . . , 2SF − 1

}
is modulated to a FSCM BB sym-

bol xS,BB (t) by [2]

xS,BB (t) =

 e
j2π

(
BW

2Tsym
t2+

(
f (S)−BW

2

)
t
)
, 0 ≤ t < tfold

e
j2π

(
BW

2Tsym
t2+

(
f (S)− 3BW

2

)
t
)
, tfold ≤ t < Tsym

(9)

with the initial frequency f (S) = S ·
BW
2SF

and tfold =
2SF−S
BW .

To decode a received, sampled and synchronized sym-
bol yS,BB [n], a filter bank of 2SF MFs can be applied. A com-
putationally more efficient decoding method, called dechirp-
ing, is described in [2]. In short, the received symbol is sam-
pled with sampling frequency BW resulting in 2SF samples
per symbol. Sampling with BW is called Nyquist sampling
and allows to reconstruct frequencies in the range of±BW/2.
Afterwards, the discrete Fourier transform DFT {·} of the
product of received BB symbol yS,BB [n] ∈ C2SF and com-
plex down chirp x↘,BB [n] = x↗,BB [n] ∈ C2SF is computed
by[
Y0,Y1, . . . ,Y2SF−1

]
= DFT

{
yS,BB [n] ◦ x↘,BB [n]

}
. (10)

Finally, a non-coherent detector estimates the data symbol
with

Ŝ = argmax
k

(|Yk |) . (11)

C. SYMBOL OFFSETS
During the transmission and reception, different offsets have
an effect on the received symbol. The offsets are illustrated
in Fig. 4 and defined by:

• The symbol timing offset (STO) describes the difference
in time, the delay τ , between the first estimate of the
symbol boundaries and the real symbol boundaries.

• The carrier frequency offset (CFO) is the frequency dif-
ference γ between the carrier frequencies at transmitter
and receiver.

• The sampling frequency offset (SFO) is the sampling
frequency difference between transmitter and receiver.
SFO and a motion introduced Doppler effect produce a
scaling 1 in the time and frequency domain.

D. RECEIVER STRUCTURES
In many cases, the structure of underwater acoustic receivers
are different to over-water RF receivers. A typical over-water
RF receiver structure is depicted in Fig. 5a. The received
analog signal, in this case the RF antenna output, is amplified
with a low-noise amplifier (LNA) and filtered with a band-
pass filter (BPF) to remove signal distortions outside the
communication bandwidth. Afterwards, the received signal
is shifted to the BB. The complex BB signal results from the
multiplication with a sine and cosine oscillation with carrier
frequency fc and low-pass filter (LPF) filtering. At last, the
in-phase and quadrature signals are sampled with analog-to-
digital converters (ADCs) with BB sampling frequency fs,BB.
R (·) and I (·) denote the real and imaginary part of a complex
signal.

Opposed to that, typical acoustic underwater receivers,
e. g., [21], [22], [50], and [51], sample the signal in the
PB with sampling frequency fs,PB, after the received signal
from the hydrophone passed a LNA and BPF. This receiver
structure is typically used when fc ≈ BW and depicted
in 5b. The shift from PB to BB can be implemented in
software. In this case, the digital signal is multiplied with
a complex oscillation and LPF filtered. At last, the signal is
downsampled from fs,PB to the BB sampling frequency fs,BB.
Another option (for example implemented on the ahoi
modem [21]) is a direct demodulation of the received PB
signal without downshifting and downsampling.

Opposed to the first receiver structure (Fig. 5a), the second
receiver (5b) prevents CFO due to the digital frequency shift.
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FIGURE 6. LoRa BB packet with preamble, starting frame delimiter (SFD)
and six data symbols.

FIGURE 7. Effect of different symbol timing offset τ (STO) on the discrete
Fourier transform (DFT) of the dechirped received signal with SF = 6,
Nyquist sampling (Ts,BB is the sampling interval) and non-coherent
detection.

Furthermore, SFO effects the BB signal in the first case
and the PB signal in the second case. To avoid confusions,
passband sampling frequency offset (PB-SFO) and baseband
sampling frequency offset (BB-SFO) are introduced to
differentiate between both SFOs.

E. PACKET STRUCTURE
Figure 6 depicts a LoRa baseband packet with Npre =

6 preamble symbols, Nsfd = 4.25 starting frame delimiter
(SFD) symbols and Ndata = 6 data symbols. The preamble
consists of a sequence of up-chirps. The SFD of two up-chirps
followed by 2.25 down-chirps. The two up-chirps of the SFD
can be used as network identifier (see [7]) and modulated
according to Eq. (9). In the following sections, the SFD starts
with two unmodulated up-chirps. Preamble and SFD are used
to detect a packet and to estimate STO, CFO, and SFO.

F. EFFECT OF SYMBOL TIMING OFFSET (STO)
To understand the effect of STO on chirping, a single received
BB up-chirp is considered. Based on Eq. (6), a single received
BB up-chirp y↗,BB (t) with STO τ , where 0 ≤ τ ≤ Tsym, is

y↗,BB (t) = x↗,BB (t − τ)

= e
j2π

(
BW

2Tsym
(t−τ)−BW

2

)
(t−τ)

. (12)

Afterwards, dechirping is applied on the received signal,
resulting in the dechirped symbol d (t) is defined by

d (t) = y↗,BB (t) · x↘,BB (t)

= e
j2π

(
BW

2Tsym
(t−τ)−BW

2

)
(t−τ)

· e
−j2π

(
BW

2Tsym
t−BW

2

)
t

= e
j2π

(
−

BW
Tsym

τ t+ BW
2Tsym

τ 2+BW
2 τ

)
. (13)

By rearranging Eq. (13) the frequency and phase part of the
dechirped symbol can be expressed as

d (t) = e
−j2π BW

Tsym
τ t︸ ︷︷ ︸

frequency

· e
j2π

(
BW

2Tsym
τ 2+BW

2 τ
)

︸ ︷︷ ︸
phase

. (14)

The STO changes the frequency of d (t). Finally, the relation
between the dechirped symbol’s frequency fτ,↗ and the
STO τ can be obtained as

fτ,↗ = −
BW
Tsym

· τ (15)

Comparable to Eq. (12), a single received BB down-
chirp y↘,BB (t) with STO τ , 0 ≤ τ ≤ Tsym is

y↘,BB (t) = x↘,BB (t − τ)

= e
−j2π

(
BW

2Tsym
(t−τ)−BW

2

)
(t−τ)

(16)

The dechirped symbol d (t) is defined by

d (t) = y↘,BB (t) · x↗,BB (t)

= e
j2π BW

Tsym
τ t︸ ︷︷ ︸

frequency

· e
−j2π

(
BW

2Tsym
τ 2+BW

2 τ
)

︸ ︷︷ ︸
phase

(17)

The frequency fτ,↘ of d (t) w. r. t. the STO τ is

fτ,↘ =
BW
Tsym

· τ (18)

The frequencies fτ,↗ and fτ,↘ can be used to estimate the
STO. Due to sampling, STO have an integer and fractional
part. In the case of Nyquist sampling, the sampling interval
is Ts,BB = 1/fs,BB = 1/BW. Figure 7 shows the DFT of
the sampled dechirped symbol d (t) for different STOs τ

in the middle of the preamble. That means the previous
symbol (negative STO) and the following symbol (positive
STO) is also an up-chirp. Without STO (τ = 0), the peak
of the DFT is the first bin, the constant component (origin
direct current, DC) bin. In the second case, an integer
STO of τ = −8.0 · Ts,BB results in a single peak at bin 15.
Opposed to that, the following STOs consist of an integer and
fractional part (τ = −16.3 · Ts,BB and τ = −24.5 · Ts,BB).
The fractional STO distributes the energy over multiple DFT
bin. In the worst case, the fractional part is half of the
sampling interval. For τ = −24.5 · Ts,BB the bins 24 and
25 have the same value. A simple peak detection based on
Eq. (11) neglects the fractional part.

G. EFFECT OF DOPPLER SHIFT AND PB-SFO ON A
SYMBOL
In the case of PB-sampling (c. f. receiver in Fig. 5b), Doppler
shift and PB-SFO affect the received PB symbol in the same
mode of operation. The received PB symbol yS (t) is defined
based on the transmitted PB symbol xS (t)

yS (t) = xS ((1 + 1) t) (19)

with the time scaling factor

1 = 1PB-SFO + 1Doppler. (20)

1PB-SFO is the difference between sampling frequencies of
transmitter and receiver.1Doppler is introduced from a relative
velocity v0 between transmitter and receiver.

1Doppler =
v0

csound
resp. 1Doppler =

v0
clight

(21)
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TABLE 3. Doppler introduced frequency shifts of the dechirped symbol
for different spreading factors SF with fc = 62.5 kHz and BW = 20.0 kHz.
The Doppler shift is 1 = v0/csound = 1.5 m/s/1500 m/s = 10−3. The last
column depicts f1,↗ in DFT bins (Nyquist sampling).

Usually 1Doppler ≫ 1PB-SFO and in the the remainder of this
paper, the term Doppler shift includes PB-SFO.
Based on the BB up-chirp x↗,BB (t), a transmitted PB up-

chirp x↗ (t) at carrier frequency fc is

x↗ (t) = R
(
x↗,BB (t) · ej2π fct

)
= cos

(
2π
(

BW
2Tsym

t −
BW
2

+ fc

)
t
)

. (22)

The received PB up-chirp y↗ (t) with Doppler shift is
according to Eq. (19):

y↗ (t) = x↗ ((1 + 1) t)

= cos
(
2π
(

BW
2Tsym

(1 + 1) t −
BW
2

+ fc

)
(1 + 1) t

)
(23)

The received PB up-chirp is shifted to the BB with an ideal
low-pass filter LP {·}.

y↗,BB (t) = LP
{
y↗ (t) · 2e−j2π fct

}
= e

j2π
(

BW
2Tsym

(1+1)t−BW
2

)
(1+1)t

· ej2π fc1t (24)

Afterwards, dechirping is applied.

d (t) = y↗,BB (t) · x↘,BB (t)

= e
j2π

(
BW

2Tsym
(1+1)t−BW

2

)
(1+1)t

· ej2π fc1t

· e
−j2π

(
BW

2Tsym
t−BW

2

)
t

(25)

Equation (25) consists of a constant frequency and a variable
time-dependent frequency:

d (t) = e
j2π

[
BW

2Tsym

(
12t2+21t2

)]︸ ︷︷ ︸
time dependent frequency

· e
j2π

[
fc1t−BW

2 1t
]

︸ ︷︷ ︸
constant frequency

(26)

The constant frequency f1,↗,const is

f1,↗,const =
d
dt

[
fc1t −

BW
2

1t
]

=

(
fc −

BW
2

)
1 (27)

and the time-dependent frequency f1,↗,variable (t) is

f1,↗,variable (t) =
d
dt

[
BW
2Tsym

(
12t2 + 21t2

)]
=

BW
Tsym

(
12t + 21t

)
. (28)

FIGURE 8. Effect of Doppler shifts on the DFT of the dechirped symbol for
SF ∈

{
6, 10

}
. In all cases the transmitted symbols is an up-chirp at carrier

frequency fc = 62.5 kHz and BW = 20.0 kHz bandwidth. The speed of
sound is csound = 1500 m/s.

For t ∈
[
0,Tsym

]
the time-dependent frequency increases

linear from f1,↗,variable (0) = 0 to

f1,↗,variable
(
Tsym

)
=

BW
Tsym

(
12Tsym + 21Tsym

)
= BW

(
12

+ 21
)

(29)

The average frequency shift is

f1,↗ =
f1,↗,variable

(
Tsym

)
2

+ f1,↗,const

=

(
fc +

BW
2

(1 + 1)

)
1 (30)

Similar calculations can be used to identify the effect to
a received down-chirp. The dechirped signal of a received
down-chirp is

d (t) = e
j2π

[
−

BW
2Tsym

(
12t2+21t2

)]︸ ︷︷ ︸
time dependent frequency

· e
j2π

[
fc1t+BW

2 1t
]

︸ ︷︷ ︸
constant frequency

(31)

The constant frequency f1,↘,const is

f1,↘,const =

(
fc +

BW
2

)
1 (32)

and the time-dependent frequency f1,↘,variable (t) is

f1,↘,variable (t) = −
BW
Tsym

(
12t + 21t

)
. (33)

Finally, the average frequency shift for a down-chirp is

f1,↘ =

(
fc −

BW
2

(1 + 1)

)
1. (34)

The effect of Doppler shifts depend on the communication
system. For example, in RF-based over-water communication
fc ≫ BW. In this case, Eqs. (30), and (34) can be simplified
to f1,↗ ≈ f1,↘ ≈ fc1. This simplification is used for
example in [29]. On the other hand, Doppler shifts added
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FIGURE 9. Processing steps of the proposed receiver structure. The preamble is used for detection and rough synchronization. The two up-chirps
and two down-chirps of the SFD for a fine synchronization (estimation of STO and Doppler shift). Afterwards STO and Doppler shift are removed
in the modulated data symbols. The second row depicts the peak detection of the SFD.

a time-dependent frequency shift to the dechirped signal
(c. f. Eqs. (28), and (33)). The time-dependent frequency shift
spreads the energy for large Doppler shifts over multiple
frequency bins in the DFT. In acoustic underwater commu-
nication typically fc ≈ BW. Therefore the bandwidth plays
an important aspect in Eqs. (30), and (34). Table (3) depicts
examples for different spreading factors SF. The carrier
frequency fc = 62.5 kHz and bandwidth BW = 20.0 kHz
are identical to the setup in [20]. The frequencies
f1,↗,variable (t), f1,↗,const, and f1,↗ correspond to a
Doppler shift of 1 = v0/csound = 1.5m/s/1500m/s = 10−3. The
time-dependent frequency shift f1,↗,variable (t) ∈ [0Hz, 40Hz]
and the average frequency shift f1,↗ = 72.5Hz are
independent of SF. Indeed, the DFT bin width (Nyquist
sampling) depends on SF. For SF = 6 the DFT bin width
is 312.50Hz and larger than f1,↗,variable (t) and f1,↗. Larger
spreading factors result in smaller DFT bin width. In the
case of SF = 10 the bin width is 19.53Hz. Hence, the
time-dependent frequency shift spreads the energy over
multiple bins. Furthermore, the average frequency shift f1,↗

shifts the peak 3.71 samples in the DFT of the dechirped
symbol.

Therefore, smaller spreading factors are more resilient
against Doppler shifts. Figure 8 shows the DFT results
for SF = 6 and SF = 10 for different Doppler shifts
1 ∈

{
0, 10−3, 2 · 10−3, 4 · 10−3

}
, which correspond to

v0 ∈ {0, 1.5m/s, 3.0m/s, 6.0m/s} at a speed of sound
csound = 1500m/s. For SF = 6 (c. f. Fig. 8a), Doppler shifts
have a minor effect. A shift of 1 = 10−3 lowers the energy
peak slightly compared to the static scenario (1 = 0). A shift
of 1 = 2 · 10−3 splits the energy into the two bins 0 and 1.
Finally, a shift of 1 = 4 · 10−3 results in a strong peak at
bin 1. Opposed to that, Doppler shifts have a strong effect
for SF = 10 (c. f. Fig. 8b). In all cases, the number of shifted
bins is higher (due to a smaller bin width) and the result of
the time-dependent frequency shift f1,↗,variable (t) (c. f. Eq.
(28)) gets visible. For Example for 1 = 4 · 10−3 the energy
is spread over the range f1,↗,variable (t) ∈ [0Hz, 160.3Hz]
which belongs to 8.2 DFT bins (c. f. Table 3). The peak for

1 = 4 · 10−3 in Fig. 8b is circa 8 samples wider than the peak
in without Doppler shift (1 = 0). The energy stays similar,
which means a wider peaks results in a lower peak height and
therefore a lower peak to noise ratio.

H. EFFECT OF DOPPLER SHIFT ON A PACKET
In addition to the previously discussed effect of Doppler
shifts on a single symbol (c. f. Section III-G), Doppler
shifts produce an increasing or decreasing STO over time
(c. f. Eq. (19)). For example, if the first symbol is perfectly
synchronized, the following symbol has an additional STO
of

τ1,Tsym = −Tsym · 1 (35)

Based on Eqs. (15), and (18), this results in additional
frequency shifts of

fτ1,Tsym ,↗ = −
BW
Tsym

· τ1,symb = BW · 1 (36)

fτ1,Tsym ,↘ = −BW · 1 (37)

in the DFT of the dechirped symbol for an up or down-chirp.
Table 4 illustrates the time shift per symbol. The setup is
similar to Table 3. A higher spreading SF results in a longer
symbol duration and therefore higher time and frequency
shifts. In the case of SF = 10, the shift is a single sample per
symbol and results in symbol detection errors (c. f. Eq. (11)).

TABLE 4. Doppler introduced time shifts (c. f. Eq. (35)) after a single
symbol for different spreading factors SF with BW = 20.0 kHz. The
Doppler shift is 1 = v0/csound = 1.5 m/s/1500 m/s = 10−3. The sampling
interval is 1/BW. The last column depicts fτ1,Tsym

in DFT bins.
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IV. DOPPLER SHIFT ROBUST RECEIVER
IMPLEMENTATION
Next, we describe the proposed and implemented receiver
structure. The reception of an acoustic FSCM packet
(c. f. Fig. 9) passes through the following steps:

1) Packet detection and rough STO estimation based on
the preamble symbols (Section IV-A)

2) Doppler shift (and PB-SFO) and STO estimation with
the SFD symbols (Section IV-B, IV-C)

3) Removal or compensation of all offsets (Section IV-D)
4) Data symbol decoding (Section IV-E)

A. PREAMBLE DETECTION
The synchronization starts with the preamble detection.
Typically, the received signal is processed in blocks of 2SF

samples and dechirping (Eq. (10)) is applied. If the energy
of the maximum DFT value (Eq. (11)) exceeds a threshold,
a preamble symbol is detected. Usually two or more preamble
symbols are used to avoid false detection. For example
Ghanaatian et al. [2] expect Npre − 1 with equal maximum
bin index for preamble detection. Tapparel et al. [32] added
a margin of ±1 sample to this condition to enhance
the robustness against demodulation errors in the case of
additional noise. Bernier et al. [5] discussed an averaging
of multiple blocks of DFT magnitudes to cancel out noise.
In their implementation they used a block-wise infinite
impulse response (IIR) filter instead of averaging for a more
lightweight implementation.

The Doppler effect shifts the peak over the time (see
Section III-H). Based on that, averaging, IIR filtering or peak
detection at similar bins are not applicable. Our preamble
detection algorithm works as follows: If the energy of a
DFT bin exceeds a threshold, an up-chirp is assumed. The
threshold is a multiple of the average magnitude DFT. The
threshold has to be selected in order that the probability of
a false detection Pfa is minimized and the probability of
detection Pd is maximized. In Section V-A thresholds are
selected based on a simulation study. It is important to note,
that fractional STOs and Doppler shifts lower the maximum
peak (c. f. Figs. 7 and (8)) and therefore a lower threshold
is required for correct detection in these cases. After the
detection of the first preamble symbol, the following blocks
are re-aligned according to Eq. 15. Afterwards each block
contains a symbol. The following symbols have to exceed the
threshold and the maximum peak position kp must be inside
the range kdiff

kdiff =

⌈
|1max| · 2SF ·

(
Npre + Nsfd

)⌉
(38)

which means

0 ≤ kp ≤ kdiff or 2SF − kdiff ≤ kp ≤ 2SF − 1 (39)

with themaximal expected absolute Doppler Shift |1max| and
the ceiling operator ⌈·⌉. If the peak of the following symbol
is below the threshold or outside the range kdiff the preamble
detection is aborted. Equations. (38), and (39) include the

behavior that the Doppler effect stretches or compresses the
signal over time (c. f. Section (III-H)). At least, one preamble
symbol for re-alignment is required before the SFD (the SFD
symbols have to exceed the threshold too). This triggers a
re-synchronization in the case of failures during the preamble
detection.

B. STO AND DOPPLER SHIFT ESTIMATION
First, the preamble is used to compensate a rough integer
STO estimation. Afterwards, a SFD of two up-chirps
and two down-chirps is used for fine STO and Doppler
Shift calculation. After dechirping and peak detection, the
four frequencies fp,↗,0, fp,↗,1, fp,↘,0, fp,↘,1 correspond to
the frequency peaks of the four dechirped SFD symbols.
Figure 10 shows the DFT transformed dechirping results of
the four SFD symbols.

To increase the accuracy, the peak frequency fp of a
DFT is calculated with the frequency estimator from [40]
(comparable to Xhonneux et al. [7]).

fp =

(
kp +

∣∣Ykp+1
∣∣− ∣∣Ykp−1

∣∣
4
∣∣Ykp ∣∣− 2

∣∣Ykp+1
∣∣− 2

∣∣Ykp−1
∣∣
)

·
BW
2SF

(40)

or

fp =

(
kp − R

(
Ykp+1 − Ykp−1

2Ykp − Ykp+1 − Ykp−1

))
·
BW
2SF

(41)

with the frequency bin index kp ∈
{
0, 1, . . . , 2SF − 1

}
of

the highest DFT magnitude sample
∣∣Ykp ∣∣ and the neighbor

complex samples Ykp+1 and Ykp−1. Equation (40) uses
magnitude values (similar to the non-coherent detection), but
Eq. (41) is more robust against noise [40]. Equation. (41) is
used for the detection of the SFD peaks.

Afterwards, the four frequency peaks are used to construct
the following equation system.

fp,↗,0 = f1,↗ + fτ,↗

=

(
fc +

BW
2

+
BW
2

1

)
1 −

BW
Tsym

τ (42)

fp,↗,1 = f1,↗ + fτ,↗ + fτ1,Tsym ,↗

=

(
fc +

3BW
2

+
BW
2

1

)
1 −

BW
Tsym

τ (43)

fp,↘,0 = f1,↘ + fτ,↘ + 2 · fτ1,Tsym ,↘

=

(
fc −

5BW
2

−
BW
2

1

)
1 +

BW
Tsym

τ (44)

fp,↘,1 = f1,↘ + fτ,↘ + 3 · fτ1,Tsym ,↘

=

(
fc −

7BW
2

−
BW
2

1

)
1 +

BW
Tsym

τ (45)

The STO is defined w. r. t. the begin of the first up-chirp.
Under the assumption 1 ≫ 1 the system can be simplified
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FIGURE 10. DFT results of the dechirped SFD symbols with SF = 10,
fc = 62.5 kHz, and BW = 20.0 kHz for different Doppler shifts. The speed
of sound is csound = 1500 m/s. The crosses indicate the frequency
index kp with the highest magnitude (c. f. Eqs. (40), and (41)).

and rearranged to a linear equation system.
fp,↗,0
fp,↗,1
fp,↘,0
fp,↘,1


︸ ︷︷ ︸

b

=


fc +

BW
2 −

BW
Tsym

fc +
3BW
2 −

BW
Tsym

fc −
5BW
2

BW
Tsym

fc −
7BW
2

BW
Tsym


︸ ︷︷ ︸

A

·

(
1

τ

)
︸ ︷︷ ︸
x

(46)

Finally, the system can be solved with linear least squares
(LLS) [69, Ch. 2]

x̂ =

(
ATA

)−1
AT b (47)

where x̂ is a vector with the estimates of 1 and τ . It is
important to note, that there exist computational more stable
methods to solve Eq. (46). On the other hand, Eq. (47) is
simple to implement on a microcontroller for a 4× 2 matrix.

C. REFERENCE IMPLEMENTATION
To compare the new algorithm from Section IV-B, a mod-
ified implementation of the up-down method from Dia-
mant et al. [44] (c. f. Section II-C) is applied. Diamant et al.
used the properties of the MF with an up or down-chirp.
A positive Doppler shift results in a negative shift of the lag in
the case of an up-chirp and a positive shift for a down-chirp.
Negative Doppler shifts have the inverse behavior. Based on
the difference between the MF peaks the Doppler shift can be
estimated. It is important to note, that the implementation of
a MF requires higher computational resources compared to
dechirping. To dechirp a symbol with 2SF samples, a single

DFT of size 2SF is required. Opposed to that, a matched filter
with negative and positive lag, requires three DFTs of size
2SF+1 [69, Ch. 13]. The DFT of the reference symbol is not
required for every symbol. In an efficient implementation,
a matched filter requires two DFTs of size 2SF+1.
Opposed to Diamant et al., the modified algorithm includes

the two up-chirps and down-chirps of the SFD. The lags
τp,↗,0, τp,↗,1, τp,↘,0, and τp,↘,1 are the lags with the highest
matched filter result. Based on the lags, the Doppler shift is
calculated from

1 = −
1
2

(
−fc
BW

+ 1 −
δ

2Tsym

)

±

√√√√√(
−fc
BW + 1 −

δ
2Tsym

)2
4

+
δ

2Tsym
(48)

with

δ =
τp,↗,0 + τp,↗,1 − τp,↘,0 − τp,↘,1

2
. (49)

The entire derivations of the equations are included in the
appendix. Afterwards, the Doppler shift is removed to get τ̂p
from τp. Finally, the STO is the mean of the Doppler shift
corrected peak lags:

τ =
τ̂p,↗,0 + τ̂p,↗,1 + τ̂p,↘,0 + τ̂p,↘,1

4
(50)

D. STO AND DOPPLER SHIFT REMOVAL
After the estimation of STO and Doppler shifts, the offsets
must be removed for an error-free symbol demodulation.
The proposed acoustic underwater receiver samples the PB
signal. Afterwards, the signal is shifted and sampled-down in
software (c. f. Section III-D). The offsets are removed in the
PB. In the case of STO only, similar methods can be applied
in the BB signal (in the best case before down-sampling).
Doppler shifts can be removed by reversing the effect of Eq.
(19). The Doppler shift free signal ŷS (t) of yS (t) is:

ŷS (t) = yS ((1 − 1)t) (51)

Four different strategies are implemented: (1) Removal of
integer STO only. (2) Linear interpolation to remove STO.
(3) Linear interpolation to remove STO and Doppler shifts.
(4) Nearest PB sample to remove STO and Doppler shifts.
Ghanaatian et al. [2] suggested an over-sampling of the BB
to remove BB-SFO. The selection of the nearest sample in
the PB is an adaption of this algorithm and takes advantage of
the different structure of acoustic underwater receivers. In this
case, the nearest time sample in the PB is selected instead of
interpolation. Compared to interpolation, this method is less
computational expensive.

E. DIFFERENTIAL CODING AND DECODING
Ben Temim et al. [31] used a differential symbol coding to
compensate CFO and Rezzouki et al. [33] implemented a
differential symbol coding for acoustic underwater commu-
nication. We use a normal symbol demodulation (according
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FIGURE 11. Simulation results for different preamble detection
thresholds. The diagrams show the false detection probability Pfa,
detection probability Pd and the joint probability Pjoint.

to Eq. (11)) and a differential symbol coding. For the demod-
ulation of differential symbols two different approaches are
compared. In the first case and similar to Ben Temim et al.,
the received differential symbols are estimated with Eq. (11)
and the difference on the integer level is the demodulated
symbol. This method is called differential binary symbol
decoding in the following sections. We developed a novel
method, called differential peak symbol decoding, which uses
the estimated frequency peaks (c. f. Eq. 40) from the current
differential symbol fp,n and previous differential symbol fp,n-1.
The estimated data symbol is:

Ŝ = round
[(
fp,n − fp,n-1

)
·
2SF

BW

]
mod 2SF (52)

F. DIFFERENT SPREADING FACTORS FOR
SYNCHRONIZATION AND DATA TRANSMISSION
Section III-G derived that symbols with a lower spreading SF
have an higher resilience against Doppler shifts. On the
other hand, symbols with higher spreading factors are more
effected by Doppler shift and therefore suitable for Doppler
shift estimation. Hence, symbols with higher spreading can
be used for the preamble and SFD and a lower spreading
for data transmission. This enables a proper estimation
and compensation of STO and Doppler shift and a high
resilience against Doppler shifts of the transmitted data
symbols.

V. EVALUATION AND DISCUSSION
This section examines and discusses the results of the
implemented algorithms from Section IV. The algorithms
were implemented with MATLAB and are public available.2

First, the preamble detection threshold was determined and
the accuracy of our joint estimation of STO and Doppler shift
was evaluated. Afterwards, the BER for different spreading,

2https://collaborating.tuhh.de/e-24/public/underwater/fscm-doppler-
receiver/

packet length, removal techniques, and symbol coding were
compared. In this paper, the acoustic underwater transmission
channel is simplified to a single propagation path, with
additional noise, propagation time delays, and Doppler
shifts. The simplification to a single propagation path with
additional noise is similar to most of the in Section II-B
discussed research papers [2], [5], [6], [7], [31], [32].

In all simulations, a PB sampling rate fs,PB = 200 kHz
and a carrier frequency fc = 62.5 kHz was selected similar
to the sampling frequency and carrier frequency of the
ahoi modem [21]. The bandwidth was set to BW = 20 kHz
and accordingly the BB sampling rate to fs,BB = 20 kHz.
Spreading factors of SF ∈ {6, 10} were used. The band-
width and spreading factors were similar to [20] and
resulted in symbol lengths of Tsym ∈ {3.2ms, 51.2ms}.
The BER was measured without additional error cor-
recting code to evaluate the direct impact on the sym-
bol demodulation. Gray mapping was used for symbol
generation (c. f. Section III-B). The signal-to-noise ratio
(SNR) was always measured over the PB communication
bandwidth [fc − BW/2, fc + BW/2] = [52.5 kHz, 72.5 kHz]
and the speed of sound was set to csound = 1500m/s.

A. PREAMBLE DETECTION
The packet reception started with the preamble detection
based on a threshold (c. f. Section IV-A). The threshold was
defined as the difference between the average over the DFT
magnitudes and the minimum peak high for detection. The
selected threshold had to minimize the probability of a false
detection Pfa and maximize the probability of detection Pd.
Furthermore, the joint probability was defined

Pjoint = (1 − Pfa) · Pd. (53)

During the simulation, SNRs between −30 dB to 0 dB and
threshold factors from 5 dB to 15 dB were simulated without
velocity. Noise was generated according to the SNR. If the
maximum magnitude of the dechirped noise was above the
threshold, Pfa increased. If the symbol with additional noise
was detected, Pd increased. For every SNR and threshold, 106

repetitions with a randomly selected fractional STO between
±0.5 BB sample were simulated.
The simulation results are depicted in Fig. 11. Based on

the simulations, the thresholds factors 11 dB (SF = 6) and
12 dB (SF = 10) were selected for the following evalua-
tion. The false detection probability was Pfa = 3.2 × 10−3

respectively Pfa = 4.0 × 10−3 and the detection proba-
bility of Pd = 1 was achieved above 0.25 dB respec-
tively −12.75 dB.

B. STO AND DOPPLER SHIFT ESTIMATION
To evaluate the STO and Doppler shift estimator, a simulation
with STOs from −100 to 100 PB samples with 1 sample res-
olution (−10 to 10 BB samples with 0.1 sample resolution),
velocities from −6m/s to 6m/s with 0.1m/s resolution
(Doppler shifts from −4 × 10−3 to 4 × 103) and SNR
from −15 dB to 15 dB with 1 dB resolution were carried
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FIGURE 12. Simulation results (mean error and standard deviation) for STO estimation. Our algorithm from Section IV-B is titled with dechirping and the
reference implementation (c. f. Section IV-C) with matched filter. A STO of ±25µs (minimum and maximum values) is ±0.5 BB sample.

FIGURE 13. Simulation results (mean error and standard deviation) for Doppler shift estimation. Our algorithm from Section IV-B is titled with dechirping
and the reference implementation (c. f. Section IV-C) with matched filter. A velocity of ±0.25 m/s (minimum and maximum values) results in a Doppler
shift of 1 = ±1/6 × 10−3.

FIGURE 14. CDF of the symbol timing offset (STO) estimation error.
Dechirping corresponds to the algorithm in Section IV-B, matched filter
to Section IV-C.

out. Each constellation point, the simulation was repeated
100 times with different randomly generated noise. In sum,
the simulation ran 7.5 × 107 iterations per spreading
factor. The results for the joint estimator (Section IV-B)
and the reference implementation (Section IV-C) is shown
in Fig. 12, 13.

First, in Fig. 12 the STO is plotted with mean error value
and standard deviation of the estimation algorithms. For
both spreading factors, our algorithm from Section IV-B
had a lower mean error and standard deviation compared to
the reference implementation from Section IV-C. A lower

spreading factor required higher SNR for comparable errors.
In the case of a spreading factor of SF = 10, the mean
error and standard deviation increased for absolute velocities
above 3m/s. This support the results from Section III-G, that
a lower spreading factor is more resilient against Doppler
shifts.

Similar to Fig. 12, Fig. 13 shows the results of the
velocity estimation. Our algorithm has a better accuracy
compared to the reference algorithm. However, the results
for SF = 6 showed a high variance compared to SF = 10,
which means that a higher spreading factor leads to
a more precise velocity estimation. For a comparison,
the cumulative distribution functions (CDFs) for differ-
ent velocities of v0 = {0m/s, 1.5m/s, 3m/s, 6m/s} and
SNR ∈ {0 dB, 5 dB, 10 dB} are depicted in Fig. 14, and 15.
The results validate the previous observation.

In the case of STO (c. f. Fig. 14), a smaller spreading factor
was more resilient against Doppler shifts. For SF = 6 and
dechirping (algorithm from Section IV-B), the STO error for
95% of the estimations (CDF = 95%) was below 6.7µs for
all velocities and SNRs. Opposed to that, SF = 10 and
dechirping had a STO error for 95% of the estimations
below 2.1 µs for 0m/s, 4.2 µs for 1.5m/s, and 9.8µs for
3m/s,whereas 38% of the estimations yield an STO error
below 25µs at 6m/s. Surprisingly, the CDF for lower SNR
was slightly higher. Presumably, this was to the fact that
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FIGURE 15. CDF of the velocity error. Dechirping correspond to the
algorithm in Section IV-B, matched filter to Section IV-C.

FIGURE 16. Comparison between integer (int.) and integer and fractional
(frac.) STO removal for different symbol codings normal, differential
binary and differential peak (c. f. Section IV-E) without Doppler shifts.

middle of the peak is getting lower that the edges. Figure 8b
illustrates that for a velocity of 6m/s. The middle of the
peak was at frequency bin 15, but the edges at 13 and
17 were higher. A lower SNR enhanced the probability that
bin 15 (or 14 respectively 16) was detected and therefore
the estimate had a smaller STO error. For both spreading
factors, the dechirping had a lower STO error compared to
matched filter (algorithm from Section IV-C). The stairs in
the CDF corresponded to the behavior, that matched filter
had a resolution of a sample for each SFD symbol. Opposed
to that, dechirping increased the resolution with a fractional
frequency estimator (c. f. Eq. (41)). It is important to note,
that an STO error of 25µs is 0.5 BB sample. In this case,
the symbol false detection probability is 50%, because the
energy is equally distributed over two bins (c. f. Fig. 7).
A shorter STO than 25µs increases the probability of a correct
symbol detection.

For velocity detection (c. f. Fig. 15), a higher spreading
was required. For SF = 10 and dechirping, 95% of the
estimations had an velocity error below 15 × 10−3m/s for
0m/s, 43 × 10−3m/s for 1.5m/s, 106 × 10−3m/s for
3m/s and for 6m/s 40% of the velocity error was below
250×10−3m/s. A proper velocity detection with SF = 6 and
dechirping was not possible. Similar to the STO results,
dechirping was better than matched filter.

C. EFFECTS ON THE BER
Finally, the BER was analyzed in different setups:

1) Without Doppler shift to compare fractional and
integer-only STO compensation (Fig. 16).

FIGURE 17. Effect of Doppler shifts in the case of STO removal only for
different symbol codings normal and differential peak.

2) With Doppler shift but without Doppler shift compen-
sation (Fig. 17).

3) With Doppler shift and Doppler shift estimation and
compensation (Fig. 18).

4) Different differential symbol coding (Fig. 19).
5) Different resampling techniques (Fig. 20).
6) With multiple packet lengths (Fig. 21).
7) Different spreading factors for synchronization

(preamble and SFD) and data (Fig. 22).
Unless stated otherwise, each packet carried 64B ran-

domly generated payload. In our previous paper [20] we
observed a saturation of the BER around 10−2. In [20],
we compensated integer STO in the BB only. A compar-
ison of different STO compensation methods is given in
Fig. 16. After reception of the SFD, the STO was removed
(c. f. Section IV-D). First, the integer STO (resulting in a
shift of an integer number of BB samples) was considered
and afterwards integer and fractional STO (resulting in
an interpolation between BB samples). Furthermore, the
evaluation considered normal (similar to the LoRa standard,
c. f. Section III-B) and differential symbol coding (c. f. Sec-
tion IV-E). Based on the results in Fig. 16, the BER went
into saturation around circa 10−2 for normal and differential
binary symbol coding. A differential symbol estimation
with Eq. 52 improved the BER to 10−4. For all symbol
codings, the BER was less than 10−5 at 1 dB (SF = 6)
respectively −11 dB (SF = 10) SNR. Hence, a fractional
and integer STO removal decreased the BER. In the following
evaluations, fractional and integer STO was removed.

An integer and fractional STO removal was evaluated in
Fig. 17 for different velocities, but without Doppler shift
removal to motivate the need of a Doppler shift removal.
As derived in Section III-G, a smaller spreading factor is
more stable against Doppler shifts. This is proved by the
simulation results in Fig. 17. For spreading factor of SF = 6,
a differential symbol coding showed some improvements for
lower velocities.

The last evaluation showed the requirement of a Doppler
shift compensation. The simulation results of our receiving
algorithm (c. f. Section IV) with STO and Doppler shift
removal is shown in Fig. 18. The Doppler shift and STOwere
removed in the PB with linear interpolation. In comparison
to the results without Doppler shift removal (c. f. Fig. 17),
our algorithm showed a strong improvement in the case of
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FIGURE 18. Effect of Doppler shifts in the case of STO and Doppler shift
removal (interpolation of the PB samples) for different symbol decodings
normal and differential peak.

FIGURE 19. Comparison of different symbol decodings normal,
differential binary and differential peak (c. f. Section IV-E).

Doppler shifts (v0 = {0.75m/s, 1.5m/s, 3.0m/s, 6.0m/s})
for SF = 6 and differential symbol coding. In the case of
SF = 10 the Doppler compensation had minor improvements
for lower velocities, e. g., v0 = 0.75m/s. On the other hand,
the algorithm enhanced the BER in a scenario without
Doppler shifts (v0 = 0m/s) compared to the previous
evaluation (c. f. Fig. 17). For example, a BER of less than
10−5 required a SNR of 1 dB (SF = 6) respectively
−11 dB (SF = 10) without Doppler compensation algorithm
and 9 dB respectively −4 dB with Doppler compensation in
scenarios without Doppler shifts. The difference was a result
of estimation errors of the Doppler shift (c. f. Fig. 15).
Section IV-E described different symbol coding imple-

mentations, which were compared with simulations. The
results shows Fig. 19 for different spreading, SNR and
Doppler shifts. In all cases, the differential peak decoding
(implementation of Eq. 52) had the lowest BER.
Interpolation required computational resources. Section

(IV-D) described methods to remove Doppler shifts and STO.
Linear interpolation of the PB samples and the use of the
nearest PB sample were compared in Fig. 20. In all cases,
linear interpolation had a lower BER.

The effect of Doppler shifts to a packet described
Section III-H. During the payload demodulation Doppler
shifts produced an increasing or decreasing STO over the
time. Therefore, with increasing payload the absolute STO
increased. Figure 21 depicts the BER for different payload
lengths (16B, 32B, 64B, 128B, and 256B). The packet
durations were 103ms, 170ms, 308ms, 580ms, and 1127ms
for SF = 6 and 1190ms, 1856ms, 3187ms, 5798ms, and
11 020ms for SF = 10. The differential peak decoding was
used and the BER shows minor differences for different
payload lengths.

FIGURE 20. Comparison of different STO and Doppler shift removal
implementations with linear interpolation between PB samples and the
use of the nearest PB sample (see Section IV-D).

FIGURE 21. Comparision of different payload lengths (16 B, 32 B, 64 B,
128 B, and 256 B) with linear interpolation to remove Doppler shifts and
STO and differential peak decoding.

The derivation in Section III-G and the evaluation pointed
out that smaller spreading factors were more resilient against
Doppler shifts. In general, a high resilience of the modulated
data was desirable. On the other hand, for a proper Doppler
shift estimation larger spreading factors performed better,
because the signals were more effected by Doppler shifts.
To fullfil both requirements different spreading factors for
preamble and SFD (SFsync) and data transmission (SFdata)
were implemented. The simulation output shows Fig. 22.
In all cases, the data transmission used SFdata = 6. Preamble
and SFD were tested with SFsync ∈ {7, 8, 9, 10}. The gray
area in the background of Fig. 22 indicates the BER
for SFsync = 6, SFdata = 6 (c. f. Fig. 18). The usage of
a higher spreading for the synchronization resulted in a
lower BER. In the best case (SFsync = 10), a BER below
10−5 was reached for 0m/s and 0.75m/s at a SNR of
−3 dB respectively −2 dB. To archive a similar BER for
SFsync = 6 SNRs of 7 dB respectively 8 dB were required
(c. f. Fig. 18). On the other hand, a spreading factor of
SFsync = 10 increased the BER for the highest velocity of
6m/s due to the inaccurate STO and Doppler shift estimation
for large velocities (c. f. Section V-B).

The evaluations pointed out that the presented Doppler
shift estimation and compensation algorithm decreased
the BER in scenarios with Doppler shifts. Furthermore,
differential symbol codingwasmore resilient against Doppler
shifts and STO compared to normal symbol coding. The best
performance, w. r. t. the BER, showed a configuration with
different spreading factors for synchronization (preamble
and SFD) and data transmission. However, there exist a
velocity limit for each configuration. The spreading factors
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FIGURE 22. Effect of different spreading factors for preamble and STO
(SFsync) and data transmission (SFdata) with linear interpolation to
remove Doppler shifts and STO and differential peak decoding. The gray
area in the background indicates the BER for SFsync = 6, SFdata = 6.

must be selected based on the properties of the acoustic
communication channel.

VI. CONCLUSION
In this paper, we discussed the effect of Doppler shifts,
SFO and STO to FSCM-based low-power acoustic under-
water communication. First, we reviewed state-of-art FSCM
receiver implementations for RF applications and FSCM
and CSS acoustic underwater communication. Due to the
low propagation speed of the acoustic wave in the water,
Doppler shifts have a strong effect on acoustic underwater
communication. We pointed out, that this is the first paper
which studies the effect of Doppler shifts in FSCM-based
acoustic communication. Furthermore, we derived equations
to describe the effect of Doppler shifts to the dechirped FSCM
signal. Our findings showed, that smaller spreading factors
were more resilient against Doppler shifts. Based on our
studies we developed a light-weight synchronization for a
joint estimation of Doppler shifts and STO. Moreover, our
work contributes to robust transmission schemes such as
differential symbol differential symbol coding and different
spreading factors for synchronization and data transmission.
Finally, we evaluated our algorithm and compared it to a
reference algorithm for Doppler tracking. Our algorithm
reduced the BER by a factor of more than 104 in some cases.
For example, we showed that our algorithm improved the
BER for a spreading factor of SF = 6 for data transmission
at 5 dB SNR and a relative velocity of 0.75m/s from
2 × 10−1 (SFsync = SFdata = 6) without Doppler shift
compensation to less than 10−5 (SFsync = 10, SFdata = 6),
respectively from 3 × 10−1 (SFsync = SFdata = 6) to 10−4

(SFsync = 10, SFdata = 6) at 1.5m/s. It is important to note,
that these Doppler shifts were similar to a relative velocity of
1.5×105m/s respectively 3×105m/s in RF communication.
In future work, we plan to evaluate our algorithm in

different real-world scenarios with multipath propagation and
channel variations. Furthermore, an implementation for the

ahoimodem is planned to offer the usage of FSCM inµAUVs
and UWSNs to advance the research on the IoUT.

APPENDIX A
DERIVATION OF THE EQ. FOR THE UP-DOWN METHOD
A MF or cross-correlation measures the similarity of two
signals over the displacement (lag) between each other.
In communication systems, MFs measure the similarity
between the received signal and a reference signal. The
maximum of the MF is the displacement with the highest
similarity between received and reference signal.

After the reception of the SFD (two up-chirps and two
down-chirps), the four MF peaks τp,↗,0, τp,↗,1, τp,↘,0,
and τp,↘,1 determine the lag with the highest similarity. The
lags are defined w. r. t. the expected lag without STO and
Doppler shift. Time shift due to Doppler are defined w. r. t.
the begin of the first up-chirp of the SFD.

Based on [44], a Doppler shift produces additional lags for
up and down-chirps

τ1,↗ = −τ1,↘ = −
fc1Tsym

BW
(
1 + 1 +

12

2

) . (54)

Furthermore, a STO τ shifts the lag ττ,↗ = ττ,↘ = τ .
The four MF peaks can be described with τ1, ττ and the

time shift per symbol τ1,Tsym = −Tsym · 1.

τp,↗,0 = ττ,↗ + τ1,↗ = τ −
fc1Tsym

BW
(
1 + 1 +

12

2

) (55)

τp,↗,1 = ττ,↗ + τ1,↗ + τ1,Tsym

= τ −
fc1Tsym

BW
(
1 + 1 +

12

2

) − Tsym · 1 (56)

τp,↘,0 = ττ,↘ + τ1,↘ + 2 · τ1,Tsym

= τ +
fc1Tsym

BW
(
1 + 1 +

12

2

) − 2Tsym · 1 (57)

τp,↘,1 = ττ,↘ + τ1,↘ + 3 · τ1,Tsym

= τ +
fc1Tsym

BW
(
1 + 1 +

12

2

) − 3Tsym · 1 (58)

The equations are rewritten to

δ =
τp,↗,0 + τp,↗,1 − τp,↘,0 − τp,↘,1

2

= −
2fc1Tsym

BW
(
1 + 1 +

12

2

) + 2Tsym · 1

≈ −
2fc1Tsym

BW (1 + 1)
+ 2Tsym · 1 (59)

Finally, the Doppler shift is

1 = −
1
2

(
−fc
BW

+ 1 −
δ

2Tsym

)

±

√√√√√(
−fc
BW + 1 −

δ
2Tsym

)2
4

+
δ

2Tsym
(60)
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To calculate the STO, the Doppler shifts are removed

τ̂p,↗,0 = τp,↗,0 +
fc1Tsym

BW
(
1 + 1 +

12

2

) (61)

τ̂p,↗,1 = τp,↗,1 +
fc1Tsym

BW
(
1 + 1 +

12

2

) + Tsym · 1 (62)

τ̂p,↘,0 = τp,↘,0 −
fc1Tsym

BW
(
1 + 1 +

12

2

) + 2Tsym · 1 (63)

τ̂p,↘,1 = τp,↘,1 −
fc1Tsym

BW
(
1 + 1 +

12

2

) + 3Tsym · 1 (64)

and averaged

τ =
τ̂p,↗,0 + τ̂p,↗,1 + τ̂p,↘,0 + τ̂p,↘,1

4
. (65)

APPENDIX B
LIST OF ACRONYMS
µAUV Micro autonomous underwater vehicle.
ADC Analog-to-digital converter.
ADR Adaptive data rate.
AUV Autonomous underwater vehicle.
AWGN Additive white Gaussian noise.
BB Base band.
BB-SFO Baseband sampling frequency offset.
BER Bit error rate.
BFSK Binary frequency shift keying.
BPF Band-pass filter.
CDF Cumulative distribution function.
CFO Carrier frequency offset.
CSS Chirp spread spectrum.
DC Constant component.
DFT Discrete Fourier transform.
FFT Fast Fourier transform.
FSCM Frequency shift chirp modulation.
HFM Hyperbolic frequency modulation.
IIR Infinite impulse response.
IoT Internet of Things.
IoUT Internet of Underwater Things.
ISI Inter-symbol interference.
LFM Iinear frequency modulation.
LLS Iinear least squares.
LNA Low-noise amplifier.
LPF Low-pass filter.
LPWAN Low-power wide area network.
MAC Medium access control.
MF Matched filter.
NLOS Non-line-of-sight.
PB Pass band.
PB-SFO Passband sampling frequency offset.
PHY Physical.
PLL Phase-locked loop.
PRR Packet reception rate.
PSD Power spectral density.

RF Radio frequency.
SDR Software defined radio.
SFD Starting frame delimiter.
SFO Sampling frequency offset.
SNR Signal-to-noise ratio.
STO Symbol timing offset.
USV Unmanned surface vehicle.
UWSN Underwater wireless sensor network.
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