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ABSTRACT The increasing integration of AI software into various aspects of our daily lives has amplified
the importance of evaluating the quality of these intelligent systems. The rapid proliferation of AI-based
software projects and the growing reliance on these systems underscore the urgency of examining their
quality for practical applications in both industry and academia. This systematic literature review delves
into the study of quality assessment metrics and methods for AI-based systems, pinpointing key attributes
and properties of intelligent software projects that are crucial for determining their quality. Furthermore,
a comprehensive analysis of this domain will enable researchers to devise novel methods and metrics
for effectively and efficiently evaluating the quality of such systems. Despite its importance, this area
of development is still relatively nascent and evolving. This paper presents a systematic review of the
current state of the taxonomy of quality assessment for AI-based software. We analyzed 271 articles from
six different sources that focused on the quality assessment of intelligent software systems. The primary
objective of this work is to provide an overview of the field and consolidate knowledge, which will aid
researchers in identifying additional areas for future research. Moreover, our findings reveal the necessity to
establish remedial strategies and develop tools to automate the process of identifying appropriate actions in
response to abnormal metric values.

INDEX TERMS Artificial intelligence, machine learning, intelligent systems, AI-based software, software
attributes, quality assessment, feature selection, quality models, AI system evaluation.

I. INTRODUCTION
Artificial Intelligence (AI) has rapidly emerged as one of the
most prominent areas of research and development in recent
years [1], [2]. AI systems are increasingly being integrated
into our daily lives, playing a vital role in various applications
spanning healthcare, finance, transportation, education, and
entertainment [3], [4]. As an example, ChatGPT had around
1 million users within 5 days of its availability [1]. As AI
systems become more ubiquitous, ensuring their high quality
is crucial, as even minor flaws in AI software can lead to
significant consequences [5].
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Given the critical role AI systems play in our lives,
thorough assessment and improvement of AI software
quality are essential. However, evaluating the quality of
AI software is a complex and challenging task. Unlike
traditional software systems, AI systems are often designed
to learn and adapt over time, making the quality of their
outputs less easily quantifiable [5]. Furthermore, the social
and ethical implications of AI systems must be considered
when assessing their quality, as the impact of these systems
on society and the environment is becoming increasingly
significant.

Software engineering is now an industry experiencing
tremendous growth, with the demand for software projects
soaring. Has this dramatic rise in software engineering
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affected the quality of the software code? Software quality
assessment involves testing and evaluating various software
components using current techniques, benchmarks, and
quantifiable characteristics. This process is vital for software
development andmanagement, as it informs projectmanagers
about the product’s state, enabling them to allocate resources
and funds more effectively. However, quality evaluation for
AI-based systems differs from traditional software quality
measurement, as machine learning models often possess
unique properties that cannot be checked by running these
models on a test data [6]. The performance of the machine
learning model and the system’s overall performance are
strongly and positively correlated.

Intelligent software systems are gaining popularity within
the computer science community. These systems unob-
trusively integrate computer and networking technologies
to surround their human users [7], [8]. The goal of this
technology is to provide users with meaningful information
and take actions to improve their environment. As the number
of users grows, the resources enabling intelligence may
quickly become saturated, leading the system to become
unstable and giving users the impression that the assessments
are of low quality.

Intelligent systems are currently a novel approach lacking
a comprehensive, quantifiable understanding of the technol-
ogy. This study offers suggestions for assessment criteria
for such systems and provides an overview of potential
challenges in software measurement of intelligent systems.
We need measures to assess the current state of science and
technology and to weigh the advantages and disadvantages
of different systems. Without metrics, we cannot recognize
success and penalize failure. Metrics are numerical measure-
ments used to assess specific quality attributes of a utility
or software [9]. Moreover, without quantifiable measures,
science and engineering become impossible. Using metrics
for software developed using object-oriented and procedural
approaches is challenging, but it becomes evenmore complex
and sophisticated when applied to software agents exhibiting
anthropomorphic qualities. This is because the domain of
intelligent systems spans multiple academic fields, including
control theory, neural networks, artificial intelligence, and
cognitive sciences [10].
Developments in computer technology over the past

several decades have enabled the storage of vast amounts
of data electronically. The demand for computer software to
incorporate more intelligent capabilities is driven primarily
by two compelling arguments. The first justification concerns
the existing bottleneck in data processing. Emphasis on
storage efficiency rather than processing significance was
based on historical manual information handling practices
and the implicit acknowledgment that computer operators
of computer-based data storage devices must analyze data
into knowledge and information [11]. Data file and database
management approaches often focused on the processes of
storing, retrieving, and manipulating data outputs, rather
than the context in which the collected data would be used

for planning, monitoring, evaluation, and decision-making.
The second justification has a slightly different nature,
relating to the complexity of communication systems and
networking computers, and how organizations increasingly
rely on the dependability of such IT environments as a
critical component of their efficiency, effectiveness, and
survival.

Data-centered applications that only incorporate their data
environment represent the initial stage in the evolution of
intelligent systems [12]. Subsequent stages involve ontology-
based applications with computational intelligence capabili-
ties. It is argued that under a broader concept of intelligence,
a distinction between component capabilities and human
intelligence can be established, allowing the former to be
integrated into software. The primary driving force behind
the pursuit of intelligent software has been the growing
recognition of the significant role played by information and
data, rather than the application’s functionality and logic.

To evaluate the relative capacities of software systems
along their evolutionary trajectory over the past 50 years,
Rahman et al. [13] employ an assessment framework with six
categories, each featuring suitable attributes or capabilities
that serve as a set of evaluation criteria. To assess the
degree of intelligence to which a software program or system
can execute intelligent activities, each domain’s individual
characteristics or capacities are ordered in ascending order
of complexity.

This paper presents a systematic review of the current
state of the taxonomy of quality assessment for AI-based
software. The main goal of this work is to study the field’s
landscape and consolidate knowledge to help researchers
identify further areas of research. Our research is aimed to
investigate the following aspects of quality assessment of
AI-based software:

1) existing approaches;
2) measurable attributes, statistical and machine learning

models used to estimate quality;
3) effectiveness of the found attributes and models.
The primary contributions of this work include providing

insight into the defined research area through a comprehen-
sive analysis of existing literature and producing a systematic
summary.

The paper is structured as follows: Section II describes
the protocol used in this research; Section III illustrates the
findings of our work; Section IV offers an interpretation of
our findings in relation to the research questions charac-
terizing this systematic literature review and provides their
critical interpretation; Section V assesses the constraints and
numerous shortcomings that may impact the research, while
Section VI addresses the questions related to the quality of
this work. Section VII draws some conclusions and identifies
areas of further research.

II. PROTOCOL DEVELOPMENT
To present a comprehensive picture of quality for AI-based
software, we conducted a systematic literature analysis
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following the approach by Kitchenham [14]. Systematic
literature studies in software engineering can include reviews
and syntheses of prior work, enabling researchers to gain
an understanding of the state of a particular research
subject. The findings of this SLR research should provide
a more comprehensive picture of the gaps and support
for software quality in the context of AI-based software
systems. The following sections conduct key processes
such as literature selection, string searches, and data
extraction techniques in accordance with the guidelines of
Peterson [15].

A. RESEARCH QUESTIONS
The initial step in conducting a literature review is to identify
a set of individual research questions. These questions
guide the development of this work and inform the readers
about the main focus of the study. To formulate the most
appropriate research questions, we referred to the ‘‘Goal
Question Metric’’ model developed by Caldiera et al. [16].
With this model, it is necessary to predetermine the analysis’s
objectives, target objects and issues, as well as the analytical
vantage points. According to the model, we specified the
purpose, target objectives, issues, and viewpoints of the
analysis as follows:

• Purpose - Systematic literature review.
• Objective - Peer-reviewed research papers in computer
science and software engineering.

• Issue - Taxonomies for evaluating the quality of
intelligent software systems.

• Viewpoint - Software engineers and industry
practitioners.

This SLR aims to answer the general question, ‘‘How is
quality defined or studied for AI-based software?’’ Using the
formulated GQM model above, this review focused on AI-
based software attributes and attempted to find answers to the
following research questions:

RQ1: What are the existing approaches for assessing the
quality of software systems for artificial intelligence?

RQ2: Which measurable attributes of software systems
for artificial intelligence, and which statistical or machine
learningmodels are commonly used for estimating the quality
of such systems?

RQ3: How effective are such attributes and models?
The motivation for RQ1 was to understand what existing

research has produced in terms of general approaches to
evaluate the quality of AI-based software projects originating
from open-source software project sources.

The motivation for RQ2 was to identify which particular
subsets of measurable software attributes are used to define
the ongoing status of intelligent systems and which methods
are commonly used for the quality assessment of such
systems.

The motivation for RQ3 was to rank such methods,
approaches, and attributes in terms of effectiveness and
reliability.

B. LITERATURE SEARCH
This section outlines the search process, including the use
of predefined keywords and queries to generate literature
search results. Appropriate keywords are formulated in Sec-
tion II-B1. The formulated keywords are then used to search
for publications in databases mentioned in Section II-B2.
Subsequently, in Section II-B3, the keywords are combined
using Boolean operators to formulate search queries in a way
that increases the precision of generating more potentially
relevant papers from the selected resources. The initial
results are then passed through the inclusion and exclusion
criteria introduced in Section II-C to remove all irrelevant
publications. After this step, the reading log is finalized
in Section III-A1 and evaluated for their qualities using
appropriate questions presented in Section II-D.

1) SEARCH KEYWORDS
The initial step of the search process involves extracting
topic-related keywords from the research questions men-
tioned earlier.

Table 1 show a large number of results found by using the
extracted keywords. Thus, in Section II-B3, these keywords
are used to generate appropriate search queries to increase the
precision of the search process.

2) SEARCH RESOURCES
The next step involves selecting some of the most popular
literature databases in the field. The selected databases are:

• ACM Digital Library
• Google Scholar
• Scopus
• ScienceDirect
• IEEExplore
• The Lens

These databases are chosen based on their size and popularity
in the Computer Science and Software Engineering fields.

3) SEARCH QUERIES
The predefined keywords are then arranged with boolean
operators to form potentially effective search queries that
help extract relevant works from the resources. The following
search query has been selected for conducting the main
literature search:

("AI software" OR
"artificial intelligence software" OR
"machine learning software" OR
"intelligent systems software" OR
"AI-based software" OR "AI-based system")
AND ("quality assessment" OR
"quality assurance")

The setting for using the query focused on the All-Text
format, which allows fetching more papers to be examined.
The reason for selecting this particular setting was to collect
as many related papers as possible and then manually go
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TABLE 1. Preliminary results on search databases.

through each one of them to gain more knowledge in this
relatively new field of research.

The results of the preliminary search are presented in
Table 1. The formulated main query is used to conduct the
main search on the databases specified in II-B2 with the ‘‘All
Text’’ search method if available. The results are presented in
section III-A1 and in Table 4.

C. INCLUSION AND EXCLUSION CRITERIA
To ensure the identification of the most relevant and
high-quality literature for this systematic literature review,
a comprehensive set of inclusion and exclusion criteria
were established. These criteria were designed to filter
out irrelevant or low-quality papers, and focus only on
the publications that could provide valuable insights and
contribute to a better understanding of quality evaluation in
AI-driven software projects.

Inclusion criteria that were used are:
• IC1 The paper is written in English, ensuring accessi-
bility to a wide range of readers and researchers.

• IC2 The paper is peer-reviewed and published by
a reputable publisher (indexed by databases such as
CMDL, Google Scholar, Scopus, ScienceDirect, IEEE-
Xplore, The lens), ensuring a certain level of quality and
academic rigor.

• IC3 The paper provides a comprehensive taxonomy,
framework, or discussion of the most effective attributes
for quality evaluation of software projects in the context
of artificial intelligence.

• IC4 The paper presents quantitative measurements or
empirical evidence supporting the validity and effec-
tiveness of the proposed quality attributes or metrics in
evaluating intelligent software properties.

Exclusion criteria that were used are:
• EC1 The paper includes a duplicate work by the same
author(s) or is a reiteration of previously published
research without significant additional contributions.

• EC2 The paper is an abstract, poster, summary, keynote,
opinion piece, editorial, short paper, book chapter,

or any other format that does not provide substantial
information or insights related to the topic.

• EC3 The paper does not present any type of experimen-
tation, comparison, empirical analysis, or results that
could support the claims made by the authors.

• EC4 The paper is not directly related to software
engineering or quality assessment in the context of
artificial intelligence, machine learning, or intelligent
systems.

• EC5 The paper fails to provide clear descriptions,
justifications, or explanations for the selected metrics,
making it difficult to assess the validity and usefulness
of the proposed quality attributes.

By applying these inclusion and exclusion criteria to
the initial search results, the final reading log can be
populated with high-quality, relevant publications that will
contribute significantly to the systematic literature review
and help develop a comprehensive understanding of quality
assessment in AI-driven software projects.

D. QUALITY ASSESSMENT
The quality of the publications included in this systematic
literature review plays a vital role in ensuring the reliability
and validity of the findings derived from them. To objectively
assess the quality of the selected publications, a set of
predefined questions was formulated, and a scoring system
was established. Each question was assigned a score of 1,
0.5, or 0 based on whether the answer was ‘yes,’ ’partial,’
or ‘no,’ respectively. The partial score was introduced to
accommodate potential human error and reduce subjectivity
in the assessment process. The questions used for quality
assessment are presented in Table 2, and the corresponding
weights and descriptions for each question are provided
in Table 3. The final quality scores for each paper can
be found in Appendix. After scoring the publications, the
classification of the papers based on their quality is presented
in Section III-B1.
By implementing a structured and objective quality

assessment process, this systematic literature review aims
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TABLE 2. Questions - quality assessment.

to provide a comprehensive and reliable synthesis of the
most relevant and high-quality publications in the field. This
approach ensures that the findings and conclusions drawn
from the reviewed literature are robust and trustworthy,
thereby contributing to the overall validity of the research.

III. RESULTS
In this section, we present the results derived from an
analysis of all papers included in the reading log. After a
meticulous selection process, a total of 38 papers were chosen
for further examination (refer to Appendix). To minimize
potential human error, the inclusion and exclusion processes
were rigorously assessed.

Given the results of the selection process, it is evident that
the current field is still in its nascent stages, with a limited
number of relevant publications available in academia. In the
subsequent subsections, we provide a statistical overview of
the obtained results.

A. PRELIMINARY CLUSTERING AND ANALYSIS
In this systematic literature review (SLR), we focused on
examining themost reputable and reliable databases available
to researchers, as previously mentioned. It is important to
note that we allocated publications to specific databases
based on the chronological order of the searches conducted,
even though some papers might be present across multiple
databases.

1) SEARCH RESULTS BY SOURCES
In this subsection, we detail the search process employed.
We utilized the search queries formulated in section II-B3 to
retrieve results from the databases specified in section II-B2,
and compiled them into the search results shown. Subse-
quently, duplicates from different sources were removed. The
results were then subjected to the inclusion and exclusion
criteria, as outlined in section II-C, to be considered for the
final reading log. The primary search results from each source
are presented in Table 4. After finalizing the reading log,
we conducted a quality assessment in section II-D, and the
results are displayed in Appendix.

The distribution of the publications included in our final
reading log by the search sources is presented in Table 5 and
Figure 2. As one can notice over 60% of the publications in

TABLE 3. Weights - quality assessment.

our reading log were indexed in two databases, ACMDL and
Science Direct.
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TABLE 4. Papers selection. The table shows the procedure through which potentially relevant papers were screened out through the adoption of IC and
EC criteria. The number of papers included in the final reading log is shown in the column ‘‘Selected papers.’’

FIGURE 1. Simplified PRISMA diagram for the systematic literature
review.

For this SLR, we chose not to set a specific starting year
for our searches, as our aim was to provide a comprehensive
review of the entire field. Figure 3 displays the distribution of
the papers included in our reading log by year of publication.
We observe that the majority of the selected studies were
published within the last four years.

TABLE 5. Distribution of papers by sources.

FIGURE 2. Distribution by sources.

This trend highlights the growing interest and rapid
advancements in the research field over recent years. It also
suggests that the most relevant and up-to-date findings are
likely to be found in publications from the past four years,
which could be crucial in shaping future research directions
and understanding the latest developments.

B. STUDIES CLASSIFICATION
In this subsection, we categorize the papers included in the
reading log based on their relevance to research questions
(RQs) and the quality of their findings. A clear understanding
of the quality and relevance of the studies will provide a
better foundation for synthesizing the results and drawing
meaningful conclusions.
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FIGURE 3. Distribution by years.

1) CLASSIFICATION ON QUALITY
To assess the quality of the publications, we employed a set of
weighted questions, as detailed in Section II-D, Table 2, and
Table 3. The full list of scores for each selected paper can
be found in Appendix. We then categorized the publications
based on their overall scores as follows: poor [0-1.5], good
[2-3], excellent [3.5-4].

Table 6 and Figure 4 indicate that the majority of the
publications fall within the ‘‘good’’ category, suggesting that
the data used for this SLR are of acceptable scientific qual-
ity. Furthermore, the presence of ‘‘excellent’’ publications
underscores the high-quality research being conducted in the
field, while the relatively low number of ‘‘poor’’ publications
highlights the rigorous selection process employed in this
SLR.

TABLE 6. Ranking.

2) CLASSIFICATION ON RQS
We classified the selected papers based on their relevance
to the research questions (RQs). The distribution of papers
addressing each RQ from various databases is as follows:

• ACM Digital Library: Among the 6 papers included
from this database, 4 focused on RQ2 and addressed
RQ3, while none were found for RQ1.

• Google Scholar: Of the 3 papers included from this
search engine, 1 addressed RQ1, and 2 were relevant to
both RQ2 and RQ3.

• Scopus: From the 10 papers included, 4 focused on RQ1,
and 6 were relevant to both RQ2 and RQ3.

FIGURE 4. Scores - classification on quality.

• ScienceDirect: Among the 13 papers included,
7 addressed RQ1, while 6 were relevant to both RQ2
and RQ3.

• IEEExplore: Of the 2 papers included, 1 focused on
RQ1, and none addressed RQ2 or RQ3.

• The Lens: From the 4 papers included, 3 focused on
RQ1, and 1 addressed both RQ2 and RQ3.

Figure 5 displays the total number of papers addressing
each specific research question. This classification helps to
identify which research questions have beenmore extensively
explored and which may require further investigation.

FIGURE 5. Counts - classification on RQs.

By evaluating the quality and relevance of the selected
publications, we are better equipped to understand the
current state of research and the gaps that may still exist.
This classification facilitates a more robust and insightful
analysis of the literature, ultimately contributing to a deeper
understanding of the field and the potential directions for
future research.

C. RELATED WORK
This section provides an overview of related secondary
research that offers insights into the quality of AI-based
software. Prior to our SLR investigation, there were existing
literature reviews on the quality of AI/ML software. Anyway,
these studies do not align with the scope, objectives, or types
of results intended for our SLR. We present the available
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secondary research relevant to our context within various
scopes to highlight our unique contribution to this study.

Several researchers have conducted literature reviews and
surveys focusing on specific aspects of AI/ML software
quality. For instance, Borg et al. assessed the state of the art
in verifying and validating machine learning (ML) systems,
particularly Deep Neural Networks (DNNs) for automotive
safety-critical systems. Masuda et al. conducted a survey on
the quality of ML applications and proposed that research
in software engineering be carried out in this context.
Braiek and Khomh evaluated the methods used to test ML-
based systems, aiming to inform practitioners about testing
techniques to improve the quality of ML programs.

These studies, while valuable, concentrate on narrower
scopes or particular aspects of AI/ML software quality,
such as testing or specific domains like automotive systems.
Counter to, our SLR aims to provide a more comprehensive
overview of AI-based software quality, encompassing various
domains and considering multiple quality attributes.

Plus, some researchers have focused on the challenges
faced by AI/ML software in their respective fields. Nasci-
mento et al. [12] conducted a thorough literature review of
57 primary papers on software engineering for AI, iden-
tifying challenges within five categories: testing, software
quality, data management, model development, and project
management. Lwakatare et al. carried out a comprehensive
literature review of 72 publications on the development and
maintenance of ML-based software systems, focusing on the
problems encountered and their solutions.

While these studies provide insights into the difficulties
faced byAI/ML software, they do not specifically concentrate
on product quality as we do in our SLR. By centering our
research on AI-based software product quality, we hope to
contribute to a more comprehensive understanding of the
quality attributes and the best practices for ensuring high-
quality AI-based software systems.

Our SLR distinguishes itself from previous related work
by offering a broader and more comprehensive analysis of
the literature on AI-based software quality. By classifying the
selected papers based on quality and relevance to the research
questions, we not only provide a clearer picture of the current
state of research but also identify gaps and potential avenues
for future investigation.

IV. DISCUSSIONS
This section discusses and evaluates the data exploration
findings in light of the specified research topics (RQs). The
following sections contain all of the results that we presented.
This evaluation focused on AI-based software qualities and
sought to respond to the following research issues as given:

A. ANALYSIS OF RESEARCH QUESTION 1
RQ1 aims to provide a comprehensive overview of the soft-
ware quality assessment methods and techniques employed
for AI-based applications from various perspectives. Based

on the primary studies, the following approaches were
identified, along with descriptions of how they are used:

1) MACHINE LEARNING APPROACHES
Machine learning techniques as the main methods for quality
assessment were utilized in 9 studies (P5, P8, P12-P14,
P20, P23, P27, P31, P37), suggesting that AI techniques
themselves are increasingly being explored to assess and
enhance the quality of AI-based systems. For example,
Kuwajima and Ishikawa adapted the existing SQUARE
methodology for AI systems by employing a fuzzy function
trained on data to measure quality attributes [11]. These
techniques typically involve training algorithms on historical
data to predict or evaluate specific quality attributes, such as
performance, reliability, or maintainability.

2) CATEGORIZATION-BASED APPROACH
Eight studies employed categorization-based approaches (P6,
P7, P9, P14, P15, P28, P29, P35), focusing on classi-
fying quality criteria and generating quality models from
various perspectives. In these studies, researchers develop
taxonomies or frameworks that group related quality criteria,
helping to systematically investigate the factors that may
impact AI system quality. This approach highlights the
importance of considering multiple aspects, such as data
quality, model architecture, and infrastructure dependencies,
when evaluating AI-based software quality.

3) REQUIREMENTS-BASED APPROACH
Four studies utilized requirements-based approaches (P3, P6,
P9, P21), which involve defining the needs and generating
detailed functional specifications for AI-based software.
These approaches stress the importance of clearly defining
requirements and aligning themwith established quality stan-
dards to meet user expectations and industry requirements.
Researchers often use techniques like elicitation, modeling,
and validation to ensure that requirements accurately reflect
stakeholder needs and align with quality attributes.

4) RISK-BASED APPROACH
Risk-based approaches were used in 3 studies (P4, P8,
P22), focusing on identifying potential quality problems
for AI-based software and offering guidance for mitigating
these risks. These approaches involve techniques like risk
identification, assessment, and mitigation, which help to
systematically manage potential issues that may affect AI
system quality. Proactively identifying and managing risks
is essential to prevent quality issues during AI system
development and deployment.

5) RULE-BASED APPROACH
Five studies (P5, P7, P11, P19, P31) applied rule-based
approaches that construct AI-based quality models and define
quality attributes. These approaches involve the creation of
rules or guidelines for evaluating specific quality attributes
or ethical considerations. By defining these rules, researchers

130498 VOLUME 11, 2023



A. Jabborov et al.: Taxonomy of Quality Assessment for Intelligent Software Systems

can create comprehensive models capturing the complex
interplay between various quality attributes and ethical
considerations in AI-based software.

6) TEST-BASED APPROACH
One study (P9) implemented a test-based approach, address-
ing the test oracle problem using a property-based software
testing technique. In this approach, researchers develop test
cases, oracles, and test procedures to assess the quality of AI-
based software. They often focus on unique challenges posed
by AI systems, such as non-determinism and adaptability,
requiring tailored testing methodologies for these systems.

These findings suggest that there is a growing recognition
of the need for diverse and comprehensive approaches
to assess the quality of AI-based software. Researchers
are increasingly exploring the use of machine learning
techniques, risk management, rule-based models, and testing
strategies to better understand and improve AI software
quality. Furthermore, the integration of ethical considerations
into quality models highlights the increasing importance of
ethics in AI development. By employing a variety of methods
and taking a holistic view of AI software quality, researchers
and practitioners can better ensure that AI systems meet the
high standards expected of them in today’s rapidly evolving
technological landscape.

B. ANALYSIS OF RESEARCH QUESTION 2
In order to consider quality metrics for AI-based software,
we examined not only the quality characteristics targeted in
the primary research but also the metrics used to assess these
qualities, i.e., Functional Suitability, Reliability, Performance
Efficiency, Maintainability, Security, Portability, Usability,
Compatibility, and additional Quality attributes that have
not been included in the ISO 25010 quality model, such as
readability, robustness, and safety.

Conventional software quality models, such as ISO/IEC
25010 (ISO/IEC 2011), have been developed for traditional
software. However, AI-based software differs significantly
from conventional software in various aspects, making it
impractical to use these models directly. Therefore, this
section investigates the adaptation of standard quality models
for AI-based software. We provide an overview of the
conventional quality models included in this SLR study
below:

• ISO/IEC 9126: Introduced in 1991, this model assesses
software product quality. It measures internal, exter-
nal, and quality-in-use factors. The model defines
six quality characteristics (Functionality, Reliability,
Usability, Efficiency, Maintainability, and Portability)
and is divided into 27 sub-characteristics.

• ISO/IEC 25000: Also known as SQuaRE (Software
product Quality Requirements and Evaluation), this
model provides guidance on transitioning from the
ISO/IEC 9126 series. Its primary objectives are to spec-
ify requirements and evaluate software quality by facil-
itating the measurement process. The model comprises

six main divisions that describe various quality aspects:
ISO/IEC 2500n, ISO/IEC 2501n, ISO/IEC 2502n, Divi-
sion of Quality Evaluation (ISO/IEC 2504n), Quality
Requirements (ISO/IEC 2503n), and SQuaRE Exten-
sion Standards (ISO/IEC 25050-25099).

• ISO/IEC 25010: This quality model defines software
product quality as the degree to which a system satisfies
customer needs and expectations. It organizes the
requirements in a hierarchical framework under quality
characteristics and sub-attributes. Based on the updated
ISO/IEC 9126 quality standard, this hierarchical model
investigates the quality metrics used to measure these
qualities, so they can be considered for AI-based
software quality in this model.

• ISO/IEC 29119: This model encompasses several
software testing-related standards. It features a multi-
layered structure, with organizational test processes at
the top, test management processes (such as test plan-
ning, test monitoring and control, and test completion)
below that, and testing management-related procedures
at the bottom, including test process and application,
unit test setup and maintenance, system testing, and test
reporting and investigation processes.

• ISO/IEC 26262: This standard addresses functional
safety requirements for road vehicles and is based
on ‘‘IEC 61508: Functional Safety.’’ The auto-
motive lifecycle outlines six phases: management,
research, manufacturing, operations, service, and
decommissioning.

Considering these conventional qualitymodels, researchers
are exploring the possibility of adapting them for AI-based
software. They focus on incorporating specific aspects unique
to AI systems, such as data quality, model architecture, and
learning algorithms, to ensure a comprehensive evaluation of
AI software quality. This involves extending existing quality
models or creating novel quality models tailored to AI-based
software.

1) FUNCTIONAL SUITABILITY
Functional suitability refers to the degree to which an
AI-based software meets its intended purpose and fulfills user
requirements. For AI systems, this may include accurate and
reliable predictions, adaptability to changing input data, and
the ability to process complex data types. Ensuring functional
suitability in AI software requires thorough validation of
the learning algorithms, appropriate selection of training
data, and continuous monitoring and improvement of the
AI model performance. To measure functional suitability,
one can use metrics such as precision, recall, F1-score,
and area under the receiver operating characteristic (ROC)
curve for classification problems; mean squared error (MSE),
mean absolute error (MAE), and coefficient of determination
(R-squared) for regression problems; and other domain-
specific accuracy metrics. Additionally, comparing the AI
model’s performance against a baseline model or human
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performance can provide a relative measure of functional
suitability.

2) RELIABILITY
Reliability in AI-based software is crucial for maintaining
user trust and ensuring consistent system performance.
Reliability encompasses aspects such as fault tolerance,
recoverability, and stability of AI models. Ensuring reliability
in AI systems involves rigorous testing, monitoring model
performance over time, and implementing mechanisms to
handle unexpected inputs or edge cases gracefully. Reliability
can be assessed using metrics such as mean time between
failures (MTBF), mean time to recover (MTTR), and
error rates. For AI systems, monitoring the performance
of the model over time and tracking any significant
fluctuations or degradation can provide insights into its
reliability.

3) PERFORMANCE EFFICIENCY
Performance efficiency measures the responsiveness and
computational efficiency of an AI-based software. This
includes the processing time, resource utilization, and scal-
ability of the AI models. Improving performance efficiency
in AI systems requires optimizing the model architecture,
employing efficient algorithms, and implementing parallel
or distributed computing techniques when possible. Perfor-
mance efficiency can be measured using metrics such as exe-
cution time, latency, throughput, resource utilization (CPU,
memory, storage, and network), and energy consumption.
For AI systems, the training and inference time of models,
as well as the number of floating-point operations per second
(FLOPS), can provide valuable insights into performance
efficiency.

4) MAINTAINABILITY
Maintainability is the ease with which an AI-based software
can be modified, updated, or extended to adapt to changing
requirements or environments. This involves aspects such as
modularity, reusability, and simplicity of the AI models and
codebase. Ensuring maintainability in AI systems requires
careful design, adherence to best practices, and documenta-
tion of the AI model architecture and development process.
Maintainability can be assessed using code-level metrics such
as cyclomatic complexity, lines of code, code duplication,
and code coverage. For AI systems, the modularity and
reusability of model components can also be considered,
along with the adherence to best practices and coding
standards.

5) SECURITY
Security is of paramount importance for AI-based software,
as these systems often handle sensitive data and may be sus-
ceptible to adversarial attacks. Security encompasses aspects
such as data privacy, model robustness against attacks,
and secure communication between components. Ensur-
ing security in AI systems involves implementing robust

data protection measures, safeguarding against adversarial
attacks, and adhering to security best practices throughout
the development and deployment process. Security can be
measured using metrics such as the number of vulnerabilities
detected, the severity of those vulnerabilities, and the time
taken to patch them. For AI systems, evaluating the model’s
robustness against adversarial attacks, quantifying the privacy
guarantees of the system (e.g., differential privacy), and
tracking the number of security incidents can provide insights
into the system’s security.

6) PORTABILITY
Portability refers to the ease with which an AI-based software
can be transferred from one environment to another, including
different hardware, operating systems, or software platforms.
Ensuring portability in AI systems involves designing
models and codebases that are platform-agnostic, using open
standards, and providing clear guidelines for deployment and
integration with various systems. Portability can be assessed
by tracking the number of supported platforms, the time
required to deploy the AI software on a new platform, and
the level of effort needed to adapt the software to a new
environment. Additionally, the use of cross-platform libraries
and adherence to open standards can serve as indicators of
portability.

7) USABILITY
Usability is the extent to which an AI-based software can
be easily understood, learned, and operated by its users.
This involves aspects such as user interface design, system
explainability, and the provision of appropriate feedback.
Ensuring usability in AI systems requires a user-centric
design approach, incorporating explainable AI techniques,
and conducting user testing and feedback sessions to refine
the system iteratively. Usability can be measured using
subjective metrics obtained through user testing, such as
user satisfaction, task completion rates, and the System
Usability Scale (SUS). For AI systems, metrics such as model
explainability and interpretability, as well as the quality and
clarity of system feedback, can provide insights into usability.

8) COMPATIBILITY
Compatibility is the ability of an AI-based software to
effectively interact with other systems, components, or data
formats. This includes aspects such as interoperability, data
exchange, and API design. Ensuring compatibility in AI
systems involves adhering to open standards, providing well-
defined interfaces, and offering extensive support for various
data formats and communication protocols. Compatibility
can be assessed using metrics such as the number of
supported data formats, the number of integrations with other
systems, and the success rate of data exchange between
components. For AI systems, the adherence to API design
best practices and the ability to integrate with common
frameworks can serve as indicators of compatibility.

130500 VOLUME 11, 2023



A. Jabborov et al.: Taxonomy of Quality Assessment for Intelligent Software Systems

9) ADDITIONAL QUALITY ATTRIBUTES
Beyond the ISO 25010 quality model, several other attributes
are essential for AI-based software, including readability,
robustness, and safety. Readability refers to the clarity and
comprehensibility of the AI model architecture and codebase,
promoting maintainability and collaboration. Robustness
encompasses the resilience of the AI system to noise, uncer-
tainty, or adversarial inputs, ensuring reliable performance
across various conditions. Safety is the degree to which an
AI-based software minimizes harm or adverse consequences
for its users, data subjects, or the environment. Ensuring these
additional quality attributes involves thorough documenta-
tion, rigorous testing, and adherence to ethical guidelines and
best practices in AI development. For readability, metrics
such as code and comment density, adherence to coding
standards, and code documentation quality can be used. For
robustness, metrics such as the sensitivity of the AI model to
noise, the ability to handle out-of-distribution inputs, and the
generalization error can provide insights. For safety, one can
track the number of incidents resulting in harm, the severity
of those incidents, and the effectiveness of any mitigations
implemented. Additionally, the degree of compliance with
ethical guidelines and best practices can serve as an indicator
of the AI system’s safety.

10) ETHICAL CONSIDERATIONS
For AI systems, ethical considerations are increasingly
important. Metrics such as fairness, transparency, and
accountability can be used to evaluate AI systems. To mea-
sure fairness, one can assess demographic parity, equal
opportunity, and equalized odds across different groups
within the target population. To measure transparency,
one can evaluate the explainability and interpretability of
the AI system, the availability of documentation, and the
communication of system capabilities and limitations to
stakeholders. To measure accountability, one can track
the degree of compliance with relevant regulations, the
presence of mechanisms for auditing and monitoring the AI
system, and the responsiveness of the system developers to
stakeholder concerns.

11) SCALABILITY
Scalability is crucial for AI systems that need to handle
increasing amounts of data or computation efficiently.
Metrics such as the growth rate of resource consumption,
the system’s ability to maintain performance under increasing
workloads, and the ease of adding new resources to the system
can be used to assess scalability. For AI systems, the ability to
train models on larger datasets, the efficiency of distributed
training, and the system’s capacity to handle increasing
numbers of users can provide insights into scalability.

12) EXTENSIBILITY
Extensibility refers to the ease with which new features or
capabilities can be added to an AI system. Metrics such as

the modularity of the system architecture, the adherence to
design patterns and principles, and the level of effort required
to implement new features can be used to assess extensibility.
For AI systems, the ability to incorporate new data sources,
algorithms, or model architectures can serve as indicators of
extensibility.

13) ENVIRONMENTAL IMPACT
As AI systems often require significant computational
resources, their environmental impact is increasingly impor-
tant. Metrics such as the energy consumption of the system,
the carbon footprint, and the e-waste generated can be used to
assess the environmental impact of AI systems. Additionally,
evaluating the use of energy-efficient hardware, adherence to
green computing principles, and the deployment of models
with reduced resource requirements can provide insights into
the environmental impact of AI systems.

By considering a wide range of quality attributes and
using measurable metrics, developers and researchers can
thoroughly assess the quality of AI-based software. This
comprehensive evaluation can help ensure that AI systems
meet the high standards expected in today’s rapidly evolving
technological landscape while addressing ethical, social, and
environmental concerns.

In primary studies (P3, P7, P15, P25, P33, P36),
researchers proposed AI-specific quality models that take
into account the unique challenges and requirements of AI
systems. These models emphasize the importance of data
quality, explainability, robustness, and fairness, among other
characteristics. They also propose various metrics to measure
these qualities, allowing researchers and practitioners to
quantitatively evaluate AI software quality.

Moreover, some researchers (P10, P17, P24, P30, P35)
have proposed hybrid approaches that combine aspects of
traditional quality models with AI-specific quality charac-
teristics. These approaches aim to leverage the strengths of
both conventional quality models and AI-specific quality
considerations, providing a more comprehensive evaluation
framework.

Furthermore, the need for validation of these quality
models in real-world scenarios is evident. Primary studies
(P2, P13, P18, P26, P32, P39) have reported successful
validation of AI-specific quality models in various industries,
such as healthcare, finance, and autonomous vehicles. These
validations contribute to the establishment of reliable and
effective quality models for AI-based software.

These findings suggest that there is a growing recognition
of the need for diverse and comprehensive approaches
to assess the quality of AI-based software. Researchers
are increasingly exploring the use of machine learning
techniques, risk management, rule-based models, and testing
strategies to better understand and improve AI software
quality. Furthermore, the integration of ethical considerations
into quality models highlights the increasing importance of
ethics in AI development. By employing a variety of methods
and taking a holistic view of AI software quality, researchers
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and practitioners can better ensure that AI systems meet the
high standards expected of them in today’s rapidly evolving
technological landscape.

Table 7 presents the statistics on the amounts of specific
quality metric mentioned in the publications. The distribution
of these attributes are shown in Figure 6. In Table 8, the
methods that were used to assess the quality of intelligent
systems are presented.

TABLE 7. Measurable attributes of AI systems in the analyzed papers.

FIGURE 6. Percentage of papers addressing each attribute in the
analyzed papers.

In summary, the analysis of Research Question 2 highlights
the efforts of researchers to adapt existing quality models

TABLE 8. Methods used in the reviewed papers.

or create new ones tailored to the unique requirements of
AI-based software. The development of AI-specific quality
models, as well as hybrid approaches that combine traditional
quality models with AI-specific quality characteristics,
provides a solid foundation for evaluating and ensuring AI
software quality. The ongoing validation efforts in real-world
scenarios further strengthen the reliability and effectiveness
of these quality models in assessing AI-based software.

C. ANALYSIS OF RESEARCH QUESTION 3
Model variety is an essential aspect of Quality Assur-
ance Models (QAMs), as it indicates that the QAM can
accommodate various application contexts. However, 84%
of the selected research focuses only on a specific model’s
appropriate setting. The three model context types are
programming language, code file, and application types.
We identify two primary obstacles to QAM development.

First, many studies are limited to particular programming
languages since several software measures (such as coding
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convention breaches) depend on the languages. For example,
the model proposed in P10 can only be used in projects
written in C/C++, while the QAM presented in P3 is
exclusive to Java. Second, different code file types (such as
test and function codes) have distinct metrics. For example,
the Assertions-McCabe ratio measure suggested in P6 is only
suitable for test code. Third, various applications have unique
characteristics. For example, the QAM suggested in P10 is
limited to embedded software. Additionally, several selected
papers, such as P14, P22, P26, P27, and P31, failed to provide
the model context.

Fortunately, some QAMs have started to accommodate
various application contexts. For example, the Quamoco
model proposed in P1 has been adapted to support multiple
languages. However, more work is needed to increase QAM
variety for software evaluations.

Although many QAMs (such as ISO 9126 and ISO 25010)
are derived from international standards, there is no estab-
lished method for determining quality indices from source
code metrics. This lack of comparison with other systems is a
significant issue [6], presenting both potential and challenges
for QAM enhancement. A software benchmark serves as
an informational store for this kind of data, often used for
learning thresholds or normalization and storing the results of
various common software assessments. The model is updated
after each assessment.

The unusual nature of AI systems presents challenges in
using conventional qualitymodels for AI-based software. Our
analysis found that only a small number of studies – seven, for
example, investigated classic models like ISO 25010, while
13 studies did not adopt any conventional methods. However,
between 2018 and 2020, there was a growing trend towards
using conventional quality approaches. The research base
needs to be strengthened since relatively few primary studies
employed existing quality models, and the studies often
used quality criteria not specified in ISO 25010. Moreover,
there was little evidence that the existing quality software
models and guidelines could assess AI-based software’s
reliability. Individual and context-specific efforts might be
more beneficial than attempts to use or adapt existing quality
models for conventional software.

With RQ 3, we focused on the quality factors examined by
the initial research for AI-based software quality. We classi-
fied the attributes under the eight criteria of the most recent
model, which contains eight characteristics of a high-quality
software product (ISO/IEC 2011). We also developed an
‘‘Other’’ category, including quality attributes that did not fit
within ISO 25010.

Our findings show that 28% of the research investigated the
reliability and security quality characteristics of ISO 25010,
while 73% of the studies explored the quality attributes
of the ‘‘Other’’ category. This discrepancy suggests a gap
between the quality attributes of ISO 25010 and the qualities
of AI-based software, as most research examined quality
attributes, such as robustness and safety, under the ‘‘Other’’
category. Consequently, it is crucial to consider AI-specific

quality features when evaluating the quality of AI-based
software.

Lastly, we analyzed RQ 3’s models and attributes to
determine how well they aligned the qualities of ISO
25010’s quality attributes with those of AI-based software.
We obtained numerical values by translating all quality
parameters to the corresponding AI-based software features.
These numbers led us to the conclusion that 83% of the
studies comparing the quality attributes of AI-based software
to those of ISO 25010 addressed ‘‘Functional Suitability.’’ In
contrast, 27% did so for ‘‘Reliability’’ and ‘‘Maintainability,’’
and 20% for ‘‘Performance Efficiency’’ and ‘‘Security.’’
Our findings indicate that the most significant research has
been conducted on these five quality factors for AI-based
applications.

However, the research also highlights the need for more
comprehensive and AI-specific quality models that address
the unique challenges and requirements of AI-based software.
Future work should focus on developing novel approaches
for AI-based software quality assessment that incorporate
the distinct quality attributes of AI systems. Additionally,
researchers should aim to create adaptable QAMs capable
of evaluating AI-based software across various application
contexts, programming languages, and code file types,
ultimately providing a more accurate and holistic assessment
of AI software quality.

V. CHALLENGES TO THE VALIDATION
Despite adhering to the systematic mapping guidelines in our
study, the validity may face several challenges:

1) Absence of a common taxonomy: the issue of software
quality is significant in various areas of software engineering,
such as software defect prediction, software requirements,
process quality, and software product quality. Collectively,
these relevant studies might be referred to as ‘‘software qual-
ity.’’ However, there isn’t a universally accepted taxonomy
for the QAM. For example, titles and abstracts may not
mention ‘‘product’’ and ‘‘evaluation.’’ To mitigate this issue,
we include ‘‘software quality’’ in the search phrase, aiming to
capture the relevant research as comprehensively as possible.
Consequently, studies across all disciplines may appear in the
primary search results. We then manually select the articles
by reading their titles and abstracts (and, if necessary, their
full content), using the inclusion and exclusion criteria.

2) Research selection bias: we acknowledge that we
may have biases when selecting the studies to include in
the research. Attrition bias could result from inadequate
inclusion/exclusion criteria and search phrases. Our search
and selection criteria may have caused some pertinent articles
to be missed in the databases [7]. However, the search phase
relied on both the databases and the quality of the research.
The utilized databases offer extensive coverage of software
engineering research. We thoroughly examine each option’s
titles and abstracts (and, if necessary, the contents) to make
our decision. As a result, we likely have not overlooked much
critical, relevant research.

VOLUME 11, 2023 130503



A. Jabborov et al.: Taxonomy of Quality Assessment for Intelligent Software Systems

3) Completeness of the study: our inclusion and exclusion
criteria led us to identify 38 publications as relevant research.
Following the scientific guidelines for conducting systematic
mapping research in software engineering, we discovered
these 38 publications. Consequently, we believe the risk of
finding additional pertinent publications is minimal.

4) Consistency in findings: this paper aims to provide a
structured and comprehensive overview of software qual-
ity assessment methodologies. We identified five research
avenues, but we did not claim that these avenues were
superior to others. Another researchers, using the same
collection of publications, might propose different research
avenues. To address this concern, we detailed the specific pro-
cesses for conducting the survey to ensure the reproducibility
of data collection and analysis. Additionally, two authors
independently determined the paths for the study. The five
research directions are based on the discussions between the
two authors.

5) Terminology variations: different researchers may use
different terminologies to describe similar concepts or
methods, leading to challenges in identifying all relevant
studies. To minimize the impact of terminology variations,
we used a wide range of search terms and phrases, ensuring
that we captured as many pertinent articles as possible.
Moreover, we thoroughly reviewed the selected publications
to ensure that they were relevant to the research question.

6) Lack of standard evaluation methods: in the field
of software quality assessment, there is no universally
accepted method for comparing or evaluating different
quality assessment models. This lack of standard evaluation
methods may make it difficult to compare and contrast the
findings of various studies. To mitigate this issue, we aimed
to provide a comprehensive and systematic review of the
research, highlighting the key findings and insights from each
study and identifying areas where further research is needed.

7) Time constraint: the rapidly evolving nature of software
engineering and artificial intelligence may result in new
research and developments emerging after the completion of
this study. Consequently, our reviewmay not include themost
recent advancements in the field. To minimize the impact of
this limitation, we conducted our study systematically and
comprehensively, ensuring that the findings remain relevant
and valuable to researchers and practitioners in the field of
software quality assessment.

8) Subjectivity in data synthesis: the process of synthesiz-
ing data from various sources involves a certain degree of
subjectivity. Different researchersmight interpret the findings
of the selected studies differently, potentially leading to
different conclusions. To address this challenge, we strived
to present the findings objectively and transparently, high-
lighting both the strengths and weaknesses of the reviewed
studies. Furthermore, we provided clear explanations and
justifications for our interpretations, allowing readers to
assess the validity of our conclusions.

9) Publication bias: It is possible that studies with positive
findings are more likely to be published than those with

negative or inconclusive results, leading to a publication bias.
This bias could affect the overall conclusions drawn from
the systematic review. To minimize the impact of publication
bias, we searched for grey literature, such as conference
proceedings, dissertations, and technical reports, in addition
to peer-reviewed journal articles. Additionally, we critically
appraised the quality of the included studies and considered
the potential impact of publication bias when interpreting the
findings.

VI. REVIEW ASSESSMENT
The evaluation of a systematic literature review’s (SLR)
transparency, consistency, and scientific soundness is critical
to ensure its quality. We developed a set of benchmark
questions to assess these aspects, drawing inspiration from
[17]. We address these questions below to demonstrate the
rigor of our review process:

1) Are the inclusion and exclusion criteria for the review
well specified and appropriate? Our protocol clearly outlined
the inclusion and exclusion criteria employed in our study.
These criteria were carefully chosen to ensure they are
appropriate for our research topic and adhere to the highest
standards in the field.

2) Is it probable that the literature review included all
relevant studies? As discussed in Section V, we conducted
a comprehensive search of the most popular databases
(without limiting publication years), covering a wide range
of relevant literature. Additionally, we involved all team
members in the search and selection process to minimize the
risk of overlooking critical studies. These measures increase
our confidence in the completeness and scientific rigor of
our SLR.

3) Did the reviewers assess the methodological quality
of the included studies? To ensure the validity of the
conclusions drawn from our SLR, we carefully evaluated
the methodological quality of the included studies (see
Section II-D). Our assessment indicated that the majority
of the selected articles (88%) were of high or exceptional
quality, providing a solid foundation for our review.

4) Were the primary data and research findings suf-
ficiently described and synthesized? We maintained a
detailed reading log, annotating it with relevant data and
findings extracted from the included studies. This meticulous
approach allowed us to systematically analyze and synthesize
the data, ensuring a rigorous and coherent presentation of our
results.

5) Did the review process account for potential biases
and limitations? Throughout the SLR process, we remained
aware of potential biases and limitations, taking steps
to mitigate their impact. We consulted grey literature,
scrutinized the methodological quality of included studies,
and addressed potential challenges to the validation of our
findings (see Section V). By acknowledging and addressing
these concerns, we have enhanced the credibility of our
review.
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6) Were the implications of the findings discussed in the
context of the research question and existing literature? In
our analysis and discussion sections, we situated our findings
within the broader context of the research question and
existing literature. We critically examined the implications of
our results, identifying potential areas for future research and
practice, and offering insights that contribute to the ongoing
development of software quality assessment models for AI-
based applications.

By addressing these benchmark questions, we demonstrate
the transparency, consistency, and scientific soundness of our
systematic literature review, providing a valuable contribu-
tion to the field of software quality assessment for AI-based
applications.

VII. CONCLUSION AND FUTURE WORK
This systematic literature review (SLR) aimed to investigate
the taxonomy of quality assessment in artificial intelligence
(AI)-based software systems, focusing on identifying existing
approaches, measurable attributes, statistical or machine
learning models, and their effectiveness in estimating the
quality of such systems. The review contributes to the field of
software engineering by providing a comprehensive overview
of the current state of knowledge on quality assessment in
AI-based software systems, laying the foundation for future
research and practical applications.

During our work we found and clustered the approaches
for assessing quality of AI-based applications, and then, iden-
tified quality metrics for AI-based software. Furthermore,
we described the advantages and limitations of the existing
research. Additionally, our findings can help software
engineers improve the quality of their AI-based software
systems and enable better decision-making throughout the
software development lifecycle.

Our future work will involve development of new methods
for predicting the quality of AI-based software systems.
To achieve this, we will collect a diverse set of real-
world AI software projects and extract various metrics from
their corresponding GitHub repositories. These metrics will
encompass both code-related aspects, such as lines of code,
code complexity, and testing coverage, as well as project-
related attributes like the number of contributors and commit
frequency.

We plan to apply state-of-the-art machine learning
techniques to these metrics to assess their effectiveness
in predicting the quality of AI-based software systems.
Regression models, decision trees, and neural networks are
among the potential algorithms we will explore. To evaluate
the performance of our approach, we will employ evaluation
criteria such as accuracy, precision, recall, and F1 score.
Furthermore, we will compare our results with established
baselines or state-of-the-art methods to determine the efficacy
of the proposed metrics.

As we embark on this empirical analysis, we anticipate
certain challenges and limitations. These include potential
noise or bias in the collected metrics, availability and

representativeness of the chosen projects, and general-
izability of the findings to other AI software domains.
To mitigate these limitations, we will carefully curate our
dataset, employ appropriate data preprocessing techniques,
and address potential bias through careful analysis and
interpretation.

We also acknowledge the ethical considerations associated
with data collection and analysis. We will ensure privacy and
anonymity by adhering to ethical guidelines and properly
anonymizing any sensitive information.

APPENDIX
SCORES - QUALITY ASSESSMENT
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