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ABSTRACT Cognitive Radio Networks (CRN) is a technology that avoids inefficient spectrum allocation
and ensures efficient spectrum use. So, four processes are implemented: detection, analysis, decision-
making, access, and adaptation. Despite the relevance of decision-making, it has not been explored to the
same extent as the other processes. In CRNS, the decision-making process is developed according to the
network architecture: centralized, distributed, and decentralized. Decentralized Cognitive Radio Networks
(DCRN) are a hybrid model that uses the advantages of centralized and distributed networks simultaneously.
Decentralized architectures have the infrastructure and are easy to implement. This decentralized approach
is chiefly efficient for large networks and is considered the best option for public safety networks and
social networking services. In order to address the challenges associated with DCRN decision-making
and contribute to developing more effective approaches, this paper proposes a novel methodology for
DCRN decision-making. A simulation environment for DCRN based on actual spectral occupancy data
is developed, the performance of three Multi-Criteria Decision-Making Techniques (MCDM) in such a
simulation environment is analyzed, and an information-sharing strategy between users is proposed. In order
to assess the performance, two QoS metrics were used: the cumulative number of handoffs and the cumulative
number of failed handoffs. The results obtained display a balance in which all users benefit. Although not all
users get the maximum gain, all users contribute to reducing the number of channel changes and decreasing
interference with other users.

INDEX TERMS Cognitive radio, cooperative systems, decentralized architecture, decentralized cognitive
radio networks, multi-criteria decision-making techniques.

I. INTRODUCTION
A. GENERAL CONTEXT

CRNs [1]. The CRNs aim to allow Secondary Users (SU)
access to licensed bands as long as they are not being

In recent years, it has been observed that regulations granting
exclusive licenses for the use of bands have generated
problems of congestion, high demand, overuse, and underuse,
among others. One way to reduce the issues generated by
exclusive licenses is the shared use of radio access through
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used by Primary Users (PU). Cognitive communication has
experienced rapid growth as a promising technology to
overcome the challenges of the exclusive licensing model to
meet the growing demand for high data rate services [2].
Four processes- detection, analysis, decision-making, and
access- must be implemented to meet the goal of CRN.
These processes work together and are continuously and
dynamically repeated. This set of processes is known as the
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cognitive cycle. It enables a wireless network to use the radio
spectrum efficiently and flexibly, optimizing capacity and
minimizing interference.

The decision-making process allows the selection of
the most appropriate spectral opportunity according to the
requirements of the SUs and the environmental condi-
tions. An incorrect decision-making process can affect the
network’s Quality of Service (QoS) indicators. However,
despite its relevance, decision-making has not been explored.
In CRNs, the decision-making process is developed accord-
ing to the network architecture (Fig. 1), which can be
classified into architecture with infrastructure or without
infrastructure [3], [4].

Architecture

v v

Without

Infrastructure
l_ _1 Infrastructure
Decentralized

FIGURE 1. CRC architecture [5], [6].

Centralized Distributed

In centralized architectures (Fig. 2(a)), there is a coor-
dinator called a central entity (CE) or base station (BS),
which is in charge of coordinating, assigning, and making
channel decisions. The BS fulfills storing and processing
the information delivered by the PUs and SUs [7]. The
vulnerability of this architecture lies in the fact that the
destruction of the central node causes a general loss
of the system. Distributed networks form a mesh (Fig. 2(b));
the nodes of each subsystem share information; they can
move freely, and there is no responsibility in the global
coordination of licensed and unlicensed users, which allows
this type of strategy to have a high application in networks
where the implementation of infrastructure is not feasible [6],
[8], [9], [10], [11]. The disadvantage of this model is its low
security [12].

Decentralized networks are architectures formed by a set
of centralized networks connected by additional links that
create a mesh. Their structure incorporates the attributes of
centralized and distributed networks, and Fig. 2(c) presents
the hierarchy of a decentralized network. Decentralized archi-
tecture has an infrastructure; its implementation is simple,
has good levels of security, an absence of communication
overhead, lower delay, and low complexity, among others
[13], [14]. A decentralized approach is an efficient option for
large networks; moreover, it is the best alternative for social
networking and public safety services [13], [15].

B. LITERATURE REVIEW

Three publications that work together with the two
approaches are described: decentralized decision-making and
architectures. In [17], the simulator App MultiColl-DCRN
for spectral mobility analysis in decentralized architectures
is presented. The tool allows the inclusion of collaborative
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FIGURE 2. The architecture of a (a) centralized, (b) distributed, and
(c) decentralized network [13], [16].

analysis and multi-user access. It has six decision-making
models (one non-predictive and five predictive models); the
metrics used are QoS indicators: number of handoffs, number
of perfect handoffs, number of anticipated handoffs, number
of handoffs with interference, number of failed handoffs,
bandwidth, and throughput [15] propose a new decision-
making policy for DCRN based on opportunistic spectrum
access with radio frequency energy harvesting capabilities.
The decision-making policies consist of three subunits: a
sampling algorithm based on a Bayesian approach, an access
scheme based on the Thompson sampling algorithm, and
a mode selection scheme. The metrics obtained from
the simulation process allowed us to identify that the
analyzed policy offers a 10-35% improvement in DCRN
throughput and a reduction in the subband switches of 40-
90% compared to existing decision-making policies. [3]
introduce optimization algorithms for decision-making in
heterogeneous cognitive wireless networks. For DCRN, they
propose a Hopfield-Tank neural network as a strategy. The
proposal is validated through simulations to be implemented
in an experimental cognitive system.

C. SCOPE AND CONTRIBUTIONS

The decision-making process in CRNs must be developed
according to the network architecture. Decentralized net-
works distribute the responsibility of the information in
different control points (nodes); they are architectures with
infrastructure often confused with distributed networks. The
general objective of this paper is to propose a methodology
for decision-making in DCRN. The specific objectives are:
first, propose a simulation environment for DCRN based
on actual spectral occupancy data; second, analyze the
performance of decision-making techniques in a DCRN
simulation environment; and third, introduce an information
exchange strategy between SUs. These objectives have been
established to face the challenges generated in decision-
making in DCRN and contribute to developing more effective
approaches in this area.

The contribution of this work is presented in four elements.
The first is the methodology used to model a DCRN. The
second is the implementation of actual spectral power data
for modeling the simulation environment. The third one is the
proposal for information exchange between SUs; this strategy
allows distributing the responsibility of the data in different
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control points, which is characteristic of decentralized
networks. The fourth is the implementation of three multi-
criteria strategies for decision-making. Although MCDM are
widely used in various decision-making processes, current
research does not present an analysis of these strategies for
decentralized structures.

To ensure the reliability and consistency of the results in the
decision-making process, the Combinative Distance-based
Assessment (CODAS), Grey Relational Analysis (GRA), and
Complex Proportional Assessment (COPRAS) techniques
were implemented. However, it is relevant to note that the
objective of this research is not to determine the best decision-
making strategy. For the measurement of spectral power data,
there is no decentralized network to collect information;
therefore, considering that on a small range, a decentralized
model behaves like a centralized architecture. The informa-
tion was measured from a centralized network; the individual
nodes will be characterized, and then connected. Although
this approach may have limitations, it provides a basis for
evaluating the performance of decision-making techniques
and understanding their applicability in practical DCRN
situations.

D. ORGANIZATION OF THE DOCUMENT

This work is presented in four sections, including the current
section (introduction). Section II presents the methodology.
Section III presents the results of the implemented case
study and the respective discussion. Section IV presents the
conclusions of the investigation and future work.

Il. METHODOLOGY

Fig. 3 shows the stages of the methodology used to analyze
the decision-making process in a decentralized cognitive
radio simulation environment. The first stage, Spectrum
Characterization, simulates the radio environment using a set
of spectral power measurements obtained in an industrial and
academic area. The second stage, Decentralized Architecture,
is responsible for parameterizing and characterizing the
DCRN architecture. The third stage, Spectral Decision-
Making, carries out the decision-making process in which
three multi-criteria techniques are implemented. Each phase
of the methodology is described in detail below.

S

Decentralized
Architecture

Spectrum
Characterization

Spectral
Decision-making

FIGURE 3. The methodology by stages for the decision-making process in
a decentralized environment.
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A. STAGE 1: SPECTRUM CHARACTERIZATION

[18] describe the methodology used for the environment
design through experimental measurements. The general idea
is to characterize the PU through real data from licensed
users. To include real behavior, the spectral occupation is
measured through the energy detection technique. From the
measurement process, two matrices were constructed. One
power matrix was used for training the implemented strategy,
with dimensions of 10800 x 550 (rows x columns). The
other power matrix validates the implemented approach with
dimensions of 1800 x 550 (rows x columns). In these
matrices, the rows represent time instants (each time instant
is equivalent to 290 ms), and the columns represent the
channels.

The Spectrum Characterization stage uses, as input param-
eters, the measured power matrix for training (10800 x 550)
and, over a set of rules, transforms it into block segments.
Fig. 4 presents the block diagram for the input and output
variables of the Spectrum Characterization stage.

- Spectrum Block
Tra|n’\|/r|1% Power Characterization
atrix Row Block
Segments Column Block

Column Block
Rows Power

Matrix
Segments Row 1 4
Block Columns Power
Matrix

FIGURE 4. Spectrum characterization stage input and output variables.

The objective of this stage is to take the data from the
measured power matrix for training and, according to a set of
rules, group them to form blocks of rows and columns. Fig. 5
shows the structure of the blocks, where each block contains
ordered information from the measured power matrix for
model training.

Block Block Block Block Block Block
Column1  Column2 Column3 Column4  Column5

“DOADAD -
- 0000
- DODDDD -
“WWWNDAN)

FIGURE 5. Structure by blocks row and blocks column measured power
matrix.
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Fig. 6 shows the structure of the block segments and the
corresponding transformation rules. A block is an ordered
segment of rows and columns of the spectral power matrix.
All blocks have the same number of rows (Column Block)
and the same number of columns (Row Block). The size of
each block (Row Block x Column Block) depends on the
proportional distribution that can be assigned according to the
number of rows of the power matrix (Rows Power Matrix)
and the number of columns of the power matrix (Columns
Power Matrix).

Column Block
1 2 - mc, lumn

97,216 63,883
95900 61,944
93,63 65,348
67,183 65,888

96059 65,239
70099 96208 .. -9
n :‘ 98,204 -94,047 67,183

B
.....

2 - AN |

|< |
™ 1

Segments
Column Block

A

Row Block

1

Segments

Row Block Rows Power

Matrix

<

Columns Power Matrix

FIGURE 6. Structure of block segments and transformation rules.

Let’s assume an example different from the case study
to be analyzed in this research. It is desired to segment the
training matrix into 27 blocks per column (Segments Column
Block = 27) and 30 blocks per row (Segments Row Block
= 30), for a total of 810 blocks (Block m = 810). For
the row blocks, the distribution is an integer, so it is done
straightforwardly. We have 10800 rows and are required to
build 30 blocks per row, which means that the number of rows
for each block must be 360 (Row Block = 360). However,
for column blocks, the distribution is not an integer, so it is
necessary to adjust the number of columns of the training
matrix. If the distribution is done directly, for 550 columns
and 27 blocks per column, the number of columns would be
20,3704 (Column Block = 20,3704).

To adjust this parameter and make the distribution straight-
forward, a strategy that eliminates columns until obtaining
an integer ratio is implemented. In this case, it is necessary
to eliminate ten columns from the training matrix. If we
originally had 550 columns in the power matrix and then we
removed ten columns, we obtained 540 columns. With these
540 columns and the need to build 27 blocks per column,
the number of columns for each block should be 20 (Column
Block = 20).

Fig. 7 describes the final result of the Spectrum Character-
ization stage when the training matrix needs to be segmented
into 27 blocks per column and 30 blocks per row. Table 1
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summarizes the final segmentation rules and parameters for
the proposed example.

TABLE 1. Rules and final parameters for the spectrum characterization
stage segmentation example.

Rule Final Parameter
Input Segments Column Block 27
Segments Row Block 30
Rows Power Matrix 10800
Columns Power Matrix 540
Output Blocks 810
Row Block 360
Column Block 20
20 20
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FIGURE 7. Stage spectrum characterization for 27 blocks per column and
30 blocks per row.

B. STAGE 2: DECENTRALIZED ARCHITECTURE

The objective of this stage is to define the number of nodes,
their size, and the number of users per node for the DCRN.
The Decentralized Architecture stage uses as input data the
parameters of the Spectrum Characterization stage and the
characteristics of the nodes (number, dimensions, and users).
Fig. 8 presents the block diagram for the input and output
variables of the Decentralized Architecture stage.

Decentralized Number Nodes

Spectrum Architecture
Characterization
Node Size
Definition
Nodes Number Users

(SV)

Definition Indicat
e ndicators

Level of Experience
Level of Actuality

FIGURE 8. Input and output variables decentralized architecture stage.

1) NODE DEFINITION

According to the segmentation of Stage 1, a node is defined
as the number of continuous column blocks. A node is
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characterized by the number of column blocks and the
dimensions of each block. An architecture with centralized
infrastructure is a network with a single node (Nodes
Number = 1), and its diameter corresponds to the maximum
number of column blocks (Node Size = Blocks Column m).
An architecture with decentralized infrastructure is a network
with multiple nodes (Nodes Number # 1) where the size of
each node is defined according to the requirements of the
network. For this research, the size of each of the nodes was
defined as a proportional ratio (k) of the maximum number
of column blocks (Node Size = (k,)*(Blocks Column m)).

Considering a second example is different from the case
study to be analyzed in this research. It is required to segment
the training matrix into nine blocks per column (Segments
Column Block = 9) and five blocks per row (Segments
Row Block = 5), for a total of 45 blocks (Block m = 45).
Fig. 9 describes the characterization of the network if
the architecture to be implemented is centralized; for this
scenario, we have a single node (Node A) with Node Size = 9.
Fig. 10 describes the characterization of the network if
the architecture to be implemented is decentralized. For
this scenario, we have three nodes (Node A, Node B, and
Node C). For the size of the nodes, we assign a propor-
tional relationship k;, = [0.22 0.44 0.33]; therefore, Node
Size = [2 4 3].

Block Block Block Block Block Block Block Block Block
Column1 Column2 Column3 Column4 Column5 Column6 Column7 Column8 Column9

Architecture: Centralized
Blocks Column: 9
Nodes Number: [1]
Nodes Name: [Node A]
Node Size: [9]

FIGURE 9. Characterization of a centralized network (Nodes
Number = [1], Node Size = [9]).

2) DEFINITION OF USERS
Unlike conventional networks, there are two types of users
in CRNs: PUs, who make licensed use of the frequency
bands, and SUs, who make opportunistic use of the licensed
spectrum as long as it is available. For this research, the
characterization of PUs is performed by incorporating actual
information obtained through experimental measurements.
The characterization of the SUs is performed using the PU
information access rules.

SUs have limited access to PU information; however, SUs
can share the obtained information with other SUs. The
objective is to analyze how the exchange (collaboration or
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FIGURE 10. Characterization of a decentralized network (Nodes
Number = [3], Node Size = [2], [3], [4])-

cooperation) of data among SUs affects decision-making.
It is important to highlight two elements: first, the SUs only
have access to a part of the PU information; they will never
know the complete information; second, the decision-making
process is the responsibility of the SUs and starts when the
SUs enter and recognize the PU information, i.e., the PUs
only provide the characterization of the radio environment.

o Definition of the PU
To characterize the PU behavior within the simulation
environment, we performed measurements of the radio
environment. The measured data corresponds to the spectral
power over 60 minutes. It would be a mistake to assume that
during the measurement time, the radio environment was used
by a single PU and that the transmission requirements always
presented the same behavior.

Furthermore, although observation and global knowledge
of the network have advantages, it is not the most suitable
option for large-scale systems and applications in public
safety CRNs. This is due to the increased measurement costs,
the complexity of the system, and the amount of information
to be managed. Additionally, there is an imbalance and
potential chaos if the base station fails [18].

To include a greater number of actual characteristics
in the simulation environment during the 60 minutes, the
knowledge of the information per node will not be global.
One or more PUs may exhibit different behaviors, may or may
not transmit data, may or may not change channels, and may
require more or less transmission time.

As described above, to ensure that the knowledge of the
information per node is not global, each node is divided into
sub-blocks. This division not only limits access to global data
but also allows for the characterization of multiple PUs with
different behaviors in time and channels (columns). Fig. 11
describes the methodology to restrict access to information,
using as an example the scenario proposed in Fig. 10. For
each node, we selected a set of sub-blocks; this selection is
random and adjusted according to the maximum number of
blocks per node.

133997



IEEE Access

D. A. Giral-Ramirez et al.: Novel Methodological Proposal for Decision-Making in DCRN

Block Block Block Block Block Block Block Block Block
Column 1 Column 2 || Column3 Column4 Column5 Column6 || Column7 Column8 Column 9

=W

L

547/, 7
%
7

Block
— \— e

Row 4

Node B

Block
Row §

NESEE
0 N[N
ENESNS

%,
%,
%,
%,

Node A

Z
o
aQ
@
O

FIGURE 11. Methodology for limiting access to information and
description of sub-blocks.

o Definition of the SUs

PUs provide the radio environment through the construction
of nodes and sub-blocks (Fig. 11). The SUs take the
characterized information from the PU and, through the infor-
mation exchange and decision-making process, establish the
frequency channel that is used opportunistically. To ensure
that SUs make the best decision, they are assigned three
access rules: amount of SUs per node, experience level
indicator and topicality level, and interconnection of nodes.
The following sections describe each of the characteristics
defined in this work.

3) AMOUNT OF SUS PER NODE

In the simulation environment, SU is defined as a set of
connected sub-blocks. In order to determine the number of
SUs per node, it is necessary to identify and count the sets
of connected subblocks per node. The rules for determining
whether an array is connected are based on the connection
between vertices. We used image processing to establish the
number of SUs per node.

Fig. 12 describes the connectivity rules; sub-blocks are
considered connected if they share edges or vertices. Two or
more contiguous subblocks are part of the same SU if they
meet and are connected in horizontal and vertical directions
(Fig. 12 (a)). Two or more contiguous subblocks are part of
the same user if they meet and are connected in horizontal
or vertical directions (Fig. 12 (b)). If the sub-blocks are only
connected diagonally, they are not part of the same user and
are considered multiple users (Fig. 12 (c)).

ISkl g@[f%

USER SErk

User d

(b) ()

FIGURE 12. Connectivity rules between vertices to establish the number
of users.
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Fig. 13 shows the number of SUs for each node according
to the connectivity rules between vertices for the scenario
proposed in Fig. 10. For Node A, the number of SUs is 2.
For Node B, the number of SUs is 3. And, for Node C, the
number of SUs is 4.

Block Block Block Block Block Block Block
Column3 Column4 Column5 Column6 || Column7 Column8 Column 9

201 LIMBY
291 1A

%,

%,

—J

Block Block
Column 1 Column 2

= WAW

Block
Row 2

=D
mz[?]@ﬂ]
A

27
C0A
0%

Node B

%
%

N

o

N

Block
Row 5

Node A

FIGURE 13. Number of SUs per node according to the connectivity rules
between vertices.

4) LEVELS OF EXPERIENCE AND TIMELINESS INDICATORS
When two or more SUs share information, in addition to
the data exchange methodology, it is required to analyze the
relevance of the shared information; the data of one SU may
be more relevant than the one from another SU. The relevance
of the information may vary depending on different factors,
such as the level of experience of the SU, the quality of the
data, or the timeliness of the information.

In order to classify, differentiate, and establish the
relevance of the type of information shared, two indicators
are proposed in this research: the level of experience of the
SU and the level of timeliness of the information known to
the SU. These indicators are intended to allow the sharing to
be fair, adequate, equitable, and prioritized according to the
characteristics of the data.

Each SU, identified through the connection rules,
is assigned an experience level indicator and a timeliness
level indicator; these indicators, with the decision-making
techniques, will be used to calculate the final DCRN channel
score.

The experience level indicator is quantified according
to the amount of knowledge of the SU. A high level of
experience indicates that the SU is formed by a large number
of sub-blocks, which implies that the information shared is
more relevant compared to an SU that has a smaller number
of sub-blocks. The timeliness level indicator is quantified
according to the temporality of the shared data. A high level
of timeliness indicates that the SU knows information from
the most recent instants of the transmission, which implies
that the information shared is more relevant in contrast to
an SU that has information from the first instants of time.
The methodology used to determine the two indicators is

described below.

o Level of experience and timeliness indicators
When two or more SUs share information, in addition to
the data exchange methodology, it is required to analyze the
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relevance of the shared information; the data of one SU may
be more relevant than the one from another SU. The relevance
of the information may vary depending on different factors,
such as the level of experience of the SU, the quality of the
data, or the timeliness of the information.

In order to classify, differentiate, and establish the
relevance of the type of information shared, two indicators
are proposed in this research: the level of experience of the
SU and the level of timeliness of the information known to
the SU. These indicators are intended to allow the sharing to
be fair, adequate, equitable, and prioritized according to the
characteristics of the data.

Each SU, identified through the connection rules,
is assigned an experience level indicator and a timeliness
level indicator; these indicators, with the decision-making
techniques, will be used to calculate the final DCRN channel
score.

The experience level indicator is quantified according
to the amount of knowledge of the SU. A high level of
experience indicates that the SU is formed by a large number
of sub-blocks, which implies that the information shared is
more relevant compared to a SU that has a smaller number
of sub-blocks. The timeliness level indicator is quantified
according to the temporality of the shared data. A high level
of timeliness indicates that the SU knows information from
the most recent instants of the transmission, which implies
that the information shared is more relevant in contrast to
an SU that has information from the first instants of time.
The methodology used to determine the two indicators is
described below.

o Level of experience indicator
This indicator is based on the amount of information the
SU knows. A numerical value is assigned, where the higher
value represents a higher experience level. As shown in
Equation (1), the SU experience level is directly proportional
to the number of sub-blocks that make up the SU and
inversely proportional to the total number of sub-blocks per
node. Fig. 14 shows the flow chart for the experience level
indicator. For this research, four (4) levels of experience
were defined. A level four (4) experience is given to an SU
composed of more than 75% of the sub-blocks of the node.
A level 1 experience is assigned to an SU with less than
25% of the sub-blocks of the node. The remaining experience
levels are assigned to an SU that consists of between 25% and
75% of the sub-blocks of the node.

Subblockssyy,

Experience Levelssy, = W
Node

ey
o Timelinessindicator
This indicator is based on the currency of the information
known by each SU. A numerical value is assigned, where
the highest value represents that the SU has the most recent
data. The timeliness indicator is proportional to the position
of the sub-blocks. Considering that the rows of the sub-blocks
represent instants of time, the highest timeliness indicator is
assigned to the SUs located in the last blocks of rows and the
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Exp. Level <0.25 LP Experience = 1 —P‘ ’

End

FIGURE 14. Experience level indicator flowchart.

lowest timeliness indicator is assigned to the SUs located in
the first blocks of rows.

Fig. 15 shows the analysis of the timeliness indicator of
an example node. The process consists of three steps. The
first step is to define the number of timeliness levels. In the
proposed example in Fig. 15, three timeliness levels are
assumed. For this research, we defined ten (10) experience
levels.

The second step is to distribute the timeliness levels in
the column blocks. The example node in Fig. 15 is divided
into six column blocks. Therefore, the quotient between the
column blocks and the timeliness levels would indicate that
every two column blocks have one timeliness level. The
lowest levels are found in the first instants of time (first
blocks), while the highest levels are in the last instants of time
(final blocks).

The third step consists of assigning each SU a timeliness
level. SU1 is assigned timeliness level one (1). For this type
of scenario, by design criteria, the timeliness level is assigned
according to the highest position so SU2 is assigned timeli-
ness level three. SU3 is located between timeliness levels two
and three; thus, SU3 is assigned timeliness level three.

5) NODE INTERCONNECTION
Nodes act as a source of information and collaborative
relaying; unlike classical systems, it is a bidirectional
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FIGURE 15. Timeliness indicator methodology.

information structure that saves energy. Cooperative CRNs
can increase transmission speed and improve the indicators of
QoS [18]. In the CRN, collaboration techniques allow users
to exchange locally measured information. [19].

Fig. 16 depicts the structure and interconnection of the
nodes for the decentralized architecture of the scenario
proposed in Fig. 13. Each node (Node A, Node B, Node C)
acts as a central unit responsible for coordinating, storing, and
enabling the exchange of SU performance information with
the other nodes in the architecture.

Each SU classifies the channels according to the infor-
mation obtained on the behavior of the SUs and sends the
information to the corresponding node through the control
channel. The node or central unit analyzes the information
received, determines the presence of the SU, and disseminates
the decision to the other nodes. The decentralized architecture
allows efficient exchange of information among the nodes
and simplifies the decision-making regarding the presence
of the SUs in the radio environment and the choice of the
frequency channel with the best parameters to be used by the
SuU.

It is important to note that the connection order between
nodes is an assumption. In this study, the connection order
impact between nodes was not analyzed; it is assumed that
the metrics are not affected if the connection changes. The
analysis of this characteristic is beyond the scope of this
research and can be part of a further study.

C. STAGE 3: SPECTRAL DECISION-MAKING
The decision-making process for the DCRN is performed
through a five-stage structure. Fig. 17 shows the graphical
representation of this structure. The following sections
describe each of the stages in detail.

The first stage, ‘“‘Availability Matrix,” transforms the
PU power data into binary values. In the second stage,
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called “Decision Vectors,” the decision criteria of the
MCDM for the SUs are calculated. During the third stage,
called “Decision-making Techniques,” the MCDM are
implemented to obtain the SU channel scores.

Considering the last two stages, scores and metrics are
calculated for each node individually, considering the local
information of each SU. Additionally, scores and metrics can
be obtained by studying the interaction between the DCRN
nodes. In the fourth stage, called “Node Score and Network
Score,” the scores of the SU channels are taken, along
with the indicators of experience level and timeliness level,
to calculate the scores of each node and the scores considering
the interaction between the DCRN nodes. Finally, in the fifth
stage, called “‘Evaluation Metric,” the performance metrics
are generated.

[ DCRN Spectral Decision-Making ]
su :
Score Availability Matrix ]
i
I T T ]
v v v v
E\’fd“""[ AP } [ AAT J [ ASINR J { ABW ]
ectors
I I I I
v v v v

Decision-making Techniques

‘ Level of Experience  —>
= Node Score and Network Score
‘ Timeliness Level — I

Evaluation Metrics

FIGURE 17. DCRN spectral decision-making stages.

1) NODE INTERCONNECTION

The selection of the best opportunity is performed using
the spectral availability matrix. This matrix is obtained
by transforming the radio environment to binary values
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according to the restriction given by the Threshold value
(power threshold above which a PU is presented). In this
transformation, the value one (1) is assigned to the available
frequencies and the value O to the unavailable frequencies.
[18] describe the methodology used for the transformation
from spectral power to spectral availability. Algorithm 1
presents the programming structure implemented to obtain
the training availability matrix.

Algorithm 1 Availability matrix structure
If Power Evaluation Traffic PU > Threshold
Evaluation Availability PU = 1

else
Evaluation Availability PU = 0
end

2) DECISION VECTORS

The MCDM depends on the decision criteria and their
respective value; for this study, we selected four decision
criteria: AP, AAT, ASINR, and ABW. Fig. 18 shows
the meaning of each acrony; these criteria were chosen
because they can be easily and efficiently obtained from the
availability matrix.

The objective is to use these decision criteria to construct
a matrix of scores for each of the SUs. Equation (2) presents
the matrix of scores, with a size of mx4, and corresponds to
the decision criteria calculated for each channel. The column
vector is the weights assigned to each decision criterion; these
weights must be normalized and set according to the priority
and the evaluation criterion.

For this study, the same weight was assigned to each
criterion, with a value of Wap = WaAT = wasing = WapW
= 0.25. Equation (3) shows the general form of the scoring
matrix;Xyys is the decision criteria, and wyp is the weights.

AP, AAT,; ASINR,; ABW,
AP,> AAT,, ASINR,, ABWp,
[Score]mxs = . . .
APnm AAThm ASINRym ABWpm
Wap
Waar
2
Wasing @
Wapw
X1 XM ]
X = D, o= 3)
XN1 -+ XNM wm

o Availability Probability (AP)
The AP decision criterion refers to the normalized duty cycle
analysis of each of the possible spectral opportunities. The
AP result is a vector in which each element represents the
average of the respective column of the availability matrix.
The AP per channel is determined using Equation (4), where
the “Spectral Opportunities” are defined by assigning the
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FIGURE 18. Description of the decision criteria used for the MCDM.

value 1 to the available frequencies.

APChannels = Z Spectral Opportunities  (4)

Total time

o Average SINR (ASINR)
Th SINR decision criterio refers to the average difference
between the signal power and the noise floor. For each non-
zero element in the availability matrix, we calculated the
difference between the element having the same position in
the power matrix and the average value of the noise floor.

o Average Bandwidth (ABW)
The AB decision criterion refers to the average bandwidth
(BW) of each spectral opportunity. However, since all
channels have the same BW, the average will always be the
same, which detracts from the importance of this criterion
as an individual measure. For the BW variable to have an
impact on the decision, a strategy was used in which up to
four adjacent channels were considered, both to the left and
right of each spectral opportunity. Only those channels that
were available consecutively, i.e., that did not have channels
occupied between them, were considered.

3) DECISION-MAKING TECHNIQUES

Equation (2) establishe a proportionality relationship
between the decision criteria and the assigned weights.
However, to identify the SU channels with the best spectral
opportunities, it is necessary to assign a score that allows
the channels to be ranked from the best to the worst. The
assignment of the channel scores is performed using MCDM,
a mathematical strategy widely used in decision-making
processes [19], [20], [21], [22] In the same way, three
MCDMs were implemented: CODAS, COPRAS, and GRA.
It is important to note that the objective of this research
is not to determine the best decision-making strategy.
However, implementing the three techniques mentioned
above guaranteed a more complete evaluation with reliable
and consistent results. The mathematical structure of each of
these techniques is described below [23], [24]

o Combinative Distance-based Assessment (CODAS)
It is a method based on the combinatorial distance; to

determine the best alternative, it calculates Euclidean and
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Taxicab distance. The best alternative is the one that has the
greatest distance from the negative ideal solution [25], [26].
The steps for CODAS are described below.

The first step is to normalize Equation (3) according to
Equation (5), where Ny, and N, represent the series of benefit
(maximize) and cost (minimize) criteria.

Xij e
Y ifj e Np
max x;j
— !
Mj =1 minx; ®)
d if j € N,
Xij

The second step is to calculate the normalized weighted
decision matrix using Equation (6).

rij = Wjhij

ZJ’_’;I wj=1 6)

The third step is to determine the negative ideal solution
according to Equation (7).

ns = [nsj]lxm where nsj = ml_in rij ©)

The fourth step is to calculate the Euclidean distances and
Taxicab distances (Equation (8) and Equation (9)).

E,' = Z,mzl (Vij — IlSj) (8)
T,' = Z:n:l |}’,‘j — IlSj| (9)

The fifth step is to obtain the relative evaluation matrix
according to Equation (10), Equation (11), and Equation (12),
where k € {1, 2, ..., n} denotes a threshold function to
recognize Euclidean equality. 7 is the threshold parameter
responsible for establishing the decision. This parameter
should be set between 0.01 and 0.05. In this paper, it is
assumed that T = 0.05 with variable u for the calculations.

R, = [hik]nxn (10)
hixk = (Ei —Ex) + (Y (Ei —E)x (Ti = Ty))  (11)
L x| >t
= 12
v(x) {O iflx] <z (12)
The sixth step is to calculate the assessment score of each
alternative according to Equation (13).

m
Hj=2  Hi (13)

Finally, the seventh step is to rank the alternatives
according to the decreasing assessment score values (H). The
best option is the alternative with the highest H.

o Complex Proportional Assessment (COPRAS)

It is a method based on complex proportional analysis. Makes
the ranking and assessment of decision alternatives based on
their importance and usefulness. The overall score is obtained
by combining the decision criteria weights and the individual
scores of each channel [27], [28]. The steps for COPRAS are
described below.

134002

The first step is to normalize Equation (3) according to
Equation (14).
Xij

ryj = (14)
max .Xij
J

The second step is to normalize the weighted decision
matrix according to Equation (15).

Eij = Wjrij (15)

The third step determines the weighted average scores,
where E; and E_j; are associated with the maximiza-
tion criterion and the minimization criterion, respectively
(Equation (16) and Equation (17)).

n
M= Eyj (16)
n
M_j=)» E (17)
=1
The fourth step is to establish the relative importance of the
decision alternatives (Equation (18)).

2 Mo
M-_; (ZZ-”:l M%,)

Finally, the fifth step is to establish the decision alterna-
tives’ performance indices (Equation (19)), where the option
with a utility rating of 100 is the best.

Vi
Vmax

o Grey Relational Analysis (GRA)

It is based on the assumption that a system is uncertain and
that information about the system is insufficient to construct a
relational analysis or build a model to characterize the system
[29], [30]. The steps for CODAS are described below.

The initial data must be normalized so that the first step
is to standardize Equation (3). If minimization is convenient,
the data are normalized using Equation (20). If maximization
is opportune, the data are normalized using Equation (21).

Zi =My + (18)

7=

(19)

X;j — min x;;
ieM
rj=———————— (20)
max x;; — min x;;
ieM ieM
max Xij — Xij
ieM
rj=———— 1)
maxxij — mlnxi/
ieM ieM -

The second step is to determine the Grey Relational
Coefficient (GRC); in most cases, to evaluate multiple
response characteristics, they are calculated using the average
GRC value (Equation (22)).

Amin + Amax

1
GRC; = — —_— 22
' N ZjeN A; + Amax (22)

The values Amax, Amin, andA; are obtained from
Equation (23), Equation (24), and Equation (25).

Amax = max A; (23)
ieM,jeN
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Amin = ieﬁijléN A; (24)
Al‘ = |x0j - Vij| (25)

Finally, in the third step, the best alternative is selected
according to the GRC. The alternative with the highest GRC
is considered the best option among them. This selection is
done by implementing Equation (26).

Afga = argmax (GRC;) (26)
ieM

4) NODE SCORE AND NETWORK SCORE

With the indicators of experience level, timeliness level, and
the scores obtained by the MCDM for the SU channels,
we determined the scores for each node and the scores
considering the interaction between the DCRN nodes.

The scores for each DCRN node are determined through
Equation (27), where Scorenoden) is the score for the
channels of Node n; Scoresyy, is the score obtained for each
SU of Node n; Ksyy is a proportionality ratio determined for
each SU of Node n, according to the indicators of experience
level and timeliness level. Equation (28) describes how Kgyy
is calculated. In this equation, o and B are constants that
are assigned to establish the priority of the indicators, where
o+ B =1

The experience level and the timeliness level indicators
are complementary and add value to the decision-making
process when SUs exchange data. By considering both
indicators, an effective process can be achieved. However,
in environments where conditions can change rapidly,
prioritizing the timeliness indicator offers benefits; it allows
SUs to make decisions based on the latest information,
which is especially valuable in CRN environments. Up-
to-date data allows SUs to adapt to current environmental
conditions quickly and accurately. Considering the benefits of
prioritizing the timeliness indicator and the complementary
contribution of experience levels, « = 0.7 and 8 =0.3 were
assigned for this research.

Scorenoden) = Ksui [Scoresui]
+ Ksuz [Scoresuz]
+ Ksun [Scoresun] (27)
Ksun = « (Timeliness level)gy,
+ B (Level of experience)gy, (28)

The scores for all DCRN channels are assigned considering
the interaction between nodes and are determined using
Equation (29). The methodology is similar to the calculation
of the scores for each node; the difference is that for the
network score, the information exchange of all the SUs in the
network is considered

Total SU
ScoreNetwork = zn_l KsunScoresun
Total SU
Zn_l Ksun =1 (29)
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5) EVALUATION METRICS

In order to evaluate the performance, we used two QoS
metrics: the cumulative number of handoffs and the cumu-
lative number of failed handoffs. Table 2 shows the name,
description, and type of metric evaluation. The two metrics
are of cost type, which means that a lower number of handoff
and failed handoff reflects a better result.

In the context of CRNSs, a handoff is a process in which
an SU switches from one channel (column) to another. This
change can occur for different reasons, such as when inter-
ference occurs or when a better opportunity is identified. The
handoff objective is to improve communication performance
by taking advantage of the opportunities available in the
radio environment. [18] describe in detail the methodology
used to quantify the cumulative number of handoffs and the
cumulative number of failed handoffs.

TABLE 2. Rules metrics used in the evaluation of the models.

Type of metric

Name Description -
evaluation
Handoffs Totgl number of hanfioffs p§rf0rmed Cost
during the SU transmission time
The number of handoffs that the SU
Failed could not materialize because it Cost
Handoffs  found the respective target spectral

opportunities occupied.

Ill. RESULTS

Performance metrics are generated using the power matrix
for validation and the score obtained for each node and
the DCRN. The results are divided into three sections. The
first section shows the final structure of the DCRN. The
second section presents the QoS metrics obtained for each
node of the decentralized network. In that section, it is
assumed that each node operates independently; therefore,
the SUs only have access to the information associated with
each node (Equation (27)). The metrics obtained for each
SU are not presented because the number of simulations
required is considerable, and the analysis performed per
node is sufficient for this study. Additionally, the third
section shows the QoS metrics obtained when the nodes
of the decentralized network share information. In this
configuration, the SUs exchange information; thus, the nodes
do not operate independently (Equation (28)).

The proposed strategy was implemented in MATLAB -
MathWorks R2023a with a license provided by Universidad
Distrital Francisco José de Caldas (Bogotd, Colombia). The
simulation process was carried out on a computer with a
2.8 GHz Intel(R) Core (TM) i7-7700HQ processor and 24 GB
of RAM. The operating system used was Microsoft Windows
10 - 64 bits.

A. FINAL DCRN STRUCTURE

Table 3 describes the final characteristics of the implemented
decentralized network. As mentioned in the methodology,
each node was randomly divided into sets of sub-blocks to
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avoid a global knowledge of the information and to allow
different performances in terms of timing and channels.
In order to ensure that the results are not affected by the
random creation of the sub-blocks, five simulations were
performed, and the results obtained were averaged. Each
simulation adjusts to the characteristics described in Table 3,
varying only in the random generation of the sub-blocks.

TABLE 3. Characteristics of the implemented decentralized network.

Name Description
Rows Power Matrix 10800
Columns Power Matrix 540
Blocks 810
Number of nodes 5
Segments Column Block 27
Segments Row Block 30
Number of blocks per node [3,7.8,4.5]

Fig. 19 shows the distribution of the nodes, the blocks
per node, and the randomly generated sub-blocks for the
first simulation (simulation 1). The rows represent blocks of
instants of time, and the columns represent blocks of channels
(Fig. 6 shows the structure of the block segments and the
corresponding transformation rules). The zeros (0) indicate
that this block was not selected as a sub-block, while the
ones (1) imply that this block was selected as a sub-block.
To determine the number of SUs per node, we applied the
connectivity rules of image processing; for example, in the
case of Node 1 in Fig. 19, 14 SUs are identified.

Considering that the number of SUs per node is the
parameter affected by the random selection of the sub-blocks,
Table 4 shows the amount of SUs per node obtained for
the five simulations performed (simulation 1, simulation 2,
simulation 3, simulation 4, and simulation 5). In the last row
of the table is the average to the largest integer of SU for each
node.
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[ su identified for Node 1

FIGURE 19. Blocks, nodes, sub-blocks, and SU for the first simulation.

According to the number of nodes presented in Table 3 and
the average number of SUs per node described in Table 4,
Fig. 20 shows the architecture of the implemented DCRN.
It is relevant to highlight that the order of connection between
nodes represented in Fig. 20 is an assumption. In this study,
the connection order impact between nodes was not analyzed,
and it is assumed that the handoff and failed handoff metrics
are not affected if the connection changes; analysis of this
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TABLE 4. Characteristics of the decentralized network structure.

Simulation
Simulation 1
Simulation 2
Simulation 3
Simulation 4
Simulation 5
Average SU

SU by node
[14,44,41,23,33]
[14,53,51,22,32]
[13,45,55,17,28]

]
]

[12,37,57,26,20
[16,40,50,24,31
[14,44,51,22,29]

feature is beyond the scope of this research and can be part of
a further study.

22 SUNodes
0
= |
N3
51 SUnodes
N5 N1
29 SUNodes \ 14 SUnNode1
[\

44 SUNode2

FIGURE 20. Structure of the implemented DCRN.

B. NUMBER OF HANDOFF AND FAILED HANDOFF PER
NODE

This section presents the handoff and failed handoff metrics
per node when using the MCDM CODAS, COPRAS, and
GRA. The scenarios analyzed assume that the SUs only have
access to the scores obtained by each node so that the nodes
operate independently. The objective is not to determine
which is the best decision-making strateg; all three techniques
are used to ensure that the results are reliable and consistent.

1) NUMBER OF HANDOFFS ACCUMULATED PER NODE

Fig. 21, Fig. 22, and Fig. 23 show the cumulative number
of handoffs per node during a 9-minute transmission when
implementing the CODAS, COPRAS, and GRA decision-
making models, respectively.

2) CUMULATIVE NUMBER OF FAILED HANDOFFS PER NODE
Fig. 24, Fig. 25, and Fig. 26 show the cumulative number of
failed handoffs per node during a 9-minute transmission when

VOLUME 11, 2023



D. A. Giral-Ramirez et al.: Novel Methodological Proposal for Decision-Making in DCRN

IEEE Access

15000

{&Node1 -
#Node2 - -
®Noded Y A
“*Node4 -~
#Nodes P -
» 10000 e 1
£ Kl
3 -
e
c -
£ 5000 ol -~ Moo |
.~ ol
. .-
- ==
= ‘u"‘w"“‘m
0 1 2 3 4 5 6 7 8 9

SU Transmission time (min)

FIGURE 21. Number handoffs per node using CODAS.

SU Transmission time (min)
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FIGURE 23. Number handoffs per node using GRA.

implementing the CODAS, COPRAS, and GRA decision-
making models, respectively.

3) NUMBER OF HANDOFF AND HANDOFF FAILURES DCRN
This section displays the handoff and failed handoff metrics
for the DCRN when using the MCDM, CODAS, COPRAS,
and GRA. In the scenario analyzed, the SUs exchange
information between nodes so that the nodes do not operate
independently.

Fig. 27 shows the cumulative number of handoffs per
MCDM during a 9-minute transmission. Fig. 28 shows the
cumulative number of failed handoffs per MCDM during a
9-minute transmission.

C. DISCUSSION

To discuss the results obtained from the DCRN decision-
making process based on the proposed exchange of informa-
tion between SUs, the bar charts in Fig. 29 and Fig. 30 are
presented. Fig. 29 describes the total handoffs obtained for
minute 9. Fig. 30 describes the total failed handoffs obtained
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FIGURE 27. Number of accumulated DCRN handoffs.

for minute 9. The results are contrasted per node, per MCDM,
and according to the metrics obtained when the information
exchange is performed.

Regarding the comparative analysis between nodes for the
total handoffs presented in Fig. 29, since it is a cumulative
cost metric, it is observed that the best results are obtained
for Node 1 and Node 2. While the worst results are recorded
for Node 4 and Node 5, Node 3 is located at an intermediate
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FIGURE 28. Number of cumulative DCRN failed handoffs.

metric when working with a decentralized architecture. This
analysis allows for the identification of the advantages and
disadvantages of implementing a DCRN. As a disadvantage,
an increase in the number of handoffs and failed handoffs
is observed compared to nodes that have a larger number of
spectral opportunities. However, as an advantage, a decrease
in the number of failed handoffs and handoffs is achieved
compared to nodes that have a lower number of spectral
opportunities. In other words, a DCRN allows the establish-
ment of a win-win equilibrium. Although, individually, not all
SUs obtain the maximum gain, all SUs contribute to reducing
the number of channel changes and decreasing interference

point. Initially, it could be assumed that the low performance
at Nodes 4 and 5 is related to the MCDM technique used.
However, to ensure the reliability and consistency of the
results in the decision-making process, it is sufficient to
compare the metrics obtained per node between CODAS,
COPRAS, and GRA. As can be identified in Fig. 29,
the highest variation in the number of handoffs per node
between the MCDM, with an average difference of 55.25%,
is obtained in Node 3, compared to CODAS, which is the
MCDM with the best result.

Fig. 30 supports the total number of handoffs analysis
by considering the total number of failed handoffs. As in
Fig. 29, for the comparative analysis between nodes, the
best results are obtained for Node 1 and Node 2; the worst
results are recorded for Node 4 and Node 5, with Node
3 falling in between. The highest variation in the metrics
obtained per node between CODAS, COPRAS, and GRA,
with an average difference of 55.86%, is obtained in Node 3,
compared to CODAS, which is the MCDM with the best
result.

Avoiding the low-performance relationship with the
MCDM techniques for the number of total handoffs
and the number of total failed handoffs, the analysis focuses
on the availability characteristics of each network node.
Based on the metrics obtained, it can be concluded that
nodes 1 and 2 present the highest number of spectral
opportunities. This result allows the SUs, through the multi-
criteria decision-making process, to reduce the number of
channel changes and the number of interferences. On the
other hand, nodes 4 and 5 have the least number of spectral
opportunities, increasing the number of channel changes and
the number of interferences.

In Fig. 29 and Fig. 30, the bar chart titled “Decentralized”
shows the metrics of the total handoffs and failed handoffs
for minute 9 when the nodes do not operate independently
and information exchange is performed between the SUs.
As shown in Fig. 29 and Fig. 30, the metrics under the
decentralized architecture are above those obtained for Node
1 and Node 2, and below those obtained for Node 4, Node 5.

Table 5 and Table 6 present the variation in the total
number of failed handoffs and handoffs concerning the
decentralized architecture. A positive value indicates an
increase in the metric when working with a decentralized
architecture. A negative value indicates a decrease in the
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TABLE 5. Variation in the number of total handoffs per node concerning

information exchange.

Node CODAS COPRAS GRA
Node 1 2572 4094 2782
Node 2 1936 4661 3728
Node 3 2140 555 =738
Node 4 -7656 -3308 -4178
Node 5 -3979 -2080 -2863
Node 1 2572 4094 2782

TABLE 6. Variation in the number of failed handoffs per node concerning

information exchange.

Node CODAS COPRAS GRA
Node 1 1237 1650 1116
Node 2 948 1823 1408
Node 3 987 274 -243
Node 4 -3413 -1519 -1866
Node 5 -1655 -999 -1316
Node 1 1237 1650 1116
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IV. CONCLUSION

DCRN are a hybrid model that utilizes the advantages
of both centralized and distributed networks. In order to
address the challenges associated with decision-making in
DCRN and contribute to building more effective approaches,
an innovative methodology for DCRN decision-making
based on information sharing between SUs was developed.
This methodology incorporates actual information from
the radio environment for the simulation of the radio
environment, implements CODAS, COPRAS, and GRA
multi-criteria strategies as decision-making techniques, and
uses the cumulative number of handoffs and the cumulative
number of failed handoffs during a 9-minute transmission as
performance metrics.

The results obtained were compared by node, by MCDM,
and according to information exchange. The results allowed
us to identify a balance where all users benefit. Although
not all users obtain the maximum utility, all users contribute
to reducing the number of channel changes and, therefore,
reducing interference with other SUs. These results demon-
strate the effectiveness of the proposed methodology and
its potential to improve the performance and efficiency of
CRNs, supporting the importance of considering information
sharing as a fundamental strategy and highlighting the need
to develop new proposals to facilitate this sharing.

A. FUTURE WORK

As user requirements increase, research questions in the
area of DCRN are growing exponentially; there are several
challenges to be solved, and it is necessary to constantly
propose new methodologies that allow the inclusion of
a higher number of characteristics related to user perfor-
mance and the radio environment, to improve efficiency,
performance, and QoS indicators. In future research, it is
recommended to explore new QoS metrics to evaluate the
DCRN in terms of latency, interference, throughput, capacity,
and reliability, among others. Also, consider indicators of
information relevance in addition to the level of experience
and timeliness. Propose decision-making strategies based on
artificial intelligence or optimization strategies based on bio-
inspired algorithms. Regarding information exchange, this
study analyzed the exchange between SUs. However, it is
necessary to analyze other cooperation strategies. Finally,
evaluate these strategies in authentic environments.

B. APPLICATIONS

The fundamental objective of these strategies is to optimize
the use of the radio frequency spectrum, as its efficient
management contributes to socioeconomic progress, sig-
nificantly improving the quality of life in communities.
In the realm of social development, sound decision-making
facilitates the expansion of Internet services in areas with
unmet basic needs. In the healthcare sector, the creation
of wireless networks for eHealth applications is pro-
moted. Finally, in industry and services, the implementation
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of cognitive sensor networks for process monitoring is
considered.

REFERENCES

[1] A. Louchart, E. Tohidi, P. Ciblat, D. Gesbert, E. Lagunas, and C. Poulliat,
“Some power allocation algorithms for cognitive uplink satellite systems,”
EURASIP J. Wireless Commun. Netw., vol. 2023, no. 1, Apr. 2023, doi:
10.1186/s13638-023-02234-7.

[2] W.Zhang, A. Tait, C. Huang, T. Ferreira de Lima, S. Bilodeau, E. C. Blow,
A. Jha, B.J. Shastri, and P. Prucnal, “Broadband physical layer cognitive
radio with an integrated photonic processor for blind source separation,”
Nature Commun., vol. 14, no. 1, p. 1107, Feb. 2023, doi: 10.1038/s41467-
023-36814-4.

[3] M. Hasegawa, H. Hirai, K. Nagano, H. Harada, and K. Aihara,
“Optimization for centralized and decentralized cognitive radio net-
works,” Proc. IEEE, vol. 102, no. 4, pp.574-584, Apr. 2014, doi:
10.1109/JPROC.2014.2306255.

[4] C. Hernandez, 1. Pdez, and D. Giral, Modelo Adaptativo Multivariable de
Handoff Espectral Para Incrementar el Desempeiio en Redes Moviles de
Radio Cognitiva, Primera, Ed. Colombia: Editorial UD, 2017.

[S] M. T. Masonta, M. Mzyece, and N. Ntlatlapa, “Spectrum deci-
sion in cognitive radio networks: A survey,” [IEEE Commun. Sur-
veys Tuts., vol. 15, no. 3, pp. 1088-1107, 3rd Quart., 2013, doi:
10.1109/SURV.2012.111412.00160.

[6] L. Pedraza, C. Hernandez, K. Galeano, E. Rodriguez, and I. Paez,
Ocupacion Espectral y Modelo de Radio Cognitiva Para Bogotd. Bogota:
Universidad Distrital Francisco José de Caldas, 2016.

[71 E. Ahmed, A. Gani, S. Abolfazli, L. J. Yao, and S. U. Khan,
“Channel assignment algorithms in cognitive radio networks: Taxonomy,
open issues, and challenges,” IEEE Commun. Surveys Tuts., vol. 18,
no. 1, pp.795-823, 1st Quart., 2016, doi: 10.1109/COMST.2014.
2363082.

[8] C. Salgado, S. Mora, and D. Giral, ‘“Collaborative algorithm for
the spectrum allocation in distributed cognitive networks,” Int.
J. Eng. Technol., vol. 8, no. 5, pp.2288-2299, Oct. 2016, doi:
10.21817/ijet/2016/v8i5/160805091.

[9] L. Cao and H. Zheng, “Distributed spectrum allocation via local
bargaining,” in Proc. 2nd Annu. IEEE Commun. Soc. Conf. Sensor Ad
Hoc Commun. Netw., Jun. 2005, pp. 475486, doi: 10.1109/sahcn.2005.
1557100.

[10] V. Brik, E. Rozner, S. Banerjee, and P. Bahl, “DSAP: A protocol for
coordinated spectrum access,” in Proc. Ist IEEE Int. Symp. New Frontiers
Dyn. Spectr. Access Netw. (DySPAN), Nov. 2005, pp.611-614, doi:
10.1109/DY SPAN.2005.1542680.

[11] S. Krishnamurthy, M. Thoppian, S. Venkatesan, and R. Prakash, ““Control
channel based MAC-layer configuration, routing and situation awareness
for cognitive radio networks,” in Proc. IEEE Mil. Commun. Conf. (MIL-
COM), Oct. 2005, pp. 455-460, doi: 10.1109/MILCOM.2005.1605725.

[12] P. Wang, J. Ansari, M. Petrova, and P. Mihonen, “CogMAC+: A
decentralized MAC protocol for opportunistic spectrum access in cognitive
wireless networks,” Comput. Commun., vol. 79, pp. 22-36, Apr. 2016, doi:
10.1016/j.comcom.2015.09.016.

[13] D. A. Pankratev, A. A. Samsonov, and A. D. Stotckaia, “Wireless data
transfer technologies in a decentralized system,” in Proc. IEEE Conf.
Russian Young Researchers Electr. Electron. Eng. (EIConRus), Russia,
Jan. 2019, pp. 620-623, doi: 10.1109/EIConRus.2019.8656671.

[14] S. J. Darak, H. Zhang, J. Palicot, and C. Moy, “Efficient decentralized
dynamic spectrum learning and access policy for multi-standard multi-user
cognitive radio networks,” in Proc. 11th Int. Symp. Wireless Commun. Syst.
(ISWCS), Aug. 2014, pp. 271-275, doi: 10.1109/ISWCS.2014.6933360.

[15] S.J.Darak, H. Zhang, J. Palicot, and C. Moy, ‘‘Decision making policy for
RF energy harvesting enabled cognitive radios in decentralized wireless
networks,” Digit. Signal Process., vol. 60, pp.33—45, Jan. 2017, doi:
10.1016/j.dsp.2016.08.014.

[16] P. Baran, “On distributed communications networks,” I[EEE
Trans. Commun., vol. COM-12, no. 1, pp.1-9, Mar. 1964, doi:
10.1109/TCOM.1964.1088883.

[17]1 D. Giral, C. Hernandez, and F. Martinez, ‘“Analysis and assessment
software for multi-user collaborative cognitive radio networks,” Int.
J. Electr. Comput. Eng. (IJECE), vol. 12, no. 4, p. 4507, Aug. 2022, doi:
10.11591/ijece.v12i4.pp4507-4520.

134007


http://dx.doi.org/10.1186/s13638-023-02234-7
http://dx.doi.org/10.1038/s41467-023-36814-4
http://dx.doi.org/10.1038/s41467-023-36814-4
http://dx.doi.org/10.1109/JPROC.2014.2306255
http://dx.doi.org/10.1109/SURV.2012.111412.00160
http://dx.doi.org/10.1109/COMST.2014.2363082
http://dx.doi.org/10.1109/COMST.2014.2363082
http://dx.doi.org/10.21817/ijet/2016/v8i5/160805091
http://dx.doi.org/10.1109/sahcn.2005.1557100
http://dx.doi.org/10.1109/sahcn.2005.1557100
http://dx.doi.org/10.1109/DYSPAN.2005.1542680
http://dx.doi.org/10.1109/MILCOM.2005.1605725
http://dx.doi.org/10.1016/j.comcom.2015.09.016
http://dx.doi.org/10.1109/EIConRus.2019.8656671
http://dx.doi.org/10.1109/ISWCS.2014.6933360
http://dx.doi.org/10.1016/j.dsp.2016.08.014
http://dx.doi.org/10.1109/TCOM.1964.1088883
http://dx.doi.org/10.11591/ijece.v12i4.pp4507-4520

IEEE Access

D. A. Giral-Ramirez et al.: Novel Methodological Proposal for Decision-Making in DCRN

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

D. A. Giral-Ramirez, C. A. Herndndez-Suarez, and C. A. Garcia-Ubaque,
“Spectral decision analysis and evaluation in an experimental environment
for cognitive wireless networks,” Results Eng., vol. 12, Dec. 2021,
Art. no. 100309, doi: 10.1016/j.rineng.2021.100309.

D. Giral, C. Herndndez, and C. Salgado, “Spectral decision for cognitive
radio networks in a multi-user environment,” Heliyon, vol. 7, no. 5,
May 2021, Art. no. e07132, doi: 10.1016/j.heliyon.2021.e07132.

D. A. Giral-Ramirez, C. A. Hernandez-Suarez, and L. F. Pedraza-Martinez,
“Evaluation of the performance of a collaborative proposal of multiple
access in cognitive radio networks,” Heliyon, vol. 7, no. 8, Aug. 2021,
Art. no. 07763, doi: 10.1016/j.heliyon.2021.e07763.

H. M. Ridha, C. Gomes, H. Hizam, M. Ahmadipour, A. A. Heidari,
and H. Chen, “Multi-objective optimization and multi-criteria decision-
making methods for optimal design of standalone photovoltaic system: A
comprehensive review,” Renew. Sustain. Energy Rev., vol. 135, Jan. 2021,
Art. no. 110202, doi: 10.1016/j.rser.2020.110202.

A. Hariri, P. Domingues, and P. Sampaio, “Integration of multi-criteria
decision-making approaches adapted for quality function deployment: An
analytical literature review and future research agenda,” Int. J. Quality Rel.
Manage., vol. 40, no. 10, pp. 2326-2350, Nov. 2023.

A. E. Torkayesh, M. A. Rajaeifar, M. Rostom, B. Malmir, M. Yazdani,
S. Suh, and O. Heidrich, “Integrating life cycle assessment and multi
criteria decision making for sustainable waste management: Key issues
and recommendations for future studies,” Renew. Sustain. Energy Rev.,
vol. 168, Oct. 2022, Art. no. 112819, doi: 10.1016/j.rser.2022.112819.

A. Sotoudeh-Anvari, “The applications of MCDM methods in COVID-
19 pandemic: A state of the art review,” Appl. Soft Comput., vol. 126,
Sep. 2022, Art. no. 109238.

1. Badi, A. Alosta, O. Elmansouri, A. Abdulshahed, and S. Elsharief,
“An application of a novel grey-CODAS method to the selection of hub
airport in north Africa,” Decis. Making, Appl. Manage. Eng., vol. 6, no. 1,
pp. 18-33, Apr. 2023.

B. Ning, F. Lei, and G. Wei, “CODAS method for multi-attribute decision-
making based on some novel distance and entropy measures under
probabilistic dual hesitant fuzzy sets,” Int. J. Fuzzy Syst., vol. 24, no. 8,
pp. 3626-3649, Nov. 2022, doi: 10.1007/s40815-022-01350-8.

D. Kang, R. Jaisankar, V. Murugesan, K. Suvitha, S. Narayanamoorthy,
A. H. Omar, N. I. Arshad, and A. Ahmadian, “A novel MCDM approach
to selecting a biodegradable dynamic plastic product: A probabilistic
hesitant fuzzy set-based COPRAS method,” J. Environ. Manage., vol. 340,
Aug. 2023, Art. no. 117967, doi: 10.1016/j.jenvman.2023.117967.

E. Yontar, “Selection of suitable renewable energy sources for turkey:
SEM-COPRAS method integrated solution,” Int. J. Environ. Sci. Technol.,
vol. 20, no. 6, pp. 6131-6146, Jun. 2023, doi: 10.1007/s13762-023-
04943-4.

R. Hasanzadeh, P. Mojaver, T. Azdast, S. Khalilarya, A. Chitsaz,
and M. A. Rosen, “Decision analysis for plastic waste gasification
considering energy, exergy, and environmental criteria using TOPSIS
and grey relational analysis,” Process Saf. Environ. Protection, vol. 174,
pp. 414-423, Jun. 2023, doi: 10.1016/j.psep.2023.04.028.

M. Boukraa, T. Chekifi, and N. Lebaal, “Friction stir welding of aluminum
using a multi-objective optimization approach based on both Taguchi
method and grey relational analysis,” Experim. Techn., vol. 47, no. 3,
pp. 603-617, Jun. 2023, doi: 10.1007/340799-022-00573-6.

134008

DIEGO ARMANDO GIRAL-RAMIREZ was born
in Bogotd, Colombia. He received the bachelor’s
and master’s degrees in electrical engineering.
He is currently pursuing the Ph.D. degree in
engineering with Universidad Distrital Francisco
José de Caldas, Colombia. He is an Assistant
Professor of electrical engineering programs with
Universidad Distrital Francisco José de Cal-
das. His research interests include mathematical
optimization, cognitive radio networks, power
systems, automation, and intelligent systems.

CESAR AUGUSTO HERNANDEZ-SUAREZ was
born in Villavicencio, Colombia. He received the
bachelor’s and master’s degrees in electronic engi-
neering and telecommunications from Universidad
Distrital Francisco José de Caldas, Colombia, and
the Ph.D. degree in engineering from Universidad
Nacional de Colombia. He is currently a Titular
Professor of electrical engineering programs with
Universidad Distrital Francisco José de Caldas.
His research interests include mathematical opti-
mization, cognitive radio networks, and intelligent systems.

INGRID PATRICIA PAEZ PARRA was born in Bogotd, Colombia. She
received the bachelor’s and master’s degrees in electrical engineering from
Escuela Colombiana de Ingenierfa, Colombia, and the Ph.D. degree in
engineering from Universidad de Cantabria. She is currently an Assistant
Professor of system and industrial engineering programs with Universidad
Nacional de Colombia. Her research interests include telecommunications,
cognitive radio networks, and wireless networks.

VOLUME 11, 2023


http://dx.doi.org/10.1016/j.rineng.2021.100309
http://dx.doi.org/10.1016/j.heliyon.2021.e07132
http://dx.doi.org/10.1016/j.heliyon.2021.e07763
http://dx.doi.org/10.1016/j.rser.2020.110202
http://dx.doi.org/10.1016/j.rser.2022.112819
http://dx.doi.org/10.1007/s40815-022-01350-8
http://dx.doi.org/10.1016/j.jenvman.2023.117967
http://dx.doi.org/10.1007/s13762-023-04943-4
http://dx.doi.org/10.1007/s13762-023-04943-4
http://dx.doi.org/10.1016/j.psep.2023.04.028
http://dx.doi.org/10.1007/s40799-022-00573-6

