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ABSTRACT This paper investigates the group consensus problem of hybrid multi-agent systems(HMASs)
under event-triggering conditions. The communication between multi-agents can be effectively reduced by
the event-triggering mechanism, and the energy consumption of system can be saved. First, a HMAS is
constructed, which composes of individuals with continuous and discrete two states. A distributed hybrid
multi-agent group consensus controller is proposed. Then considering the joint measurement method,
appropriate event-triggering strategy is given, which effectively avoids the occurrence of Zeno phenomenon.
Lyapunov’s method is used to prove that system can finally achieve group consensus. Finally, the correctness
of the research results is confirmed by simulation.

INDEX TERMS HMASs, event-triggering condition, group consensus.

I. INTRODUCTION
With research, it has become more common to combine
multi-agents with other domains. These include neural net-
works [1], unmanned aircraft [2], electric transportation [3]
and other fields. Nowadays, the importance of multi-agent
research is self-evident. Among them, system consensus is
a basic problem in related research. Consensus represents
speed, position and other states of individuals in the system
will eventually converge to similar values. With the continu-
ous research of experts and scholars, numerous achievements
have been achieved in consensus. These include aspects
such as bipartite consensus [4], scale consensus [5], group
consensus [6]. In the practical application process, in order to
cope with different task requirements, the system will divide
agents into multiple groups to cooperate. This is the reason
for the emergence of group consensu.

In the application process, individuals in the system
need to be controlled according to the actual situa-
tion. Therefore, individuals in the system will adopt
different dynamic models, including continuous-time [7],
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discrete-time [8], linear [9], nonlinear [10] and other system
models. When there are different dynamical models or
continuous and discrete individuals components in a system,
it is called a HMAS. At present, scholars have made a lot
of researches. Liu et al. adopted the theorems of matrix
theory, and the consensus criteria of individuals under delay
constraint was obtained in [11]. Finally, the conditions for
the stability were given. On this basis, a HMAS with
continuous and discrete individuals is constructed in [12], and
the system can achieved consensus with controller. In [13],
two different HMAS models were explored, and the system
consensus problem was solved. For hybrid systems, a new
control protocol based on the containment control method
was proposed in [14]. In summary, the control method
of HMAS is more flexible. In the practical application
process, the requirements of the system are increasing, and
the HMAS can cope with the complex environment and
task requirements [15]. At present, there are few researches
on HMAS with mixed continuous and discrete individuals.
We explore these systems and introduce the concept of group
consistency. Such systems can achieve cluster collaboration,
which is more advantageous in dealing with more complex
tasks.
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In the application process, frequent communication
between agents will increase the consumption of resources.
In order to improve resource utilization and reduce controller
updates, experts and scholars proposed an event-triggering
mechanism [16]. In [17], event-triggering strategy was stud-
ied in nonlinear multi-agent systems(MASs), and symbolic
functions were proposed for optimized control. Under the
control of event-triggering strategy, the consensus problem
of linear MASs affected by communication delay was
investigated [18]. In [19], the system was controlled under
dynamic event-triggering conditions. The event-triggering
mechanism used a distributed dynamic framework. In the
study of systems under the influence of disturbance factors,
the fixed-time triggering scheme was proposed. So the
formation tracking can be realized with less disturbance [20].
The distributed event-triggering strategy with state feedback
was studied in [21], which is capable of feedback control
even without complete state information. In [22], predictive
control was explored and inter-agent state prediction was
realized under the condition of event-triggering. In [23],
an adaptive event-triggering strategy was proposed in
which the triggering threshold can be dynamically adjusted.
Compared with the traditional triggering method, it is
more flexible. Then, an improved adaptive event-triggering
mechanism was proposed in [24], and a fuzzy system model
was designed for interference effects. According to Zeno
phenomenon, an event-triggering strategy based on periodic
sampling was proposed, which can avoid Zeno phenomenon
fundamentally [25]. The disadvantage is that each agent
controller not only updated at its own triggering time, but
also was affected by the triggering time of the neighbor
agent, which will increase the update times of the controller.
Based on this, this paper introduces the method of joint
measurement, so that the agent controller can be updated
only at its own triggering time. Which avoided interfer-
ence from neighbor agents and further reduced controller
updates.

The main innovations are as follows. In this paper, event-
triggering conditions are added to the HMAS and the problem
of group consensus is explored. At present, there are few
researches on the mixed system of discrete and continuous
individuals. Based on this HMAS research, the problem of
group consensus in hybrid systems is discussed. Through
the study, a new group consensus controller is designed.
By adjusting the clustering coefficient of the controller,
HMAS can reach the clustering consensus. Although the
periodic sampling event-triggering method can avoid Zeno
phenomenon, it will also lead to unnecessary updates of the
controller. In this case, we introduce a joint measurement
method, which can reduce the influence of neighbor agents
and ultimately reduce the system resource loss. Compared
with the existing research results, this paper makes the
following innovations and contributions

1. The HMAS model with continuous and discrete states
is constructed, and a hybrid group consensus theory is
proposed.

2. The group consensus controller of HMAS is designed
and given, throughwhich the system can achievemixed group
consensus, and the group situation of the system can be
flexibly changed by the group coefficient.

3. Based on the method of periodic sampling and joint
measurement, the event-triggering strategy is designed,
which can not only reduce the update of the controller, but
also fundamentally avoid Zeno phenomenon.

This article has the following sections. In Section II, the
basic knowledge is given first and then a dynamics model
of HMAS is constructed. This system contains individuals
with both continuous and discrete states. In the Section III of
this paper, a distributed HMAS group consensus controller
is given. Then an event-triggering strategy using the joint
measurement method is devised. The condition for the system
to achieve group consensus is given, and its feasibility is
proved by Lyapunov method. In Section IV, simulation
examples are given to prove the accuracy of the study.
Notation: R

n
represents the n-dimensional Euclidean

space. In represents the n × n identity matrix. ∥.∥ represents
the Euclidean norm. For any real symmetric matrix x,
x−1 represents the inverse of the matrix, xT represents
the transpose of the matrix. D = diag(d1, d2 . . . . . . , dn)
represents the diagonal matrix with the diagonal element
of di.

II. PROBLEM DESCRIPTION
A. KNOWLEDGE OF GRAPH THEORY
In the study of multi-agent system, the knowledge of
algebraic graph theory provides the relevant theoretical basis
for study. A system communication topology is represented
byG = (V ,ε,A). The V = {1, 2 . . . . . . ,N } denotes the set of
nodes in the graph. The ε ⊆ {i, j ∈ V × V } denotes the edge
set of connecting points, and A =

[
aij

]
∈ RN×N represents

the adjacency matrix of the graph. If (i, j) ∈ ε, aij = 1,
otherwise aij = 0. We define D = diag{d1,d2, . . . , dN } as

the degree matrix of the graph, and di =

N∑
j=1

aij. Then L stand

for Laplacianmatrix, and L = (lij)N×N satisfies the following
definition:

lij =


∑

j∈N ,j̸=i

aij, i = j

−aij, i ̸= j
i, j = 1, 2, . . . ,N .

B. MODEL DESCRIPTION
Considering a HMAS composed ofM agents with continuous
dynamic and (N − M ) agents with discrete dynamic. The
dynamic model of agents can be defined as:{

ẋi(t) = ui(t), i ∈ IM ,

xi(tκ+1) = xi(tκ ) + ui(tκ ), tκ = cιh1, i ∈ IN /IM ,

(1)

where xi ∈ Rn, ui ∈ Rn respectively stand for location and
controller input of agent i. We use cιh1, (cι ∈ N+) to describe
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the change of discrete-time agents state over time. And h1 is
the sampling interval of discrete-time multi-agents.
Definition 1: When the intelligence in HMAS can satisfy

the following equation in any initial-states xi(0)
lim
t→∞

∥∥xj(t) − xi(t)
∥∥ = 0, xσ j = xσ i, i ∈ IN ,

lim
tk→∞

∥∥xj(tκ ) − xi(tκ )
∥∥ = 0, xσ j = xσ i, i ∈ IN ,

lim
t→∞,tk→∞

∥∥xj(t) − xi(tκ )
∥∥ = 0, xσ j = xσ i, i ∈ IN .

(2)

This indicates that the HMAS reaches group consensus.
Lemma 1: For an connected undirected graph, the corre-

sponding Laplace matrix is L. Assuming that the eigenvalues
of L are λ1, λ2, .., λn, and λ1 ≤ λ2, . . . ,≤ λn. Let x =

[x1, x2, . . . , xn]T , then equation λ2(L)xTLx ≤ xTL2x ≤

λn(L)xTLx holds.

III. MAIN RESULTS
Combined with event-triggering mechanism, a distributed
hybrid multi-agent group consensus controller as shown
below

ui(t) =

∑
j∈Ni

aij(xj(t iς ) − xi(t iς )) + α
∑
j∈Ni

lijxσ j,

t iς = cιh2 , cι ∈ N+, i ∈ IM ,

ui(tκ ) = h1(
∑
j∈Ni

aij(xj(tκ iξ ) − xi(tκ iξ )) + α
∑
j∈Ni

lijxσ j),

tκ ∈ [ tκ iξ , tκ
i
ξ+1) , i ∈ IN /IM ,

(3)

where h2 represents the sampling period of continuous-
time multi-agents under the event-triggering mechanism.
The xσ j represent grouping coefficient. When agent states
with the same xσ j are tend to converge into a subgroup.
t iς , tκ iξ respectively represents the triggering moments of
corresponding agent i. When the agent is between two
adjacent triggering moments, control input ui will keep the
status value of previous triggering moment.

The definition of joint measurement is given
fi(t) =

∑
j∈Ni

aij(xj(t) − xi(t)), i ∈ IM ,

fi(tκ ) =

∑
j∈Ni

aij(xj(tκ ) − xi(tκ )), i ∈ IN /IM ,
(4)

when agent i ∈ IM is in continuous-time state, its triggering
time are assumed to be t io, t

i
1, t

i
2 . . . . . . t iζ in sequence. When

agent i ∈ IN /IM is in discrete-time state, its triggering
time are assumed to be tκ io, tκ

i
1, tκ

i
2 . . . . . . tκ iξ in sequence.

Then under the joint measurement condition, the mixed
combination measurement error of agents can be obtained by
the equation{
ei(t) = fi(t iς ) − fi(t), t ∈ [ t iς , t

i
ς+1), i ∈ IM ,

ei(tκ ) = fi(tκ iξ ) − fi(tκ ), tκ ∈ [tκ iξ , tκ
i
ξ+1), i ∈ IN /IM .

(5)

An event-triggering strategy is designed based on the joint
measurementmethod.When the error norm reaches the preset
threshold, the controller is updated. Otherwise, the controller
maintained the state of the last triggering moment. Then the
event-triggering conditions are:{

∥ei (ts)∥ ≤ γi ∥fi(ts)∥ , ts = cιh2, i ∈ IM ,

∥ei (tκ)∥ ≤ γi ∥fi(tκ )∥ , tκ = ch1, i ∈ IN /IM ,
(6)

where ts represents the time change of the continuous-time
multi-agents under the sampling event-triggeringmechanism.
In engineering applications, the system needs to maintain the
corresponding formation to complete the task. Individuals in
the system change controller updates by sensing the position
status of neighboring agents, ensuring that the system
formation is maintained. The event-triggering condition
designed in this paper can not only ensure the formation of
the system, but also reduce the updating frequency of the
controller and reduce the energy loss.

For better analysis, we make the h1 = h2 = h through
assumptions. This indicates that all multi-agents have the
same sampling period. Then define tκ = cιh, (cι ∈ N+) to
denote the scale of all intelligences over time, so the above
evevt-triggering conditions can be redefined as:

∥ei (tκ)∥ ≤ γi ∥fi(tκ )∥ , tκ = cιh, i ∈ IN . (7)

Theorem 1: The HMAS (1) composed of continuous and
discrete agents meets the event-triggering condition (6), and
under the action of controller (3). When h <

−2−2γM
2γMλn+λn+γ 2

Mλn

and α < 0, the HMAS reaches group consensus. Where
γM = max {γi|i = 1, 2, 3 . . . . . . ,N } and λn are the largest
eigenvalue of Laplace matrix L.

Proof: Combining the hybrid system model (1) and
controller (3), we can get

xi(t) = xi(tκ ) + (t − tκ )(
∑
j∈Ni

aij(xj(tκ iς ) − xi(tκ iς ))

+α
∑
j∈Ni

lijxσ j), t ∈ (tκ , tκ+1], i ∈ IM ,

xi(tκ+1) = xi(tκ ) + h(
∑
j∈Ni

aij(xj(tκ iξ ) − xi(tκ iξ ))

+α
∑
j∈Ni

lijxσ j), i ∈ IN /IM .

(8)

According to the condition of event-triggering, no individ-
ual will triggered when the agent is at (k, k+1). So the system
can be uniformly represented as:

xi(tκ+1) = xi(tκ ) + h(
∑
j∈Ni

aij(xj(tκ iξ ) − xi(tκ iξ ))

+ α
∑
j∈Ni

lijxσ j), i ∈ IN . (9)

Set

x(tκ ) = [x1(tκ ), x2(tκ ), . . . , xN (tκ )]T ,

e(tκ ) = [e1(tκ ), e2(tκ ), . . . , eN (tκ )]T ,
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f (tκ ) = [f1(tκ ), f2(tκ ), . . . , fN (tκ )]T ,

xσ (tκ ) = [xσ1(tκ ), xσ2(tκ ), . . . , xσN (tκ )]T .

Because of f (tκ iξ ) = f (tκ ) + e(tκ ), so we can get

x(tκ+1) = x(tκ ) + h(Lx(tκ ) + e(tκ ) + αLxσ (tκ )), i ∈ IN .

(10)

Construct the following Lyapunov function

V (tκ ) =
1
2
xT (tκ)Lx(tκ ). (11)

So we get

V (tκ+1)

=
1
2
x(tκ+1)

T
Lx(tκ+1)

=
1
2
(x(tκ ) + hLx(tκ ) + he(tκ ) + αhLxσ (tκ ))T

× L(x(tκ ) + hLx(tκ ) + he(tκ ) + αhLxσ (tκ ))

=
1
2
(x(tκ )T + hx(tκ )TLT + he(tκ )T + αhxσ (tκ )T

× LT )L(x(tκ ) + hLx(tκ ) + he(tκ ) + αhLxσ (tκ ))

=
1
2
(x(tκ )TLx(tκ ) + 2hx(tκ )TL2x(tκ ) + h2x(tκ )T

× LTLLx(tκ ) + h2e(tκ )TLLx(tκ ) + h2xσ (tκ )TαLTL

× Lx(tκ ) + αhx(tκ )TL2xσ (tκ ) + αh2x(tκ )TLTL2xσ
× (tκ ) + αh2e(tκ )TLLxσ (tκ ) + hx(tκ )TLe(tκ ) + h2x

× (tκ )TLTL e(tκ ) + h2e(tκ )TLe(tκ ) + αh2xσ (tκ )TLT

× Le(tκ ) + he(tκ )TLx(tκ ) + αhxσ (tκ )TLTLx(tκ )).

(12)

Further, there is

1V (tκ ) = V (tκ+1) − V (tκ )

=
1
2
(2hx(tκ )TL2x(tκ ) + h2x(tκ )TLTLLx(tκ ) + h2e

× (tκ )TLLx(tκ ) + h2xσ (tκ )TαLTLLx(tκ )+αhx(tκ )T

× L2 xσ (tκ )+αh2x(tκ )TLTL2xσ (tκ ) + αh2e(tκ )TLL

× xσ (tκ )+hx(tκ )TLe(tκ )+h2x(tκ )TLTLe(tκ ) + h2e

× (tκ )TLe(tκ ) + αh2xσ (tκ )TLTLe(tκ ) + he(tκ )TLx

× (tκ ) + αhxσ (tκ )TLTLx(tκ )). (13)

Set ϑ(tκ ) = Lx(tκ ), then can obtain

1V (tκ )

=
1
2
(2hϑ(tκ )Tϑ(tκ ) + he(tκ )Tϑ(tκ ) + h

× xσ (tκ )TαLϑ(tκ ) + h2ϑ(tκ )TLϑ(tκ ) + h2e(tκ )TL

× ϑ(tκ ) + αh2xσ (tκ )TL2ϑ(tκ ) + hϑ(tκ )T e(tκ ) + h2

× ϑ(tκ )TLe(tκ ) + h2e(tκ )TLe(tκ ) + αh2xσ (tκ )TLT

× Le(tκ ) + αhϑ(tκ )TLxσ (tκ ) + αh2ϑ(tκ )TL2xσ (tκ )

+ αh2e(tκ )TL2xσ (tκ )). (14)

From inequality ∥ei(tκ )∥ ≤ γi ∥fi(tκ )∥, fi(tκ ) = −ϑi(tκ ),
then ∥ei(tκ )∥ ≤ γi ∥ϑi(tκ )∥. Combined with Lemma 1 gives
the following formula

e(tκ )T e(tκ ) ≤ γ 2
Mϑ(tκ )Tϑ(tκ ),

e(tκ )TLe(tκ ) ≤ γ 2
Mλnϑ(tκ )Tϑ(tκ ),

ϑ(tκ )T e(tκ ) ≤ γMϑ(tκ )Tϑ(tκ ),

ϑ(tκ )TLe(tκ ) ≤ γMλnϑ(tκ )Tϑ(tκ ),

e(tκ )Tϑ(tκ ) ≤ γMϑ(tκ )Tϑ(tκ ),

e(tκ )TLϑ(tκ ) ≤ γMλnϑ(tκ )Tϑ(tκ ),

ϑ(tκ )TLϑ(tκ ) ≤ λnϑ(tκ )Tϑ(tκ ).

Among them γM = max {γi|i = 1, 2, . . . . . . ,N }, λn
indicates the largest eigenvalue of the Laplacian matrix L.
By substituting all the above inequalities into (14), the above
formula becomes

1V (tκ ) ≤
1
2
((2h+ 2hγM + h2λn + 2h2γMλn + h2

× γ 2
Mλn)ϑ(tκ )Tϑ(tκ ) + hxσ (tκ )TαLϑ(tκ ) + αh2

× xσ (tκ )TL2ϑ(tκ ) + αh2xσ (tκ )TLTLe(tκ ) + αhϑ

× (tκ )TLxσ (tκ ) + αh2ϑ(tκ )TL2xσ (tκ ) + αh2e(tκ )T

× L2xσ (tκ )). (15)

Then according to the property of norm, we can get

1V (tκ )

≤
1
2
((2h+ 2hγM + h2λn + 2h2γMλn

+ h2γ 2
Mλn)

∥∥∥ϑ(tκ )Tϑ(tκ )
∥∥∥ + αh

∥∥∥xσ (tκ )T∥∥∥
× ∥L∥ ∥ϑ(tκ )∥ + αh2

∥∥∥xσ (tκ )T∥∥∥ ∥∥∥L2∥∥∥ ∥ϑ(tκ )∥

+ αh2
∥∥∥xσ (tκ )T∥∥∥ ∥∥∥L2∥∥∥ ∥e(tκ )∥ + αh

∥∥∥ϑ(tκ )T
∥∥∥ ∥L∥

× ∥xσ (tκ )∥ + αh2
∥∥∥ϑ(tκ )T

∥∥∥ ∥∥∥L2∥∥∥ ∥xσ (tκ )∥ + αh2

×

∥∥∥e(tκ )T∥∥∥ ∥∥∥L2∥∥∥ ∥xσ (tκ )∥). (16)

When h <
−2−2γM

2γMλn+λn+γ 2
Mλn

and α < 0, we can calculate
that 1V ≤ 0. The analysis shows that when ∥ni(tκ )∥ = 0,
there is1V = 0. If ∥ni(tκ )∥ = 0, because of fi(tκ ) = −ni(tκ ),
then fi(tκ ) = 0 is obtained, so ∥ei (tκ)∥ = γi ∥fi(tκ )∥ =

0. According to formula (5), all fi(t), fi(tκ ) are equal to 0.
Combined with the definition of joint measurement given by
formula (4), it can be concluded that the system meets the
requirement of group consensus (2). Therefore, the HMAS
achieves group consensus.

When the event-triggering mechanism is used, the system
may produce an infinite number of triggers in a limited
time. The event-triggering condition designed in this paper
is sampled at intervals of h(h > 0). This ensures that all
adjacent triggering intervals are either equal to or greater than
the sampling interval. It effectively avoids the occurrence
of countless triggers within a limited time. So the Zeno
phenomenon was fundamentally avoided.
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FIGURE 1. Structure topology of hybrid multi-agent system.

FIGURE 2. Agents position status change trend.

IV. CASE SIMULATION
Considering the HMAS is composed of 6 multi-agents,
among which 1, 2, 3 represent the continuous-time multi-
agents, and 4, 5, 6 represent the discrete-time multi-agents.
The communication structure of whole system is shown in
the Fig. 1 below

Through the communication topology of the system, the
Laplacian matrix L expressed as:

L =


1 −1 0 0 0 0

−1 2 −1 0 0 0
0 −1 3 −1 −1 0
0 0 −1 2 0 −1
0 0 −1 0 2 −1
0 0 0 −1 −1 2

 .

Its maximum eigenvalue can be obtained by the above
Laplace matrix as λn = 3. Combined with the above system
stabilization conditions, sampling cycle time h = 0.2s
and α = −1. Assuming the initial positions are x(0) =

[−5 -3 0 6 8 13 ]T . Under the action of the controller, the
position states of multi-agents in the system vary with time as
shown in Fig.2. Then, Fig.3 represents the input of controller
and Fig.4 represents the triggering time of each agent.

Simulation analysis: Fig.2 indicates the HMAS (1)
under the event-triggering condition makes agents 2, 6 and
1, 3, 4, 5 realize clustering. And the location trajectory of

FIGURE 3. Control input of agents under event-triggering condition.

FIGURE 4. Triggering moment of agents under event-triggering condition.

each subgroup eventually tends to be consistent with the
passage of time. Fig.3 reflects the change trend of control
input of each agents over time. From the figure, we can see
the control input of agents in the system presents discrete
distribution, and the control input eventually tends to 0. Fig.4
shows the triggering time of each agents under the event-
triggering condition. It can be seen that the controller of the
agent is updated less frequently under the event-triggering
condition. And the Zeno phenomenon is not occur during
operation.

V. CONCLUSION
After research, we explored the group consensus problem of
HMASs under the event-triggering conditions. First, a HMAS
has been constructed in which the intelligences have both
continuous and discrete states. Then a distributed group
consensus controller has been proposed, by which the effect
of subgroup consensus can be achieved. In order to reduce
controller updates, we proposed an event-triggering condition
based on joint measurement method. The event-triggering
strategy has been sampled with time interval h. So the occur-
rence of Zeno phenomenon has been avoided fundamentally.
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Then Lyapunov’s method has been used to obtain the
condition of system stability. Finally, the research results of
this paper have been tested by numerical simulation. In the
future, we will study more complex system models and apply
the research results to directed topology.
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