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ABSTRACT Temporal knowledge graph (TKG) reasoning, as an essential research direction in natural
language processing, focuses on capturing the dynamic changes in entities and relationships over time.
However, the inference task of predicting potential future events faces significant challenges, as it must deal
with uncertainty, complexity, and missing data. To this end, this study proposes a new TKG extrapolation
model SubRE-NET, based on the Recurrent Event Network(RE-NET). The model performs reasoning by
aggregating local and global information, and introduces a subgraph in the encoding stage to enhance the
ability to capture local correlations and temporal features of events within a time window. At the same
time, the attention mechanism is introduced to solve the problem in which the original model cannot
distinguish the importance of nodes and relationships, and the subgraph is further enhanced by cropping
technology. In the aggregation stage, an extended relational graph convolutional network(RGCN) was
adopted to overcome the limitations of the original model, which cannot capture temporal information when
locally and globally aggregated. The experimental results show that, compared with the baseline model
RE-NET, our SubRE-NET model achieved significant performance improvements on three event-based
datasets and two public knowledge graph datasets, with an average MRR performance improvement of
11.49%. Simultaneously, the average performance of the Hits@1 metric is improved by 12.38%.

INDEX TERMS Attention network, time knowledge graph, subgraph, temporal extrapolation.

I. INTRODUCTION
Knowledge Graph (KG) is a multi-relational heterogeneous
Graph with different edges and entities. With the wide
application of knowledge graphs in environmental analysis
[1], recommender systems [2], and biomedicine [3], link
prediction has attracted considerable attention as an essential
task in KG. In existing knowledge graphs, the relationships
between entities are typically modeled using factual triples
(subject, predicate, object), for example, (Macron, visit,
Mongolia). However, its incompleteness has become a
challenge because it is difficult for knowledge graphs to
contain all possible facts in a domain. To compensate for
this deficiency, researchers have proposed a method that
uses prior knowledge for reasoning [4]. Research on static
knowledge graphs [5] has made remarkable progress in this
field, but real-world facts are not always correct or static.
Therefore, to capture the temporal dependencies between
facts better, it is particularly critical to introduce temporal
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information to construct a knowledge graph with temporal
relationships (TKG) [6]. In TKG, each fact is presented
as (subject, predicate, object, timestamp), such as (Macron,
visit, Mongolia, 2023). Temporal knowledge graph reasoning
faces significant challenges owing to the need to consider
time. For example, Figure 1 shows that Macron had engaged
in diplomatic activities with other countries in the past.
This suggests the possibility of future relations with these
countries, as well as potential sanctions, opposition, or visits.

To address this challenge, previous studies have extended
static knowledge graph embedding and scoring function
methods to facilitate temporal representation learning [7].
These methods employ time-dependent scoring functions to
assess the potential for missing facts, resulting in substantial
performance improvements. However, during the learning
process, they tend to overlook structural features [8], [9],
[10]. Subsequently, numerous approaches have emerged,
such as TeMP [11] and T-GAP [12], which leverage
multiple time-step snapshots of evolving graphs and the
message-passing mechanism of Graph Neural Networks to
enable dynamic representation and inference in temporal
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knowledge graphs. Although these methods are capable of
integrating structural and temporal information, they are
primarily tailored for historical data and value prediction,
making them unsuitable for forecasting future events.

In TKG, the process of predicting new facts corresponding
to future timestamps is categorized as extrapolation reasoning
[13]. Although research in this field is still in its early stages,
it holds significant importance in many real-world industries,
such as finance and logistics. In recent years, several
models have been proposed to address the extrapolation
reasoning problem in temporal knowledge graphs, such as
Know-Evolve [14] and DyRep [15]. These models leverage
temporal point processes to model the evolutionary behavior
of facts in continuous time domains, resulting in a significant
improvement in the predictive performance of the models.
However, without fundamental facts from previous events,
these models struggle to predict events corresponding to
future consecutive timestamps accurately [16]. Furthermore,
owing to complexities, instabilities, sparsity of data, and
multiple temporal dependencies, the prediction of concurrent
events within the same time window encounters various
challenges.

The RE-NET [13] model was recently proposed as a novel
approach to address the extrapolation reasoning problem.
RE-NET defines the joint probability distribution of all events
in TKG in an autoregressive manner and models all concur-
rent events within a time window as a local graph to infer
the graph structure over several future time steps. However,
using all the events within a time window as local information
may lead to unnecessary model perturbations and increased
computational complexity. In addition, the traditional RGCN
[17] method is often used for node and relation aggregation
in static knowledge graphs, and it is difficult to effectively
capture the temporal dependencies between facts in TKG.
These deficiencies limit the performance of the model in
graph representation learning.

To overcome these limitations and better handle long-term
sequences in temporal knowledge graphs, we propose the
SubRE-NET model. This model introduces subgraphs and
attention mechanisms [18], enabling the precise selec-
tion of critical information within local windows and
enhancing the model’s ability to capture temporal informa-
tion, thereby making message propagation more flexible.
In addition, we strengthen the subgraph structure through
subgraph cropping techniques and adopt an extended
RGCN to capture the evolution process of entities and
relations. The primary contributions of the study are as
follows:

(1) We propose the SubRE-NET model, which effec-
tively captures the temporal dependencies and structural
relationships in temporal knowledge graphs by introducing
subgraph sampling within time windows and reducing the
computational complexity.

(2) The model incorporates attention mechanisms to
adaptively learn the importance of nodes and relations, thus
reducing the model’s sensitivity to noise and sparse data.

(3) We employed subgraph cropping techniques to opti-
mize the subgraph structure, enhancing themodel’s capability
to handle large graphs.

(4) By introducing an extended RGCN, the model can
perform aggregation and inference in dynamic environments.

To validate the reliability and effectiveness of our approach
in TKG link prediction tasks, we conducted experiments on
five public TKG datasets, thereby yielding superior results.
These findings demonstrate that the SubRE-NET model
exhibits exceptional performance and potential for TKG
reasoning tasks.

FIGURE 1. A subgraph of temporal knowledge about macron’s
international affairs.

Subsequently, this article is expanded according to the
following structure: Section II presents related work to
provide readers with a research background. Section III
details the problems this paper aims to address. The fourth
and fifth sections will analyze the RE-NET and SubRE-NET
models in depth, respectively. Sections VI and VII detail the
experimental design and analysis used to verify the model
performance. Finally, Section VIII concludes the study and
discusses future research directions.

II. RELATED WORK
A. STATIC KNOWLEDGE GRAPH REASONING
In terms of static knowledge graph reasoning, currently
widely used methods mainly include embedding-based
methods [19], [20] and neural network-based deep learning
models [21], [22]. Embedding-based methods use scoring
functions to evaluate the similarity between low-dimensional
embeddings of relationships and entities. Simultaneously,
neural network-based deep learning models such as GCN
[23] and GraphSAGE [22] can automatically learn feature
representations of entities and relationships, providing richer
and deeper reasoning capabilities. Besides, there are other
path-based [24] and rule-based reasoning methods [25].
However, these methods have shortcomings in directly
modeling temporal knowledge graphs.

B. TEMPORAL KNOWLEDGE GRAPH REASONING
Reasoning with time knowledge graphs can be catego-
rized into interpolation and extrapolation reasoning [13].
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Interpolation reasoning [26], [27], [28] was used to predict
and fill in the missing information in historical time
intervals. Some works have attempted to add temporal
information to static embeddingmodules for TKG inferences.
For example, TTransE [9] extended the model of TransE
[27] by considering the interaction of relations and time,
and HyTE [10] associated timestamps with hyperplanes to
explicitly integrate temporal information into the entity-
relationship space. DE-SimplE [28] defines entity embedding
as a function and provides a hidden representation of time.
However, these methods are unsuitable for predicting events
that correspond to future timestamps.

On the other hand, extrapolation reasoning aims at
predicting future facts based on known prior information
[29], [30]. For example, Know-Evolve [14] can learn entity
representations that evolve nonlinearly in time order. DyRep
[15] encodes temporal information into node embeddings
through a dual-time-scale representation and a time-point
process model. Although these methods have made some
progress in temporal modeling, it is challenging to address
the problem of modeling multiple concurrent events in the
same time window. To solve this problem, GHNN [29]
captures the changing sequence of graphs by extending
the time points to model the probability of occurrence of
events in continuous time. However, the GHNN is unsuitable
for multistep reasoning since it mainly considers first-order
subgraphs. In order to make up for this deficiency, RE-NET
[13] modeled the corresponding events in the time window
as a local graph, considered multi-hop structural information
for time-series knowledge graph reasoning, and significantly
improved efficiency. Based on the RE-NET model, The
SubRE-NET model achieves more accurate modeling of
time dependencies by introducing subgraphs and attention
mechanisms within time windows while reducing the number
of facts required to aggregate the time window data. The
inferential capability of the temporal knowledge graph was
further enhanced.

III. PROBLEM DESCRIPTION
Temporal knowledge graph reasoning plays a vital role in
natural language processing tasks. This paper proposes a
link prediction method suitable for inductive environments,
aiming to solve the following issues:

Q1: How to efficiently handle the representation and
aggregation of local information within a time window while
maintaining time relevance and reducing model complexity?

Q2: The problem of distinguishing the importance of
different nodes and relationships in constructing a subgraph.

Q3: How to reduce subgraph redundancy and prevent
excessive model complexity.

Q4: How to dynamically aggregate the node and rela-
tion embeddings in the TKG to capture the evolution
characteristics of time.

We conducted thorough experiments on various datasets
to ensure the effectiveness of the model. To answer the

above questions, we will answer them one by one in the
SubRE-NET model.

IV. RE-NET MODULE
RE-NET is a TKG model for modeling temporal, multi-
relational, and concurrent entity interactions. It infers
information corresponding to multiple time steps in the
future by defining the joint probabilities of all events.
By computing the product of conditional probabilities for
each event, we derive the joint probability distribution of
event G corresponding to different timestamp t [13]. which
includes the conditional probability p(s|Gt−m:t−1)t of the
subject the conditional probability p(r|s,Gt−m:t−1)t of the
relation, and the conditional probability p(o|s, r,Gt−m:t−1)t
of the object. as follows:

p(G) =

∏
t

∏
(s,r,o)t∈Gt

p(s, r, o|Gt−m:t−1)t

=

∏
t

∏
(s,r,o)t∈Gt

p(s|Gt−m:t−1)t · p(r|s,Gt−m:t−1)t

· p(o|s, r,Gt−m:t−1)t (1)

The RE-NET model employs two key components: an
RGCN aggregator and recurrent event encoder. The RGCN
learns low-dimensional embedding vectors of relations and
entities and comprehensively considers global and local
information to provide a rich contextual background for
the input of the recurrent event encoder [17]. A recursive
event encoder encodes a time series and can capture
temporal dependencies between events [6]. Modeling the
event sequence and learning time representation can help the
model to understand the evolution process of the event and
provide critical clues for predicting future information.

The global structure covers the complete information
for all time steps, while the local structure only contains
partial information within the time window. Local and
global information complement each other, providing models
with more accurate and refined prediction and inference
capabilities. However, to obtain the local structure, all data
corresponding to each time step within the time window
needs to be used for feature extraction, which may face some
challenges. First, doing so may lead to data redundancy,
as multiple time steps within the same time window may
contain partially duplicated information. Second, temporal
relationships between entities may be lost. In addition,
excessive computational complexity and imbalance of infor-
mation corresponding to different timestamps within the time
window may also be a challenge.

V. SubRE-NET MODULE
In this section, we provide a comprehensive introduction
of the SubRE-NET model. First, we briefly introduce the
construction of the structural diagram and the relationship
between different components. Then, We describe each part
of the model in detail. In addition, this section adds the
question number after the title below in response to the four
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FIGURE 2. Here is the structural frame diagram for the SubRE-NET model. The ‘‘Step’’ value represents the number of iterations to create a subgraph in
chronological order within a given time window.

questions that need to be addressed in the problem description
section of this article.

A. GENERAL FRAMEWORK
SubRE-NET is a query-based extrapolation model that is
used for link prediction. As illustrated in Figure 2, the model
completes subgraph extraction in the time window through
iterations, where each iteration includes three operations:
subgraph sampling, attention allocation, and subgraph crop-
ping. Specifically, following the time order, we sampled the
neighboring nodes and relationships connected to the query
target node from the period before the current timestamp.
Different attention is assigned to the sampled nodes and
relationships through the attention layer rather than to all
the data of the entire time window. We clipped the sampled
subgraph based on the attention score and repeated the
process for the next iteration.

We obtained subgraphs with more comprehensive infor-
mation by iterating three times within a given time window.
The model regards the subgraph sampled in the time window
as local features to capture the dynamic changes in nodes
and relationships over time. At the same time, considering
the static embedding vector as a global feature is convenient
for charging the overall trend of the knowledge graph.
Subsequently, the local and global information are aggregated
using aggregation functions. Next, we use the GRU to encode
the aggregated results, selectively updating and forgetting
feature representations of nodes and relations through its
gating unit. Completes the summary of the content of
the previous time step and provides input information for

the prediction results in the next time step. Finally, the
decoder is responsible for completing the link prediction
task.

B. SUBGRAPH EXTRACTION (Q1)
In the SubRE-NET model, the extraction of subgraphs
can be regarded as the process of sampling events in a
time window, in which the associated neighbor nodes and
relationship types are selected according to the target nodes
and time dependencies. We represent nodes as entity-time
pairs, assuming that the target node to be queried is v =

(ei, t), denotes the set of neighbor nodes before the current
timestamp as Nv, and denotes the set of relation types as
Rv. where rv ∈ Rv represents a specific relation type before
time step t . We propose three sampling strategies to obtain
information on a fixed number of edges.

1) RANDOM NEIGHBOR SAMPLING
In the TKG, the random sampling strategy has the characteris-
tics of fairness and balance. By performing random sampling,
we can explore entities and relations equally over different
periods to obtain unbiased information about entities and
relations. The neighbors are sampled for each edge using a
probability.

P(rv) =
1

|Rv|
(2)

here |Rv| represents the total number of neighbor edges of the
current node.
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2) TEMPORAL WEIGHTED NEAREST NEIGHBOR SAMPLING
We adopted a time-sampling strategy, assigned different
weights according to the time difference between neighbors,
and smoothed them through an exponential function. Even
neighbor nodes with small-time differences can obtain larger
probability weights, thereby increasing the possibility of
getting more information. This makes the steps closer to
the current time more likely to be sampled. The sampling
probability that we assign to each neighbor edge of the current
node is

P(rv) = ew(t
′
−t) (3)

where w represents the weight coefficient, and the neighbor
timestamp t ′ is less than the time step t of the target node.
When the number of relations is insufficient, we adopt the
strategy of all sampling and ensure that there is no repeated
sampling. In other words, all links related to the target node
are selected as the only sampling results at the current time
step.

3) FARTHEST NEIGHBOR SAMPLING
In TKG, the goal of the furthest neighbor sampling is to obtain
a fixed amount of relationship information farthest from the
target node, capturing relevant entities and relationships by
only considering the most distant neighbors at the current
time step. When the number of neighbor relations is less than
the target sampling number, the sampling strategy of all and
no repetitions is executed. The probability of each edge being
sampled is:

P(rv) = −
1

t − t ′ + ε
(4)

here, ε is a small constant that prevents zero division in the
denominator.

Compared to the above strategies, the second sampling
method comprehensively considers the time difference
between neighbor nodes, making the selection of neighbor
relationships more flexible under different time granularities.
In graph data, such a sampling method helps to extract time
step information closer to the current time and obtain more
meaningful features from neighbor information with a higher
information value. Therefore, this is beneficial to our model.
We conducted an ablation study in the experimental analysis
section to compare three distinct sampling methods.

C. TEMPORAL ATTENTION LAYERS (Q2)
When extracting a subgraph related to a target node in a
temporal knowledge graph, we face the challenge of distin-
guishing the significance of each node and its relationship to
the target query node. However, we aimed to find evidence
related to the target node. To avoid the problems of too
large a sampled subgraph, high complexity, and information
overload, the subgraph needs to be cropped. However, prun-
ing is difficult due to the inability to accurately distinguish
nodes and relations with equal importance. To address
this issue, this study introduces an attention mechanism

[18] in the subgraph, which takes the nodes and relations
sampled from the subgraph as input and uses the attention
mechanism to assign a query-based attention score to each
link. In this manner, the essential information in the subgraph
can be quickly screened out, resulting in the sampling of
more valuable subgraphs. To comprehensively consider the
temporal nature of a TKG, the relevance and similarity
between different entities and correspondences are preserved.
We used relation embeddings and node embeddings together
as features to compute the edge attention scores, as follows:

el+1
vu (c, rk ) = (hlv · wl+1

s ) ⊙ (hlec · wl+1
o ) ⊙ (rlk · wl+1

o )

⊙ (rlc · wl+1
o ) (5)

where el+1
vu (c, rk ) represents the attention score of edges

(v, rk , u) under the query c = (ec, rc, ?, tc), which is used
to measure the importance of edges (v, rk , u) in querying
c. In addition, hlv, h

l
ec , r

l
k , and rlc respectively represent the

hidden vectors of node v, query entity ec, predicate rk , and
query predicate rc in the hidden vector representation of the
l th inference step. Through the learnable weight matrices
ws and wo, the model can flexibly fuse the query and node
features to capture the correlation between them. For the
hidden representation of the first layer, we use a random
initialization method to assign initial values to nodes and
relationships and then gradually learn better representations
and relationships by optimizing these parameters, thereby
improving model performance. We normalized the attention
scores of the edges using the Softmax function.

αl+1
vu (c, rk ) =

exp(el+1
vu (c, rk ))∑

i∈N̂v

∑
rj∈Rvi exp(e

l+1
vi (c, rj))

(6)

here, N̂v represents the set of sampled neighbor nodes of node
v, and Rvi refers to the collection of relationship types of
all edges between node v and node i. as shown in Figure 3.
We used the normalized attention score to perform weighted
aggregation on the neighbor nodes of previous layer to obtain
the current node’s hidden representation.

h̃l+1
v (c) =

∑
u∈N̂v

∑
rk∈Rvu

αl+1
vu (c, rk )hlu(c) (7)

to fully consider the local characteristics of the node itself and
the global relationship of the entire graph structure, we use
the original vector representation of the node hlv(c) to fuse
with the aggregated neighbor vector representation h̃l+1

v (c)
and use the LeakyReLU activation function σ (·) Performed
nonlinear transformation to obtain the vector representation
h∗l+1
v (c) after feature fusion.

h∗l+1
v (c) = σ (γ1hlv(c) + γ2h̃l+1

v (c)) (8)

among them, The hyperparameters γ1 and γ2 adjust the
contributions of the original node representation and the
aggregated neighbor representation to update the current
node representation, respectively, with the constraint γ1 +

γ2 = 1. To maintain the semantic similarity of the vector
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FIGURE 3. Update and aggregation of edges and nodes in subgraph
sampling. The circles represent the level, and the arrows point to the
direction of aggregation.

representations of relations and nodes while simplifying the
model structure and decreasing the number of parameters,
we applied the learnable parameter matrix W l+1 obtained
during the node update process to update the neighbor
relationship. The final node update representation hl+1

v (c) is
as follows:

hl+1
v (c) = W l+1h∗l+1

v (c) + bl+1 (9)

bl+1 is the bias vector, and we obtained the updated relational
representation rl+1

k using the same linear transformation
method.

rl+1
k = W l+1rlk + bl+1 (10)

To realize the propagation of attention between edges and
nodes, we use random initialization to assign an attention
score to the target node and perform an inner product
operation on the attention score of the current node and the
attention score corresponding to the edge connected to it,
to get the attention score corresponding to each neighbor
node, to complete an attention propagation. After many
iterations, each node received a propagated attention score.
Ultimately, it completes attention allocation within the entire
subgraph.

D. SUBGRAPH CROPPING (Q3)
After multiple iterations of sampling and attention allocation,
we obtain a subgraph on a large scale. However, such
large-scale subgraphs may lead to an increased consumption
of model computing resources, extended training time, and
likely exceed existing hardware limitations. To better adapt
to the task requirements with limited computing resources,
we use pruning technology to further optimize this subgraph.
The pruning process removed redundant information and
retained only the most critical information.

We iteratively clip the subgraph, select a fixed number
of k edges with the most significant weight in the edge
set Rvu obtained by sampling each time, and set the node
characteristics corresponding to the unselected edges to 0 so
that only the necessary node and edge information are
preserved. As follows:

R̂vu = topka(Rvu,k ) (11)

where R̂vu represents a set of sampled edges. Then, in this
manner, the operation is repeated for the nodes and edges after

the next iteration has been sampled and attention allocated.
We can end up with a more compact and efficient subgraph
with iterative clipping. This helps the model better capture
essential features and interrelationships in the graph structure.

E. NEIGHBOR AGGREGATOR (Q4)
In this section, we introduce two types of aggregation: mean
pooling and time aggregation.

1) AVERAGE POOLING AGGREGATOR
The main idea is to average the characteristics of all neighbor
nodes of entity v and use the obtained value to update the
attributes of the current entity.

Agg(v) =
1

|N̂v|

∑
u∈N̂v

hlu (12)

Although average pooling aggregation is a simple and
efficient way to aggregate neighbor nodes, it may ignore the
complex interactions between nodes and the discrepancies
between relationships when dealing with dynamic graphs.

2) TIME RGCN AGGREGATOR
Because the neighbor nodes of entities under each time
step t may differ in TKG, timing information needs to
be considered. To achieve this goal, temporal dynamic
properties are incorporated into the RGCN [31], which is
used to complete the dynamic aggregation of graph structural
features in TKG. Specifically, we introduce the time step
interval information Vs,o. For each time step t , we consider
only the impact of events within the time interval on the entity
to ensure that the events that occur between entities can follow
the time sequence aggregate sequentially. Here is the formula:

h(l+1,t)
s = σ

∑
r∈R

∑
o∈Nt (s,r)

1
Vs,o

·W l
rh

(l,t)
o +W l

oh
(l,t)
s

 (13)

the process of time aggregation can be understood
as a two-layer convolutional operation. The inner layer
aggregates the node feature, and the outer layer is used for
relationship information mapping to complete the dynamic
neighbor aggregation in the TKG. Where h(l+1,t)

s represents
the dynamic representation of the entity s after the time
aggregation of the l th layer at the t th time step. Nt (s,r)

represents the set of neighbor nodes o connected by entity
s through relation r at time t . Vs,o represents the time interval
between entity o and neighbor node s. W l

r is the weight
matrix of layer l used to learn the influence of different
relations r during neighbor aggregation. Wo

l represents the
self-loop weight matrix of the l th layer, which is used to
preserve the feature information of the entity itself. This
aggregation method enables the model to better capture
the historical evolution of nodes and the dynamic changes
of relationships and obtain a more accurate time dynamic
representation.To compare the impact of the aggregation
method on the modeling, we did an ablation study in the
experimental analysis section.
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F. MODEL TRAINING
Our model integrates static and dynamic information from
a temporal knowledge graph to enable effective inference of
future events. SubRE-NET uses the GRU [6] model to encode
the time series HT obtained in the aggregation stage, aiming
to obtain the hidden representation hT of the last time step.

hT = GRU (HT ,hT−1,W ) (14)

here, hT−1 represents the hidden vector that corresponds to
the previous time step. During the TKG inference process,
in tackling the prediction of the subject, relation, and
object, we treat each fact (s, r, o, t) as a multi-classification
challenge. Each category represents existing relationships
or nodes. Then, the model is normalized by utilizing the
softmax function output and transformed it into a probability
distribution, as shown below:

pi = softmax(hT ) (15)

pi represents the probabilities of subjects, relationships,
and objects. To measure the discrepancy between the
forecast probability of the model and the actual distribution,
we employed the cross-entropy loss function for parameter
learning. This study adopted the same calculation method for
the loss function as the RE-NET model [13]. The specific
formula is as follows:

L = −

∑
(s,r,o,t)∈G

α log p(s)t + β log p(r|s)t + log p(o|s, r)t

(16)

among them,G represents the set of all facts, and α and β are
super parameters, which are used to adjust the proportion of
each loss term in the whole loss function. p(o|s, r)t represents
the prediction probability distribution for each category of
object o of the model when subject s, relation r , and time
t are given. By minimizing this loss function, we trained the
model to better predict the subjects, relationships, and objects
of the unknown events.

VI. EXPERIMENT
This section introduces the data sets, evaluation indicators,
baseline models, and related parameter configurations used
in the experiment.

A. DATASET
To confirm the efficacy of our model, we assessed its perfor-
mance on five publicly available datasets: WIKI [9], YAGO
[32], ICEWS14 [14], ICEWS18 [33], and ICEWS05-15
[34]. Both WIKI and YAGO are knowledge graphs that
contain time fact information, and the time granularity is
one year. The WIKI dataset is based on Wikipedia, while
the YAGO dataset is a cross-language knowledge graph.
Both knowledge bases contain rich entities and relationship
information. CEWS14, ICEWS18, and ICEWS05-15 are
event-based datasets, all subsets of the ICEWS [35]. These
datasets are organized on a daily basis. ICEWS14 and

TABLE 1. Statistics of the datasets.

ICEWS18 correspond to events occurring in 2014 and
2018, respectively, while ICEWS05-15 covers global events
from 2005 to 2015. These data sets offer comprehensive
insights into international affairs and serve as valuable
tools for researching early warnings and conflict analyses.
We maintained the same method of data set partition as
RE-NET. That is, we divided the data set into training,
verification, and test sets according to chronological order.
This ensured that the model did not come into contact with
future information during the verification and testing phases,
thusmore accurately evaluating the performance of themodel
on unseen data. Table 1 shows more details about the dataset.

B. EVALUATION INDEX
To quantify the performance of our proposedmodel, we chose
two commonly used performance evaluation indicators:
MRR and Hits@k. MRR is a comprehensive assessment
criterion that considers the average reciprocal ranking of the
model in the ranking task and the ranking of all correct
answers.

MRR =
1

|Q|

|Q|∑
j=1

1
rankj

(17)

whereQ is the total number of query samples and rankj is the
ranking of correct answers in the jth query sample. The values
of MRR range from 0 to 1 and the higher the value, the better
the model performs in sorting tasks. Hits@k more directly
reflect whether the model contains the correct answer in the
first k outputs. The values of k were generally 1, 3, and 10.

Hits@K =
1

|Q|

|Q|∑
j=1

pk (j) (18)

where pk (j) represents the probability of the jth prediction hit,
if the hit is 1, otherwise, it is 0. For the Hits@k indicator,
the value range was also between 0 and 1, and the higher
the value, the higher the accuracy of the model in the first
k outputs. A comprehensive analysis of these indicators can
provide essential information for a better understanding of
the reasoning ability of the model. Furthermore, the filtering
setting ignores time information and may mistakenly delete
some valid facts [36]. To solve this problem, we used the
time filtering setting [37], which only filters the actual triples
that exist at the time of the query to improve the model’s
performance in practical applications.
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TABLE 2. Here are the performance percentages for ICEWS14, ICEWS05-15, and ICESW18. The best results are highlighted in bold.

TABLE 3. The performances percentage on YAGO and WIKI. The best results are highlighted in bold.

C. BASELINE MODELS AND PARAMETER SETTINGS
Many previous works have shown that temporal knowledge
graph models exceed static models regarding temporal
reasoning ability. Consequently, we moved away from the
static model and instead utilized the following seven models
proposed in recent years as benchmarks.

TTransE [9]: This model incorporates temporal informa-
tion into its framework and uses distancemeasures to describe
the degree of association between entities and relationships.

TA-DistMult [38]: This model can effectively learn
time-aware representations of relations using recurrent neural
networks, but there are challenges when dealing with
compound regards in TKG.

DE-SimplE [28]: regards entity embedding as a function
that can provide different representations for entities and
relations in other time slices.

CyGNet [39]: Integrates generation and replication mech-
anisms, can use the global graph structure to predict triples,
and simultaneously makes future predictions based on
historically repeated facts.

TNTComplEx [40]: Model for learning node embeddings
that scale with the number of timestamps by decomposing
tensors into temporal and static parts.

TANGO [36]: Using the transition layer of the graph to
simulate the change in the state of the nodes and edges over
time can effectively capture time dependence.

RE-NET: Predicting future occurrences by modeling
events as probabilities.

Considering the limited experimental resources and similar
performance of existing baseline models in the TKG
inference task, we focused solely on testing the SubRE-NET
model’s performance and did not conduct repeated experi-
ments on other baseline models. The SubRE-NETmodel was
trained by the cross-entropy loss function in Python3.10 envi-
ronment using Torch2.0.1+CUDA11.7 and Numpy1.24 and
optimized by Adam optimizer, in which the learning rate was
set to 0.001.

While training the SubRE-NET model, we adjusted the
values of α and β according to the characteristics of the
loss function to meet the requirements of the research task.
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FIGURE 4. Compare the impact of three different sampling methods on
model performance on the YOGA dataset (in percentage). Where ‘‘N’’
stands for the abbreviation of Neighbor.

Expressly, we set α to 1 to highlight the model’s focus
on entity prediction and β to 0.1 to reduce the impact of
relationships on the overall loss. We taught all the data
sets for 20 iterations using a batch size of 128 and a time
window size 10. This means that the model uses the past
ten event sequences as inputs to predict future events. In the
process of extracting the subgraph, we set the sampling step
to 3. The corresponding nodes and relationships of each
sampling are consistent in the time embedding dimensions,
which are 128, 64, and 32, respectively, and during each
iteration of selection, every node selects 12 edges. The
sampling strategy uses time series weighted nearest neighbor
sampling. The embedded dimensions of the global static
nodes and relationships were 200. We used a two-layer
RGCN aggregator for local and global aggregations. The
GRU model was used as the cyclic event encoder in the
coding phase. The number of GRU layers was one, and
the hidden layer dimensions were 200. With the help of
computing equipment equipped with a GeForce RTX3090
graphics card, we completed all the experiments.

VII. EXPERIMENTAL ANALYSIS
A. RESULT ANALYSIS
The effectiveness of the SubRE-NET model was verified by
conducting an in-depth experimental analysis on multiple
datasets. The experimental results show that, overall, the
SubRE-NET model exhibits superior performance in pre-
diction tasks, outperforming the baseline models. Compared
to TTransE and TA-DistMult, DE-SimplE performs better
time-dependent modeling owing to the introduced diachronic
embedding. DE-SimplE and TNTComplEx are mainly suit-
able for filling in missing data in past time intervals, and there
are some challenges in predicting future events, making them
slightly inferior to the RE-NET model in terms of perfor-
mance. The RE-NET model considers temporal relationships
and fuses dynamic and static features for predictions. But
it ignores how to extract dynamic information within the
time window more efficiently. Our proposed SubRE-NET
model outperformed RE-NET, TANGO-Tucker, CyGNet,
and TANGO-DistMult in performance. One of the crucial
reasons is the data sparsity in the data set, which shows

FIGURE 5. Compare the modeling differences of different aggregation
methods on the ICEWS05-15 dataset (in percentage).

the advantage of our model by introducing the attention
mechanism in the time window.

Based on the presentation in Table 2, on the event-based
dataset ICEWS14/05-15/18, especially in the ICEWS05-15
dataset, the SubRE-NET model significantly improved over
the RE-NET model, and the MRR increased by 3.5%.
Meanwhile, Hits@1 achieved a relative improvement of as
high as 6.57%. In contrast, the progress in Hits@1 is more
remarkable than that in Hits@10. Because in Hits@10, the
model needs to make predictions on a broader range of
possibilities, which is relatively more challenging, and it
is more difficult to capture high confidence links. Table 3
summarizes the experimental results of the model on the
public knowledge graph datasets WIKI and YAGO. Among
them, compared to the RE-NETmodel, theMRR and Hits@1
indicators of the SubRE-NET model were improved by
25.57% and 24.79% on average, respectively. We observed
a more significant performance gain for TKG reasoning
on public knowledge graph datasets than on event-based
datasets. This can be attributed to the more extensive and
standardized nature of public knowledge graph datasets,
which provide more abundant data resources for model
training. In addition, these datasets also contain factual
information that remains valid for a specific period, thereby
further enhancing the predictive power of the model.

B. ABLATION EXPERIMENT
1) COMPARISON OF SAMPLING METHODS
We performed experiments on the YOGA dataset to analyze
the effects of varying sampling methods on modeling.
Figure 4 shows that the TemporalWeighted Nearest Neighbor
Sampling performs the best, and the Farthest Neighbor
Sampling performs the worst. This indicates that nodes closer
in time can provide more valuable information for subgraphs,
thereby affecting the modeling results.

2) COMPARISON OF AGGREGATION METHODS
We evaluated the influence of various aggregation techniques
on the predictive performance of the model using the
ICEWS05-15 dataset. Figure 5 summarizes the differences
between the various aggregators in the other evaluation
metrics. Since the extended RGCN fully considers the time
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FIGURE 6. Exploring the varied impact of time factors on different
metrics in ICEWS18 dataset (in percentage).

and the interaction between different complex relations,
it outperforms the mean aggregation method. In addition,
combined with Figure 4, we observed that using the extended
RGCN aggregation method to aggregate neighboring nodes
closer to the query entity duringmodel training usually results
in better prediction performance.

3) ANALYZING THE INFLUENCE OF TIME FACTORS ON
MODEL BUILDING
In the SubRE-NETmodel, we compared the modeling results
of retaining the time factor and removing the time factor
in the ICEWS18 dataset to assess the influence of the time
factor on themodel’s performance on the TKG link prediction
task. Figure 6 shows that model performance dropped after
the time factor was removed. This is because the model
cannot extract local information within temporal windows in
temporal order, and encoders lacking temporal information
have limited capabilities. In addition, it can be observed that
the values of the performance metrics of the two methods
gradually approach each other over time. This trend was also
reflected in the overall performance of the two methods.

VIII. CONCLUSION AND FUTURE WORK
This paper proposes a new TKG extrapolation model,
SubRE-NET, which introduces a subgraph plus attention
mechanism and an extended RGCN aggregator to enhance
the link prediction accuracy in TKG. The subgraph plus
attention mechanism helps the model concentrate on the
sampling graph in the time window more accurately, which
reduces the interference of redundant information and noise.
The application of cutting technology enhances the ability
of the model to deal with large graph structures. At the
same time, the time-extended RGCN aggregator effectively
captures the influence of time information on the evolution
of relationships and improves the model’s perception of
time information. This study comprehensively evaluated the
proposed model on five public datasets and verified its
effectiveness through a large number of ablation experiments.
The experimental results show that our model has made
remarkable progress in relationship prediction and is better
than the eight benchmark methods in performance.

In future work, we will further explore more improvement
directions, expand the scope of application of the improved
model, and apply it to more complex knowledge graph
scenarios.
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