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ABSTRACT With the rapid development of natural language processing technology, text segmentation has
become an important task in text processing. However, existing text segmentation methods often perform
poorly when faced with long texts and complex structures, requiring a more efficient and accurate approach.
In this paper, we propose a new text segmentation method based on the Hierarchical Document Attention
(HDA), which automatically identifies and segments different paragraphs in the text by analyzing and
weighting the hierarchical structure of the text sequence data. Compared with existing methods, the model
has higher accuracy and efficiency, and better supports tasks such as text analysis and information extraction.
The main contribution of this paper is the proposal of a text segmentation method based on the HDA, which
effectively models text sequences through multi-level attention mechanisms. Experimental verification on
public datasets shows that this model exhibits good performance in text segmentation tasks.

INDEX TERMS Natural language processing, text segmentation, hierarchical document attention, attention
mechanism.

I. INTRODUCTION
As natural language processing technology advances rapidly,
text segmentation [1], [2], [3] has emerged as a crucial task in
text processing. However, existing text segmentationmethods
face challenges such as long texts, complex structures, and
limited efficiency and accuracy. To address these limitations,
we propose a novel text segmentation method based on the
Hierarchical Document Attention (HDA) approach.

Compared to traditional text segmentation methods that
rely on rules, statistics, and machine learning techniques
[1], [2], [3], [4], [5], our HDA-based method offers several
advantages. Firstly, rule-based methods often struggle with
complex text structures [1], [2], requiring predefined rules.
In contrast, HDA automatically identifies and segments
paragraphs by analyzing the hierarchical structure of the text
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sequence data, eliminating the need for predefined rules and
effectively handling complexity.

Secondly, statistical methods may accumulate errors when
processing long texts [3], [4], resulting in decreased seg-
mentation accuracy. In contrast, HDA’s multi-level attention
mechanisms consider the hierarchical nature of the text,
enabling more accurate modeling of the text sequence and
improving segmentation performance.

Thirdly, machine learning methods typically demand
a large amount of training data and extensive feature
engineering [2], [5], limiting their flexibility. In contrast,
HDA’s multi-level attention mechanisms allow it to adapt to
various text structures without extensive feature engineering,
providing a more flexible and efficient approach to text
segmentation.

Experimental results confirm the superiority of our
HDA-based method over existing approaches. It achieves
higher levels of accuracy and efficiency in text segmentation
tasks, while also better supporting tasks such as text analysis
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and information extraction. By effectively modeling text
sequences through multi-level attention mechanisms, our
method demonstrates its potential and importance in the field
of natural language processing.

Additionally, the HDA approach proposed in this paper
distinguishes itself from the Hierarchical Attention Net-
work (HAN) by incorporating non-parametric unsupervised
Bayesian methods. This utilization of Bayesian techniques
enhances the flexibility and accuracy of HDA in text segmen-
tation tasks. By leveraging these non-parametric methods,
HDA can adapt to various text structures without relying on
predefined rules or extensive feature engineering, allowing
for a more robust and accurate segmentation process.
The incorporation of non-parametric unsupervised learning
enables HDA to effectively capture the underlying patterns
and hierarchical dependencies within the text, resulting in
improved segmentation accuracy and overall performance.

The paper is organized as follows: Section II introduces
preliminaries. Section III describes the HDA. In Section IV,
we describe the inference process. The experiment and
analysis are described in Section V. We summarize this
research in Section VI and point out our future work.

II. RELATED WORK
Currently, research on text segmentation primarily focuses
on three categories: rule-based methodologies, statistical
approaches, and machine learning techniques.

Rule-based methods: Utilizing predefined language rules
and patterns to determine the segmentation points of the text.
For instance, ‘‘Text segmentation of health examination item
based on character statistics and information measurement’’
[1] proposes a character-based approach for segmenting
lengthy health examination texts, achieving a precision of
78.6%. This study validates the valuable clues for text
comprehension in historical data without requiring domain
knowledge. ‘‘Touching text line segmentation combined
local baseline and connected component for Uchen Tibetan
historical documents’’ [2] introduces a method for seg-
menting text lines in Tibetan historical documents that are
distorted, broken, or connected. By detecting pseudo text
lines, handling connected regions, and segmenting connected
components, this approach achieves accurate segmentation
with high robustness and precision. These methods signif-
icantly contribute to the development of text segmentation
research.

Statistical methods: Segmenting text through analyzing
statistical features and probability models. For example,
‘‘HMM-BiMM: Hidden Markov Model-based word seg-
mentation via improved Bi-directional Maximal Matching
algorithm’’ [6] introduces a novel word segmentation
algorithm that combines a hidden Markov model with
an enhanced bi-directional maximal matching algorithm
(HMM-BiMM). This algorithm achieves the highest effi-
ciency and accuracy in symptom text segmentation, with a 3%
precision improvement and approximately 70% reduction in
runtime compared to the BiMM algorithm. ‘‘DEFT: A corpus

for definition extraction in free- and semi-structured text’’
[7] presents a robust English corpus and annotation pattern
for exploring non-intuitive term-definition structures in free
and semi-structured text. It overcomes the challenges posed
by complex and unstructured natural language data with
practical solutions and real-world data. These studies offer
new perspectives and methodologies for text segmentation
development.

Machine learning methods: Leveraging machine learning
algorithms and training data to learn text segmentation
patterns and rules, enabling automated segmentation. For
instance, ‘‘Mask TextSpotter v3: Segmentation Proposal
Network for Robust Scene Text Spotting’’ [8] proposes
an end-to-end trainable method for scene text localiza-
tion, replacing region proposal networks with segmentation
proposal networks (SPN). It achieves outstanding results
on text instances with extreme aspect ratios or irregular
shapes. ‘‘Scene Text Segmentation via Multi-Task Cascade
Transformer With Paired Data Synthesis’’ [9] introduces a
method that explicitly learns text attributes by generating
paired data and utilizing a multi-task cascade Transformer
network. It outperforms existing methods in scene text
segmentation tasks. ‘‘An Empirical Study of TextRank for
Keyword Extraction’’ [10] conducts an empirical study
optimizing TextRank parameters and identifies the optimal
settings for keyword extraction, demonstrating the best
TextRank performance regardless of text length. These novel
algorithms have made significant contributions to the field of
text processing, offering new avenues for text segmentation
research.

III. PRELIMINARIES
A. ATTENTION MECHANISM
Attention mechanism [11], [12], [13], [14], [15], [16], [17]
is a widely used technique in the fields of machine learning
and natural language processing. It enables models to focus
more accurately on relevant parts of input sequences while
processing them. In natural language processing, attention
mechanism compares each element of the input sequence
with the current state and calculates a weight that represents
the importance of that element to the current state. These
weights can be used to weight the elements in the input
sequence, resulting in a weighted vector that serves as the
model’s output. The basic formula for attention mechanism
is as follows:
address memory (score function):

eij = F(
−

hi, hj) (1)

normalize (alignment function):

yij = softmax(eij) =
exp(eij)

6K
k=1exp(eik )

(2)
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read content (generate context vector function):

ci =

J∑
j=1

γijj[j] (3)

hj denotes the hidden state of the decoder,
−

hj denotes the
hidden state of the encoder, F denotes the scoring function,
eij denotes the attention score, γij denotes the attention weight
obtained by normalizing the evaluation results using the
softmax function, and ci represents the output generated
based on the attention weight. By calculating eij using the
scoring function F , the model can assess the importance
of each part of the input sequence, and then normalize the
evaluation results using the softmax function to obtain the
corresponding attention weight γij, which is used to generate
the output ci.
The attention mechanisms can effectively process long

sequences and reduce attention to irrelevant information,
thereby significantly improving the efficiency and accuracy
of task processing. Additionally, attention mechanisms can
enhance the robustness and generalizability of a model,
making it more suitable for diverse application scenarios.

B. HIERARCHICAL DIRICHLET PROCESS
The Dirichlet Process (DP) [18], [19], [20] is a sophisticated
stochastic distribution in probability theory that serves as
an infinite mixture model capable of generating infinite
categories. However, when dealing with large datasets, it may
result in an excessive number of categories that are difficult
to interpret. To address this issue, the Hierarchical Dirichlet
Process (HDP) [19], [21], [22], [23], [24] extends the DP
by introducing an additional layer of random processes to
limit the number of generated categories. It first selects
a global DP as the high-level process, and then chooses
several sub-DPs as the low-level processes to ensure that
each dataset has enough categories to accurately describe its
features while also ensuring that the number of categories
is reasonable. The HDP can more accurately interpret data,
effectively reduce the number of categories, make the model
more compact, better describe data features, and discover
correlations between data to better utilize them for inference
and prediction.

In the HDP, a base distribution Gh is constructed with
a concentration parameter αh to create G0 ∼ DP(αh,Gh).
Then, Gj ∼ DP(α0,G0) is built for each group of data using
G0 as the prior distribution. This way, each group of data has
an independent DP, and the topics of each document conform
to the Gh distribution. Finally, the Dirichlet Process mixture
model is constructed using Gj as the prior distribution,
as shown in the following formula:

Wji ∼ F(θji)

θji|Gj ∼ Gj
Gj|G0 ∼ DP(α0,G0) for j = 1, 2, 3, . . . , J

G0 ∼ DP(αh,Gh) (4)

To represent its probability distribution using stick-breaking,
it is sampled in a uniform manner. The formula is as follows:

πk = βk

k−1∏
i=1

(1 − βi)σϑk

G =

∑
j=1

πk

βk ∼ Beta(1, α)

ϑk ∼ G0 (5)

Adopting HDP can better comprehend the hierarchical
structure of data, further improving the accuracy and
efficiency of data modeling and analysis. Moreover, HDP
has broad prospects for application, bringing important
development opportunities to multiple fields and promoting
the continuous advancement of data science and artificial
intelligence technology.

IV. PROPOSED MODEL
In the realm of text segmentation tasks, Hidden Markov
Model (HMM) [25], [26], [27], [28], [29] is widely adopted
as a generative model for modeling sequence data. HMM
models the discrete state sequence as a double stochastic
process of Markov chains, where each hidden HMM
state represents a theme. For each state, there exists an
emission probability distribution function (PDF) denoted as
B, which can be inferred from the n-gram topic-related word
distribution. A transition matrix A of size N ×N is utilized to
model the transition probability between states.

The HDA, a text segmentation model based on the
attention mechanism, is a probabilistic graphical model that
incorporates both HMM and attention mechanism to better
handle text segmentation tasks. In the HDA, each word is
assigned a probability indicating its likelihood of belonging
to each theme. The model dynamically adjusts the weight
of each word through learning attention weights, thus better
capturing the semantic information within the text. The
graphical model of the proposed model is shown in Fig.1.

The HDA employs hierarchical analysis and attention
weighting to automatically recognize and segment text
sequence data. Specifically, the model divides the text
sequence into multiple levels and assigns weights to each
level using a multi-level attention mechanism, resulting in
an effective representation of the text sequence. In the HDA,
words are conditionally independent observations given the
state, denoted as wt |zt ,mt , mt ∼ b(λzt ,mt ), where λzt
and mt represent the distribution parameters of state zt
and mixture component mt . The transition probability from
state zt−1 to zt only depends on the previous state and is
represented as zt |zt−1 ∼ πzt ,zt−1 .

In the HDA, an attention mechanism can be utilized to
compute the similarity between words and states, resulting
in a better text sequence representation. For each word t and
each HMM state s, the attention score et,s can be calculated
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FIGURE 1. The probabilistic graphical model of the HDA: Capturing hierarchical document attention for text segmentation.

using the following formula:

et,s = α(s) · β(s,wt ) (6)

α(s) denotes the prior probability of state s, which can be
modeled using a Dirichlet process, and β(s,wt ) denotes
the similarity between word t and state s, which can be
computed using a neural network [30], [31], [32]. Specif-
ically, a Bidirectional Long Short-Term Memory network
(BiLSTM) [33], [34] can be employed to compute the context
vector, followed by a feedforward neural network [35] to
calculate the similarity:

β(s,wt ) = softmax(MLP([BiLSTM(wt−k , . . . ,wt+k ); θs]))

(7)

θs denotes the attention parameter of state s, and MLP refers
to a multi-layer perceptron used to compute the similarity.
Finally, the attention weight αt,s between word t and state s
is computed based on the attention score et,s:

αt,s =
exp(et,s)∑
s′ exp(et,s′ )

(8)

In this way, the attention weight αt,s can be utilized to update
the state transition probability in the HMM-HDP model,
resulting in a better representation of the text sequence.

V. INFERENCE
With a given word sequence W = [w1,w2, . . . ,wT ] and
a trained HMM, we can employ a topic label sequence
Z = [z1, z2, . . . , zT ] by solving the following optimization
problem:

ẑ = max
z

T∑
t=1

log p(wt |zt ) + log p(zt |zt−1) (9)

The probability of wordwt given topic zt , denoted as p(wt |zt ),
can be computed using a topic-dependent language model.
Similarly, the transition probability from state zt−1 to zt ,
denoted as log p(zt |zt−1), can be calculated based on the state
transition probability in the HMM model.
By the application of the Bayesian rule, the aforementioned

optimization problem is equivalent to the following formula:

ẑ = max
z

T∑
t=1

log p(wt |zt ) + log p(zt |zt−1) + log p(z1) (10)

log p(z1) denotes the prior probability of the state sequence,
which can be modeled using DP. To perform inference on
the formula using variational inference, it is necessary to first
decompose the joint probability distribution:

log p(W ,Z )

=

T∑
t=1

log p(wt |zt ) +

T∑
t=2

log p(zt |zt−1) + log p(z1)

=

T∑
t=1

log p(wt |zt ) +

T∑
t=2

log p(zt |zt−1) + log p(z1|z0)

=

T∑
t=1

log p(wt |zt ) +

T∑
t=1

log p(zt |zt−1) −

T∑
t=2

log p(zt−1|zt )

+ log p(z1|z0) − log p(z1) + log p(zT |zT−1)

− log p(zT |zT−2) (11)

z0 denotes the initial state. Variational inference can be used
to estimate the posterior distribution q(Z ), which maximizes
the lower bound L(q).

L(q) = Eq(Z )[log p(W ,Z )] = Eq(Z )[log q(Z )] (12)

Eq(Z )[log p(W ,Z )] represents the expectation of the joint
distribution p(W ,Z ) with respect to the posterior distribution
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FIGURE 2. The result of HDA with synthetic data.

q(Z ), which can be computed using sampling or approxima-
tion methods. On the other hand, Eq(Z )[log q(Z )] denotes
the entropy of the posterior distribution q(Z ) with respect to
itself, which can be directly computed.We can further expand
L(q) as follows:

L(q) =

T∑
t=1

Eq(Zt )[log p(wt |Zt )]

+

∑
t

Eq(Zt ,Zt−1)[log p(Zt |Zt−1)]

−

T∑
t=2

Eq(Zt ,Zt − 1)[log p(Zt−1)]

+ log p(z1|z0) − log p(z1) + log p(zT |zT−1)

− log p(zT |zT−2) − E[log q(Z )] (13)

We can represent each expectation term in the above equation
as a variational factor and a corresponding conditional
distribution:

Eq(Zt )[log p(wt |Zt )]
= Eq(Zt ,Zt−1)[log p(Zt |Zt−1)]

=

K∑
k=1

K∑
j=1

q(zt−1 = j, zt = k) log p(zk |zt−1 = j)

+

K∑
k=1

K∑
j=1

q(zt = k, zt−1 = j) log p(zt−1 = j|zt = k)

(14)

K denotes the number of topics. The following formula is
used to update L(q):

q(zt=k ) ∝ exp(
∑
j̸=t

K∑
l=1

Eq(zj)[log p(zj = l|zj−1)]

+ Eq(zt+1)[log p(zt+1|zt = k)]+log p(wt |zt = k))

(15)

Eq(zj)[log p(zj = l|zj−1)] denotes the marginal probability
of topic l, computed under the conditional distribution q(zj)
that fixes the other variational factors at the current iteration.
This allows us to obtain the update formula for the variational
factor q(zt ). Similarly, we can use the following formula to
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FIGURE 3. Precision, Recall and F1-measure with different value of α0.

FIGURE 4. Precision, Recall and F1-measure with different value of K .

update q(zt−1, zt ):

q(zt−1 = j, zt = k)

∝ exp(
∑
l ̸=t−1

K∑
i=1

Eq(zi)[log p(zi|zi− 1)]

+ log p(zt = k|zt−1 = j) + log p(wt |zt = k)) (16)

Eq(zi)[log p(zi|zi−1)] denotes the marginal probability of
topic i, computed under the conditional distribution q(zi) that
fixes the other variational factors at the current iteration. This

allows us to obtain the update formula for the variational
factor q(zt−1, zt ).

After updating the conditional distributions of all varia-
tional factors, we can compute the lower bound L(q) and
check for convergence. Upon convergence, we can label the
topic categories.

VI. EXPERIMENTS
To establish the effectiveness of HDA, this section conducts
a thorough investigation of its functional characteristics and
verifies them through the following experimental design.
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FIGURE 5. Precision, Recall and F1-measure with different number of topics.

A. EXPERIMENTAL DATASET
In the experiment, a synthetic dataset of 562 samples
with 3 dimensions is utilized to explore the performance
of HDA. Each sample is assumed to follow a Gaussian
distribution. We use HDA to infer the probability distribution
of the data and compare it with the actual distribution. The
hyperparameters α = 1, K = 1, and γ = 1 are set for
the experiment. Fig.2 shows the results of 4363 sampling
iterations of HDA. Fig.2(a) visualizes the value of the
synthetic data in three dimensions. The x-axis represents
time, while the y-axis represents the value of the data in the
three dimensions, where each value is denoted by red, blue,
and green. The corresponding probability distribution of the
data values in the three dimensions is depicted on the right-
hand side. Fig.2(b) shows the inferred distribution by HDA
and compares it with the actual distribution of the synthetic
data. It can be observed from (a) and (b) that the shapes of
the corresponding curves are very similar, indicating that the
inferred probability distribution by HDA is consistent with
the actual probability distribution of the training data. This
preliminary result demonstrates the effectiveness of HDA.

B. BASELINE MODEL
In the experimental section, we compare our proposed
HDA approach with two baseline methods: Broadcast news
story segmentation using sticky hierarchical Dirichlet process

(SHDP-HMM) [36] and Semantic Segmentation of Text
using Deep Learning (SSOT-DL) [37].
SHDP-HMM is chosen as a baseline due to its effectiveness

in segmenting broadcast news stories. It utilizes a sticky
hierarchical Dirichlet process (SHDP) to model the topic
structure of the news stories and employs a hidden Markov
model (HMM) to capture the sequential dependencies within
the text. By leveraging the SHDP-HMM model, it aims to
identify coherent segments within the news stories.

On the other hand, SSOT-DL is selected as a baseline
method for its capability to perform semantic segmentation
of text using deep learning techniques. It employs deep neural
networks to learn the representations and semantic structures
of the text, enabling it to identify and segment text based on
semantic boundaries and context.

By comparing HDA with these two baseline methods,
we aim to evaluate the performance and effectiveness of
our proposed approach in text segmentation tasks. The
experimental results will provide insights into the strengths
and limitations of each method, highlighting the advantages
of HDA in terms of accuracy, efficiency, and adaptability in
handling complex text structures.

Next, we will present the details of the experimental setup,
including the datasets used, evaluation metrics, and imple-
mentation specifics, followed by a comprehensive analysis
and discussion of the results obtained from comparing HDA
with SHDP-HMM and SSOT-DL.
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FIGURE 6. Comparison of Precision, Recall, and F1-measure between HDA and baseline.

C. EVALUATION MEASUREMENTS
To evaluate the performance of the model, this section
employs widely adopted evaluation metrics, including
Precision, Recall, F1-measure. Precision is calculated by

P =
TP

TP+ FP
(17)

Recall is calculated by

R =
TP

TP+ FN
(18)

F1-measure is calculated by

F1 =
2 × P× R
P+ R

(19)

TP denotes to the number of positive samples correctly
predicted as positive by the model, while TN denotes to the
number of negative samples correctly predicted as negative.
FP denotes the number of negative samples incorrectly
predicted as positive by the model, and FN denotes the
number of positive samples incorrectly predicted as negative.

D. EXPERIMENTAL SETUPS
This experiment is conducted on the Topic Detection
and Tracking (TDT2) corpus [38], which comprises 2,280
English broadcast news programs, containing a total of
11,406 stories. Each story has an average of 20 topics
and 200 words. We divided the corpus into a training set

of 2,040 programs and a test set of 240 programs. After
applying the Porter Stemmer and removing meaningless
stop words, we obtained a vocabulary of 49,527 words.
HDA is an unsupervised method for story segmentation
that assumes the number of labels and topics in the text is
unknown. Therefore, we utilized sen2vec [39] to generalize
sentence-level text representations without prior information.
We used a blocking sampler to infer the parameters of HDA
and extracted a 30-dimensional sentence vector to improve
the sampling speed. Subsequently, we evaluated the model’s
performance using various metrics and compared the results
of our model with those of the baseline in this chapter.

E. EXPERIMENTAL RESULTS
The parameters α0 and K represent the dispersion of the base
distribution and the self-transition probability of the states,
respectively. The value of α0 determines the probability of
generating new clusters, which means that a larger α0 tends
to produce more topics. The parameter K helps to model
the duration of the topics more accurately. To investigate the
effect of α0 andK on segmentation performance, we adjusted
them as tuning parameters. We set γ = 1 and the degree of
freedom parameter v = 56. Fig.3 shows the segmentation
results and topic numbers for different values of α0, with
K set to 1. The x-axis represents the value of α0, while the
y-axes on the left and right sides of the figure represent the
number of topics and the precision, recall, and F1-measure,
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respectively. When α0 is set from 0.001 to 100, the precision,
recall, and F1-measure fluctuate, while the number of topics
fluctuates within a small range of 147-164. When α0 = 1 and
the number of topics is 164, we obtain the best segmentation
result with a precision of 0.78, recall of 0.82, and F1 score
of 0.79. Fig.4 illustrates the impact of different values of K
on the segmentation results, precision, recall, and number
of topics. From these two figures, we can observe that the
number of topics varies slightly around the actual number of
topics of 160 under different values of α0 and K , indicating
that the influence of α0 and K on the segmentation results is
minimal. When α0 = 1 and K = 1, we obtain the highest F1
score of 0.79, with a precision of 0.78 and a recall of 0.82.

Comparing HDA with the baseline models as shown
in Fig.6, the results demonstrate that HDA surpasses the
baselines in precision, recall, and F1-measure metrics.
These findings highlight HDA’s superior accuracy, stability,
efficiency, and reliability in text segmentation tasks. The
results underscore the effectiveness of HDA in handling
complex text.

VII. CONCLUSION AND FUTURE WORK
This paper proposes the HDA method to investigate text
segmentation, which achieves automatic recognition and seg-
mentation of different paragraphs in text sequences through
hierarchical analysis and attention weighting. Compared
to existing methods, this model exhibits higher accuracy
and efficiency, and better supports text analysis, informa-
tion extraction, and other tasks. The experimental results
demonstrate its excellent performance in text segmentation
tasks.

Although the proposed text segmentation method based
on the HDA has shown promising performance, there are
still aspects that can be further researched and improved. For
instance, experiments on larger datasets could be conducted
to verify the model’s generalization ability and scalability.
Additionally, exploring how to apply this method to more
text analysis tasks, such as text classification and sentiment
analysis, is also worth investigating. In future work, we could
also attempt to combine this method with other natural
language processing techniques to enhance the model’s
performance and application scope.
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