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ABSTRACT In this paper, we propose a convex optimization-based estimation of sparse and smooth power
spectral densities (PSDs) of complex-valued random processes from mixtures of realizations. While the
PSDs are related to the magnitude of the frequency components of the realizations, it has been a major
challenge to exploit the smoothness of the PSDs, because penalizing the difference of the magnitude of the
frequency components results in a nonconvex optimization problem that is difficult to solve. To address this
challenge, we design the proposed model that jointly estimates the complex-valued frequency components
and the nonnegative PSDs, which are respectively regularized to be sparse and sparse-smooth. By penalizing
the difference of the nonnegative variable that estimates the PSDs, the proposed model can enhance the
smoothness of the PSDs via convex optimization. Numerical experiments on the phased array weather
radar, an advanced weather radar system, demonstrate that the proposed model achieves superior estimation
accuracy compared to existing sparse estimation models, regardless of whether they are combined with a
smoothing technique as a post-processing step or not.

INDEX TERMS Power spectral density estimation, random process, sparsity, smoothness, regularization,
convex optimization, weather radar.

I. INTRODUCTION
Power spectral density (PSD) of a random process describes
how power of the random process is distributed over
frequency. Estimation of the PSD from realizations of a
random process is a fundamental problem in science and
engineering [1], [2], [3]. For weather radar applications,
the PSD estimation is essential for the analysis of weather
phenomena, because the PSD contains information pertaining
to the precipitation intensity and the Doppler velocity
distribution [4], [5], [6], [7], [8]. For example, the parabolic
Doppler weather radar [4] transmits a pencil beam and
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subsequently observes backscattered signals in a narrow
range of elevation angles, which can be regarded as
realizations of a single random process whose PSD reflects
the weather condition in the narrow range.

We consider the estimation of PSDs from mixtures of
realizations of random processes, which is much more
challenging than the classical case of a single randomprocess.
Our primary interest is on the phased array weather radar
(PAWR) [9], [10], [11], [12], [13], [14], [15], [16], which
is developed to detect hazardous weather phenomena. The
Doppler weather radar is not capable of detecting hazardous
weather because of its mechanical vertical scan for observing
backscattered signals in multiple elevation angles, which
requires a long observation time. To shorten the observation
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time, the PAWR transmits a fan beam and subsequently
observes backscattered signals in a wide range of elevation
angles. The backscattered signals observed by the PAWR
can be modeled as mixtures of realizations of random
processes whose PSDs reflect the weather conditions in
finely-divided ranges. Thus, to obtain the weather condition
in a fine resolution, the PAWRneeds digital signal processing,
recovering the PSDs in the finely-divided ranges.

Since the estimation of PSDs frommixtures of realizations
is a challenging problem, the major existing methods employ
a two-step approach that first estimates the frequency
components of the realizations and then estimates the PSDs.
For the frequency component estimation, sparsity-aware
methods have achieved significant improvements on the
estimation accuracy over the classical linear methods in many
fields [16], [17], [18], [19], [20], [21], [22], [23]. Sparsity
in the spatial domain is exploited in [17], [18], and [19]
under the assumption that signals arrive from only a few
angles. Unfortunately, this assumption is far from suitable
for the PAWR because targets such as clouds and raindrops
exist at many angles [16]. In [20], [21], [22], and [23],
isolated sparse frequency components, called line spectra, are
estimated based on the ℓ1 regularization. It is demonstrated
in [16] that a block-sparse regularization model using the
mixed ℓ2/ℓ1 norm [24], [25], [26], [27], [28], [29], [30] is
more effective for weather radar applications because the
frequency components are clustered in a few blocks due
to the narrow-bandwidth of the PSDs. After the frequency
component estimation, the periodogram, i.e., the squared
magnitude of the frequency components, is usually employed
to estimate the PSD because of its asymptotic unbiasedness.
However, the periodogram has the drawbacks of large vari-
ance and erratic oscillation [1], [2], [3], [4]. For the classical
case of a single random process, smoothing techniques,
e.g., those shown in [1] and [2], are often used to reduce
the variance and the erratic oscillation. While the existing
smoothing techniques can be used as a post-processing step,
such a two-stage approach would be sub-optimal because the
smoothness is not exploited when estimating the frequency
components. Since the PSD is estimated by the periodogram,
i.e., the squared magnitude of the frequency components, one
may add a penalty for the difference between the magnitude
of the frequency components in the frequency component
estimation. However, due to the nonconvexity of this type of
penalty (see, e.g., [31]), it is hard for this approach to obtain
an optimal solution, and the performance dependency on the
initial estimate and the optimization algorithm is difficult to
elude.

Another line of studies derive approximated observation
models between the realizations and the PSD, e.g., for
a single random process [32], [33], [34], [35] and spa-
tially independent random processes [36], [37]. Since the
approximated observation model is written in terms of the
(nonnegative) PSD, the smoothness of the PSD could be
exploited via convex optimization. However, this approach
takes the magnitude of the observation model to derive

the approximated observation models, implying that half of
the information in the original observation model is lost
as the phase information is discarded. In particular, this
approach is not applicable to the PAWR because signals from
different angles cannot be distinguished by the magnitude
information (see (6) in Example 1).
In this paper, we propose a convex optimization-based

method that simultaneously estimates block-sparse frequency
components and block-sparse and smooth PSDs from mix-
tures of realizations.1 To design the proposedmethod, we first
apply the optimally structured block-sparse model of [38]
for the frequency component estimation. Then, we newly
leverage the latent variable of the designed model, which
is originally introduced to optimize the block structure, for
the PSD estimation. More precisely, we demonstrate that the
latent variable is in fact related to the square root of the
PSDs, enabling us to exploit the smoothness of the PSDs via
convex optimization. The main contributions of this paper are
summarized as follows.

• We present, for the first time in the literature, a convex
optimization-based method that can exploit the smooth-
ness of the PSDs for their estimation from mixtures of
realizations.

• We show that many smoothness priors designed for
real-valued signals, including the high-order total
variation [39], [40] and the total generalized varia-
tion [41], can be directly incorporated into the proposed
framework to enhance the smoothness of the PSDs
of complex-valued random processes thanks to the
nonnegative latent variable.

• We conduct thorough numerical simulations on the
PAWR, which demonstrate that the proposed method
achieves superior estimation accuracy to the existing
sparse estimation models combined with or without
post-smoothing, i.e., a smoothing technique applied as
a post-processing step after the frequency component
estimation.

The rest of this paper is organized as follows. In Section II,
we formulate the estimation of PSDs from mixtures of
realizations of random processes, and clarify its relation to
weather radar applications. In Section III, we design the
proposed convex optimization model that simultaneously
estimates block-sparse frequency components and block-
sparse and smooth PSDs. Section IV presents numerical
experiments on the PAWR, followed by conclusion in
Section V.
A preliminary short version of this paper was presented at

a conference [42].
Notations: N, R, R+, R++, and C respectively denote

the sets of nonnegative integers, real numbers, nonnegative
real numbers, positive real numbers, and complex numbers.
We use ı ∈ C to denote the imaginary unit, i.e., ı =

√
−1.

For every x ∈ C, x∗ denotes the complex conjugate of x, and

1If a target is both sparse and smooth, it is also block-sparse since nonzero
components are clustered in several blocks due to the smoothness.
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|x| :=
√
x∗x denotes the absolute value of x. For matrices or

vectors, we denote the transpose and the Hermitian transpose
respectively by (·)⊤ and (·)H. The identity matrix of order N
is denoted by IN ∈ RN×N . We denote the diagonal matrix
with components of w ∈ CN on the main diagonal by
diag(w) ∈ CN×N . The cardinality of a set A is denoted
by |A|. The ℓ2 (Euclidean) norm, the ℓ1 norm, and the
ℓ0 pseudo-norm of x = (x1, . . . , xN )⊤ ∈ CN are respectively

denoted by ∥x∥ :=

√∑N
n=1 |xn|2, ∥x∥1 :=

∑N
n=1 |xn|,

and ∥x∥0 := |{n ∈ {1, . . . ,N } | xn ̸= 0}|. The expectation
operator is denoted by E[·].

II. PROBLEM FORMULATION
We consider the estimation problem of power spectral
densities (PSDs) of N random processes from noisy mixtures
of their realizations. We denote the n-th complex-valued
discrete-time random process (n = 1, . . . ,N ) by

X⋆n [ℓ] ∈ C (ℓ = 0,±1,±2, . . .). (1)

To define the PSD of X⋆n [ℓ], we assume that X⋆n [ℓ] is
zero-mean and wide-sense stationary, which imply that
E[X⋆n [ℓ]] = 0 for any ℓ, and the auto-correlation E[X⋆n [m +

ℓ](X⋆n [m])
∗] does not depend on m for any ℓ. Under these

assumptions, define the auto-correlation function by

Rn[ℓ] := E[X⋆n [m+ ℓ](X⋆n [m])
∗],

and suppose
∑

∞

ℓ=−∞
|Rn[ℓ]| < ∞. Then, the PSD of X⋆n [ℓ]

is given by

S⋆n(f ) :=

∞∑
ℓ=−∞

Rn[ℓ]e−ı2π f ℓ
(
f ∈

[
−
1
2
,
1
2

))
. (2)

We denote L consecutive realizations of X⋆n [ℓ] by

x̄j,n[ℓ] ∈ C (ℓ = 1, . . . ,L), (3)

where j ∈ {1, . . . , J} is the index of trials. Note that x̄j,n[ℓ] for
j = 1, . . . , J are assumed to be realizations of the common
random process X⋆n [ℓ] (see Remark 1 for validity of this
assumption). We define the observation model by

yj :=

N∑
n=1

Anx̄j,n + εj ∈ Cd (j = 1, . . . , J ), (4)

where the realizations in (3) are collectively denoted by

x̄j,n := (x̄j,n[1], x̄j,n[2], . . . , x̄j,n[L])⊤ ∈ CL , (5)

An ∈ Cd×L is the known matrix that models the
observation process for the n-th source, and εj ∈ Cd is
the (unknown) observation noise. Our goal is to estimate
the PSDs S⋆n(f ) (n = 1, . . . ,N ) from yj (j = 1, . . . , J )
and An (n = 1, . . . ,N ) in (4). Note that the classical
PSD estimation problem for a single random process [1],
[2], [3], e.g., for the Doppler weather radar [4], is a special
instance of (4) for N = 1, d = L, and An = IL . The
generalized observation model (4) is introduced to cover the

PSD estimation for the PAWR [9], [10], [11], [12], [13], [14],
[15], [16], which is our primary interest.
Example 1 (PAWR): For the PAWR, X⋆n [ℓ] corresponds

to the sum of backscattered signals in the angular interval[
θn −

1θ
2 , θn +

1θ
2

]
, where θn (n = 1, . . . ,N ) are the

equally spaced angles with a spacing of 1θ . By using an
M -element uniform linear array, the PAWR observes noisy
mixtures of realizations by

yj[ℓ] :=

N∑
n=1

a(θn)x̄j,n[ℓ] + εj[ℓ] ∈ CM (ℓ = 1, . . . ,L)

(6)

for each j ∈ {1, . . . , J}, where a(θn) ∈ CM is the known
steering vector for the angle θn, and εj[ℓ] ∈ CM is the white
Gaussian noise. More precisely, a(θ) is defined by

a(θ ) :=

(
1, e−ı 2π1 sin θ

λcw , . . . , e−ı 2(M−1)π1 sin θ
λcw

)⊤

∈ CM ,

where 1 is the inter-element spacing of the uniform linear
array, and λcw is the carrier wavelength. The observation
model (6) for the PAWR can be written in the form of (4),
i.e.,

y(pawr)j =

N∑
n=1

A(pawr)
n x̄j,n + ε

(pawr)
j (j = 1, . . . , J ),

by setting

y(pawr)j := (yj[1]⊤, yj[2]⊤, . . . , yj[L]⊤)⊤ ∈ CML ,

ε
(pawr)
j := (εj[1]⊤, εj[2]⊤, . . . , εj[L]⊤)⊤ ∈ CML ,

and A(pawr)
n ∈ CML×L to the block-diagonal matrix that

contains L copies of a(θn) on the diagonal blocks, i.e.,

A(pawr)
n :=


a(θn)

a(θn)
. . .

a(θn)

 .
The estimation of the PSDs S⋆n(f ) of X

⋆
n [ℓ] (n = 1, . . . ,N )

is essential for the PAWR because S⋆n(f ) contains infor-
mation about the weather condition in the narrow angular
interval

[
θn −

1θ
2 , θn +

1θ
2

]
. More precisely, the weather

condition can be obtained from S⋆n(f ) as follows. First,
the continuous-time PSD S⋆(ct)n (f ) is recovered from S⋆n(f ).
When aliasing does not occur in S⋆n(f ), S

⋆(ct)
n (f ) can be

simply obtained by S⋆(ct)n (f ) = TS⋆n(Tf ) if |f | ≤
1
2T and

S⋆(ct)n (f ) = 0 otherwise, where T is the pulse repetition time,
i.e., the sampling interval ofX⋆n [ℓ]. Evenwhen aliasing occurs
in S⋆n(f ), S

⋆(ct)
n (f ) can be recovered from S⋆n(f ) unless the

variation of wind velocity is extremely large, and thus the
anti-aliasing filter is usually not employed in weather radar
applications (see, e.g., [4, Chapter 5] and [16, Section II-A]
for detail). Next, S⋆(ct)n (f ) is decomposed as

S⋆(ct)n (f ) = P⋆nq
⋆
n(f ),
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where P⋆n :=
∫

∞

−∞
S⋆(ct)n (f )df and q⋆n(f ) := S⋆(ct)n (f )/P⋆n

respectively correspond to the precipitation intensity and the
Doppler frequency distribution [4]. The Doppler frequency
distribution can be converted to the distribution of Doppler
velocity v, i.e., wind velocity parallel to the incident beam
direction, by v =

λcwf
2 . For instance, the area of nonzero

values of q⋆n(f ) implies the existence of the corresponding
wind velocity components. The precipitation intensity and
the Doppler velocity distribution are useful for the analysis of
weather phenomena, e.g., [5], [7], [8], and [43] for tornado,
[6] for weather clutter, and [44] for raindrop size distribution.
Since the estimation accuracy of the precipitation intensity
and the Doppler velocity distribution heavily depends on
that of the PSD, it is important for the analysis of weather
phenomena based on the PAWR to realize a method that can
accurately estimate the PSDs S⋆n(f ) (n = 1, . . . ,N ) from
the mixtures of realizations.
Remark 1 (Tradeoff between L and J): To derive the

observation model in (4) where x̄j,n[ℓ] (j = 1, . . . , J ) are
realizations of the common random process X⋆n [ℓ], similarly
to the case of a single random process (N = 1) [1], [2],
[3], [4], we split all observations into J subsets. For weather
radar applications, the total number Kpls of pulses is divided
into J subsets, and thus we have L =

Kpls
J . Since 1

L =
J
Kpls

is the frequency resolution, i.e., the sampling interval in
the frequency domain (see (11)), increasing J sacrifices the
frequency resolution [4, Chapter 5]. Note that we cannot
increase Kpls unboundedly because Kpls corresponds to the
observation time, and thus is set to be small enough to ensure
that the statistics of targets such as clouds and raindrops are
(approximately) unchanged. Typically, J is set to be very
small for the sake of a fine frequency resolution, and J = 1 is
of particular interest as the original frequency resolution 1

Kpls
is preserved [4]. Note that, while J = 1 is a typical choice in
practice, our method, which will be developed in Section III,
is applicable to general J .
We rewrite (4) to an observation model in terms of

frequency components of the time-domain realizations x̄j,n
in (5) because of their more direct relation to the PSD in (2)
than x̄j,n. More precisely, we represent x̄j,n as

x̄j,n = Gūj,n (7)

for j = 1, . . . , J and n = 1, . . . ,N , where

ūj,n := (ūj,n[1], ūj,n[2], . . . , ūj,n[L])⊤ ∈ CL (8)

is used as the frequency components, and G ∈ CL×L is a
suitable synthesis matrix. Substituting the representation (7)
to the observation model (4), we have

yj =

N∑
n=1

AnGūj,n + εj ∈ Cd (j = 1, . . . , J ), (9)

which is used as the observation model for the frequency
components ūj,n. The representation (7) covers popular fre-
quency analysis methods used in weather radar applications,

e.g., the discrete Fourier transform (DFT) and the windowed
DFT.
Example 2 (DFT): Let ū(DFT)j,n be the normalized DFT

coefficients of x̄j,n. Define the normalized DFT matrix F ∈

CL×L by

F :=
1

√
L


1 e−ı2π f1 · · · e−ı2π f1(L−1)

1 e−ı2π f2 · · · e−ı2π f2(L−1)

...
...

. . .
...

1 e−ı2π fL · · · e−ı2π fL (L−1)

 , (10)

where

fk :=
k − 1 − L/2

L
(k = 1, . . . ,L) (11)

are uniform sampling points in [−1/2, 1/2) used as a
frequency grid, and L is assumed to be even for simplicity.
Then, ū(DFT)j,n is given by

ū(DFT)j,n = Fx̄j,n.

Due to the unitarity of F, we have

x̄j,n = FHū(DFT)j,n ,

which corresponds to (7) with G = FH.
Example 3 (Windowed DFT): To mitigate the frequency

sidelobes, a window function w ∈ RL
++ is applied to x̄j,n

before the DFT in some cases [3], [45]. The windowed DFT
coefficients are given by

ū(WDFT)
j,n = FWx̄j,n,

where F is the DFT matrix in (10), and W := diag(w) ∈

RL×L
++ . Since (FW)−1

= W−1FH, we have

x̄j,n = W−1FHū(WDFT)
j,n ,

which corresponds to (7) with G = W−1FH.

A. MAJOR CHALLENGE IN PSD ESTIMATION FROM
MIXTURES OF REALIZATIONS
The square of the magnitude of the frequency components
in (8), i.e.,

|ūj,n[k]|2 (k = 1, . . . ,L), (12)

is called the periodogram2 and widely used as an estimate
of the PSD S⋆n(f ) on the frequency grid defined in (11).
It should be noted that the periodogram needs to be estimated
from the mixtures of realizations in (9) for our problem.
The periodogram with the DFT shown in Example 2 is an
asymptotically unbiased estimator of the PSD under a mild
condition [1], [2]. More precisely, since ū(DFT)j,n [k] can be
regarded as a realization of the random variable

U⋆
n [k] :=

1
√
L

L∑
ℓ=1

X⋆n [ℓ]e
−ı2π fk (ℓ−1) (k = 1, . . . ,L),

2Strictly speaking, (12) is called the periodogram when G in (7) is the
inverse DFT FH in Example 2, and (12) with G = W−1FH is called, e.g.,
the windowed periodogram [1] or the modified periodogram [3].
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FIGURE 1. The PSD and the periodogram computed from the realizations
for a simulation.

the asymptotic unbiasedness means that

lim
L→∞

E
[
|U⋆

n [k]|
2
]

= S⋆n(fk ) (k = 1, . . . ,L). (13)

A simple proof of (13) is provided in [16, Section II-A]
under a mild sufficient condition

∑
∞

ℓ=−∞
|ℓRn[ℓ]| < ∞. The

periodogram with the windowed DFT in Example 3 is also
asymptotically unbiased if the window function is properly
designed [3].

The drawback of the periodogram lies in its large variance
and often-observed erratic oscillation [1], [2], [3], [4]
(see also Fig. 1 for an example from the experiments in
Section IV). Indeed, this drawback is theoretically shown
for the periodogram with the DFT when X⋆n [ℓ] is a linear
combination of i.i.d. Gaussian random variables and L →

∞ [1], [2]. Namely, for this case, the variance is equally large
to the square of the PSD, i.e.,

lim
L→∞

E
[(

|U⋆
n [k]|

2
− S⋆n(fk )

)2]
= (S⋆n(fk ))

2

for k = 1, . . . ,L, and U⋆
n [k] and U⋆

n [k
′] (k ̸= k ′)

are uncorrelated when L → ∞. These facts validate the
often-observed erratic oscillation of the periodogram.

Although several approaches have been developed to
reduce the variance of the periodogram, they are not suitable
for our problem in which the PSDs have to be estimated
from the mixtures of realizations in (9). A simple approach
is to exploit the situation that ūj,n[k] (j = 1, . . . , J ) are
realizations of the common random variable, i.e., to use the
ensemble average of the periodograms:

1
J

J∑
j=1

|ūj,n[k]|2 (k = 1, . . . ,L). (14)

Unfortunately, since J is typically very small in weather
radar applications (see Remark 1), the ensemble average
cannot sufficiently reduce the variance and the erratic
oscillation. Since the PSD is usually smooth in weather radar
applications [4], another promising approach is to exploit
the smoothness of the PSD. However, existing smoothing
techniques, e.g., those shown in [1] and [2], are not directly
applicable to our problem because these techniques suppose
that the frequency components ūj,n of the realizations are
known. Using smoothing techniques as a post-processing
step would be sub-optimal because the smoothness of the
PSD is not considered in the estimation of the frequency

components. Thus, it remains a major challenge to exploit the
smoothness of the PSDs when they need to be estimated from
mixtures of realizations.

III. PROPOSED APPROACH
To exploit the sparsity and the smoothness for the PSD
estimation from the observed mixtures of realizations in (9),
we design a convexmodel that jointly estimates the frequency
components ūj,n[k] and the PSDs S⋆n(fk ). In Section III-A,
we first apply the optimally structured block-sparse model
of [38] for the estimation of the frequency components. Then,
in Section III-B, we leverage its latent variable, which is
originally introduced for the block structure optimization, to
estimate sparse and smooth PSDs.

A. BLOCK-SPARSE ESTIMATION OF FREQUENCY
COMPONENTS
We design a block-sparse penalty for the frequency compo-
nents ūj,n by applying the optimally structured block-sparse
model [38] with the knowledge of the PAWR [16]. For
simplicity, we begin by designing a penalty for each n ∈

{1, . . . ,N }. As demonstrated in [16], the PSD S⋆n(f ) is
usually narrow-band for the PAWR, which implies that ūj,n
is block-sparse for each source n ∈ {1, . . . ,N } and trial
j ∈ {1, . . . , J} due to the relation (13).3 Moreover, since
ūj,n (j = 1, . . . , J ) are realizations of the common random
variable, suitable block partitions for ūj,n (j = 1, . . . , J )
are the same. Thus, using the mixed ℓ2/ℓ1 norm that is
suitable for the block-sparsity, we introduce a penalty for
un := (uj,n)Jj=1 as

∥un∥
(Bm,n)hnm=1
2,1 :=

hn∑
m=1

√
J |Bm,n|

∥∥∥((uj,n[k])Jj=1)k∈Bm,n
∥∥∥

=

hn∑
m=1

√
J |Bm,n|

√√√√√ J∑
j=1

∑
k∈Bm,n

|uj,n[k]|2,

where Bm,n ⊂ {1, . . . ,L} (m = 1, . . . , hn) is a block
partition in the frequency domain of the n-th source.
By suppressing the mixed ℓ2/ℓ1 norm, the block-sparsity
is promoted because the components ((uj,n[k])Jj=1)k∈Bm,n
in the same block are forced to be zeros together. The
problem in [16] is that an appropriate block partition is
unknown a priori because it depends on the unknownDoppler
velocity distribution. To solve the problem of unknown block
partition, following the approach of [38], we minimize the
mixed ℓ2/ℓ1 norm over the partition of at most Hn blocks,
i.e.,

ψHn (un) := min
hn∈{1,...,Hn}

[
min

(Bm,n)hnm=1∈Phn
∥un∥

(Bm,n)hnm=1
2,1

]
.

(15)

3Although we present (13) for G = FH in Example 2 for simplicity, ūj,n
is also block-sparse when G = W−1FH in Example 3 because the window
function in Example 3 is designed to reduce the heights of the sidelobes and
slightly increase the width of the mainlobe.
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FIGURE 2. The PSD and the squared magnitude of the frequency
components when aliasing occurs, and its suitable block partition.

The constraint set Phn consists of all hn block partitions of
{1, . . . ,L}, i.e.,(
Bm,n

)hn
m=1 ∈ Phn

⇔



hn⋃
m=1

Bm,n = {1, . . . ,L},

Bm,n ̸= ∅ (m = 1, . . . , hn),

Bm,n ∩ Bm′,n = ∅ (m ̸= m′),

Bm,n = ML
(
{ℓ ∈ N | am,n ≤ ℓ ≤ bm,n}

)
for some am,n, bm,n ∈ N (m = 1, . . . , hn),

where

ML(I) :=

{
ℓ− L

⌊
ℓ− 1
L

⌋
∈ {1, . . . ,L}

∣∣∣∣ ℓ ∈ I
}
,

and ⌊·⌋ is the floor function. For instance, when I = {L −

1,L,L + 1}, ML(I) = {L − 1,L, 1}. Differently from the
standard design proposed in [38], the present design makes
Phn includes blocks connected by the first and the last entries,
and is suitable for weather radar applications due to the
following reason. Since aliasing is not a serious issue in
weather radar applications, the anti-aliasing filter is usually
not employed (see Example 1 and references [4, Chapter 5]
and [16, Section II-A] for detail), and thus aliasing may
occur, i.e., some Doppler frequency components may exceed
the Nyquist frequency. For instance, in Fig. 2, a part of the
PSD that exceeds the Nyquist frequency is aliased, and thus
the corresponding frequency components are also aliased.
In such cases, aliased nonzero components and non-aliased
nonzero components are better to be collected into a single
block, as shown in Fig. 2, because they form a single block
before the aliasing. To realize such capability,Phn is designed
to include blocks connected by the first and the last entries.
Note that a block connected by the first and the last entries is
not always adopted since the block partition is automatically
optimized in (15).

Although it is difficult to use ψHn (un) directly due to the
combinatorial optimization in (15), we can construct a tight
convex relaxation of ψHn (un) as follows. Let φ : CJ

×R+ →

R+∪{∞} be a lower semicontinuous convex function defined

by

φ(v, σ ) :=


∥v∥2

2σ
+
J
2
σ, if σ > 0;

0, if v = 0 and σ = 0;
∞, otherwise.

(16)

Then, similarly to [38, Section II], ψHn (un) can be rewritten
as

ψHn (un) = min
σ n∈RL

+

∥Dσ n∥0≤Hn

L∑
k=1

φ
(
(uj,n[k])Jj=1, σn[k]

)
, (17)

where D ∈ RL×L is the first-order difference operator with
the periodic boundary condition, i.e., the difference operator
on the ring graph [46]. More precisely, D is defined by

D :=


−1 1 0 0 · · · 0 0
0 − 1 1 0 · · · 0 0
...

...
...
...
. . .

...
...

0 0 0 0 · · · − 1 1
1 0 0 0 · · · 0 − 1

 ∈ RL×L . (18)

Note that (17) is a slight extension of the result shown in [38]
to the case where the blocks are fixed over the trials j ∈

{1, . . . , J}. We can obtain a tight convex relaxation of (17)
by replacing the ℓ0 pseudo-norm in the constraint with its best
convex relaxation, i.e., the ℓ1 norm:

ψ̃αn (un) := min
σ n∈RL

+

∥Dσ n∥1≤αn

L∑
k=1

φ
(
(uj,n[k])Jj=1, σn[k]

)
,

where αn ∈ R+ is a tuning parameter related to the number
of blocks. Although the sum

∑N
n=1 ψ̃αn (un) can be used for

the penalty of (un)Nn=1, tuning αn for each n ∈ {1, . . . ,N }

could be troublesome. Thus, to simplify the tuning process,
we propose a convex penalty for u := (un)Nn=1 as

9α(u) := min
(σ n)Nn=1∈RNL

+∑N
n=1 ∥Dσ n∥1≤α

N∑
n=1

L∑
k=1

φ
(
(uj,n[k])Jj=1, σn[k]

)
,

(19)

where the single tuning parameter α ∈ R+ is related to the
number of total blocks for n = 1, . . . ,N .
Using the proposed convex penalty 9α(u) in (19), we

estimate the frequency components by the regularized least
squares for the observation model in (9), i.e.,

minimize
u∈CJNL

1
2

J∑
j=1

∥∥∥∥∥yj −
N∑
n=1

AnGuj,n

∥∥∥∥∥
2

+ λ9α (u) , (20)

where λ > 0 is the regularization parameter that controls the
importance of the block-sparsity. Substituting the definition
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of 9α (u) in (19) into (20), we can reduce the optimization
problem (20) to

minimize
u∈CJNL ,σ∈RNL

+

1
2

J∑
j=1

∥∥∥∥∥yj −
N∑
n=1

AnGuj,n

∥∥∥∥∥
2

+λ

N∑
n=1

L∑
k=1

φ
(
(uj,n[k])Jj=1, σn[k]

)
subject to

N∑
n=1

∥Dσ n∥1 ≤ α


, (21)

where σ denotes (σ n)Nn=1. Although the proposed regulariza-
tion model (21) is a relatively difficult convex optimization
problem due to the discontinuous function φ, we can obtain a
globally optimal solution of (21) by applying the proximal
splitting techniques [47], [48], [49], [50], [51] with the
interpretation of φ in (16) as a perspective function [52],
[53], [54]. A concrete algorithm based on the alternating
direction method of multipliers (ADMM) and its derivation
are provided in Appendix A.

B. LEVERAGING LATENT VARIABLE FOR PSD ESTIMATION
We demonstrate that the solution for the latent variable σ

of the proposed model (21) is in fact suitable for the PSD
estimation. Let û and σ̂ be the solutions of (21) respectively
for the variables u and σ . While it is possible to compute
the periodogram as in (14) for û, σ̂ is more suitable for the
estimation of smooth PSDs. To confirm this, we show that
σ̂ corresponds to the square root of smoothed and averaged
periodogram as follows.

i) We begin by considering the case of α → ∞, which
is not of our interest but easy to analyze. In this case,
since σ minimizes

λ

N∑
n=1

L∑
k=1

φ
(
(uj,n[k])Jj=1, σn[k]

)
(22)

in (21), the solutions û and σ̂ satisfy the relationship

σ̂n[k] =

√√√√√1
J

J∑
j=1

|ûj,n[k]|2 (23)

for each k = 1, . . . ,L and n = 1, . . . ,N , which can
be shown based on [38, Lemma 1]. The relation (23)
means that σ̂ is the square root of the averaged
periodogram in (14) computed with û when α → ∞.

ii) Next, we consider the case of our interest, where α is
set to a finite value. In this case, the constraint

N∑
n=1

∥Dσ n∥1 ≤ α

in (21) penalizes the smoothness of σ n (n =

1 . . . ,N ) since D is the difference operator. Mean-
while, the other part (22) of the proposed model forces
σ to be the averaged periodogram in (23). Thus,

by the combination of these terms, roughly speaking,
σ̂ is smoothed around the square root of the averaged
periodogram in (23).

In addition to being smooth, σ̂ is block-sparse because ûj,n
(j = 1, . . . , J ) are regularized to have a common block-sparse
support. Since the PSDs are smooth and block-sparse for the
PAWR, the square of components of σ̂ , i.e.,

Ŝn(fk ) = (σ̂n[k])2 (k = 1, . . . ,L), (24)

is expected to be a better estimate of the PSDs than the
periodogram computed with û.
Intuitively, the proposed model is expected to accurately

estimate smooth and block-sparse PSDs by the following
mechanism. Since φ(v, σ ) is basically ∥v∥2

2σ +
J
2σ (see (16)),

roughly speaking, we can consider that the part (22) acts as

λ

N∑
n=1

L∑
k=1

J∑
j=1

(
|uj,n[k]|2

2σn[k]
+
σn[k]
2

)
.

Since σn[k] estimates the square root of the PSDs,

|uj,n[k]|2

2σn[k]

is expected to be an effective regularization for u because the
expectation of the squared magnitude of the realizations ū is
close to the PSDs (see (13) and Fig. 1). Refining u leads to
an equally refined σ because σ is smoothed around the value
in (23). Thanks to these interactions, the proposed model is
expected to effectively estimate the frequency components
and the PSDs simultaneously.

While ∥Dσ n∥1 with the first difference operator D in (18)
is a good choice for controlling the block structure, more
advanced smoothness priors can be incorporated to further
improve the estimation accuracy of the PSDs. Thanks to
the nonnegativity of σ n, many convex smoothness penalties
designed for real-valued signals, such as the high-order total
variation [39], [40] that uses Dr (r ≥ 2) instead of D and the
total generalized variation [41], can be directly applied to σ n.
For instance, the proposed model with the high-order total
variation

minimize
u∈CJNL ,σ∈RNL

+

1
2

J∑
j=1

∥∥∥∥∥yj −
N∑
n=1

AnGuj,n

∥∥∥∥∥
2

+λ

N∑
n=1

L∑
k=1

φ
(
(uj,n[k])Jj=1, σn[k]

)
subject to

N∑
n=1

∥Drσ n∥1 ≤ α


(25)

can be solved similarly to the case of (21) by the ADMM-
based algorithm shown in Appendix A. In contrast, when
these penalties are applied to, e.g., the magnitude of u,
their convexity is lost (see, e.g., [31]), which implies that a
globally optimal solution is difficult to obtain. Note that the
application of these penalties to u, which is complex-valued,
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is not a suitable strategy because themagnitude of u is smooth
but the phase of u is not smooth in most applications.

IV. SIMULATION RESULTS
To demonstrate the effectiveness of the proposed approach,
we conduct numerical simulations on the PSD estimation
for the PAWR shown in Example 1. Essentially, we follow
the simulation setting in [12] and [16]. Uniform elevation
angles θ1, . . . , θN , ranging between −15◦ and 30◦ degrees
withN = 110, are selected.We synthesize the (discrete-time)
PSD S⋆n(f ) by

S⋆n(f ) =
1
T

∞∑
m=−∞

G⋆n

(
f − m
T

)
for each n = 1, . . . ,N , where T is the pulse repetition time,
and G⋆n(f ) is a continuous-time Gaussian-shaped PSD

G⋆n(f ) =
Pn

√
2πςn

e
−

(f−µn)2

2ς2n ,

which is an appropriate model when, e.g., the atmospheric
turbulence is dominant [4]. The power Pn is set from the
actual reflection intensity measured by the PAWR at Osaka
University on March 30, 2014. We define the mean Doppler
frequency µn by the certain sine curve used in [16]. The
Doppler frequency width ςn is converted from the Doppler
velocity width, which are chosen randomly from the uniform
distribution of [1, 3] [m/s]. Note that this setting is more
realistic than that presented in [16] where the Doppler
velocity width is merely fixed to 2 [m/s] at every elevation
angle. We set X⋆n [ℓ] in (1) to the Gaussian process that has
the specified PSD S⋆n(f ), and then generate its realizations
x̄j,n[ℓ] (ℓ = 1, . . . ,L) based on the probability distribution
of X⋆n [ℓ] (ℓ = 1, . . . ,L), which is computed in the way
presented in [4] and [16]. The observation vector yj is given
by (6), where εj is generated as the white Gaussian noise of
the standard deviation

√
2.5. The parameters of the PAWR are

set as follows:M = 128, λcw = 31.8 [mm],1 = 16.5 [mm],
and T = 0.4 [ms]. For the synthesis matrix G in the
observation model (9) in terms of the frequency components,
we test both G = FH and G = W−1FH respectively for
the standard DFT in Example 2 and the windowed DFT in
Example 3. We use the hamming window for the window
functionw in Example 3, which is normalized to ∥w∥ =

√
L,

i.e., to the norm of the rectangular window (1, 1, . . . , 1)⊤

[45].
We compare the proposed approach that jointly estimates

the frequency components and the PSDs with the existing
approach that first estimates the frequency components and
subsequently the PSDs. The proposed approach computes
the estimate Ŝn(fk ) of the PSD by (24) with the solution
σ̂ of the proposed model (25) for the variable σ . For
the frequency component estimators used in the existing
approach, we employ the mixed ℓ2/ℓ1 regularization model
using fixed small-size overlapping blocks [16], which is
state-of-the-art for the PAWR, and the ℓ1 regularization

model as a non-structured sparse model. For the mixed
ℓ2/ℓ1 regularization model, we adopt the formulation based
on latent group lasso [29], [30], which selects relevant
blocks from the pre-defined overlapping blocks in the mixed
ℓ2/ℓ1 norm, because its estimation accuracy is (slightly)
better than that of the simple overlapping blocks-based
formulation in [16]. While the above nonlinear methods
outperform the linear methods for the frequency component
estimation in [16], we also include the minimummean square
error (MMSE) beamformer [12], which performs best among
the linear methods in [16], for comparison. Since the MMSE
beamformer is a time-domain method that estimates x̄j,n
from (4), we compute the frequency components from the
estimate of x̄j,n by using the DFT or the windowed DFT
shown in Examples 2 and 3 respectively. From the estimated
frequency components û, the existing approach constructs the
estimate of the PSD as the averaged periodogram

Ŝ(AP)n (fk ) =
1
J

J∑
j=1

|ûj,n[k]|2 (k = 1, . . . ,L). (26)

We also test the post-smoothing for the existing approach.
Specifically, we employ the standard smoothing technique,
i.e., Daniell method [1], [2]:

Ŝ(SAP)n (fk ) =
1

2R+ 1

k+R∑
k ′=k−R

Ŝ(AP)n (fk ′ ) (k = 1, . . . ,L),

where 2R neighbor frequency bins4 are used for the
smoothing.

Table 1 shows the normalized mean absolute error
(NMAE) ∑N

n=1
∑L

k=1

∣∣∣S⋆n(fk ) − Ŝn(fk )
∣∣∣∑N

n=1
∑L

k=1 S
⋆
n(fk )

,

which is averaged over 100 independent simulations. The
tuning parameters of the methods are adjusted in the way
that the best NMAE is obtained for each method and setting.
Table 2 shows specific settings of the tuning parameters: λ for
the importance of the (block)-sparsity, α for the importance
of the smoothness in the proposed model, the block-size B
for the mixed ℓ2/ℓ1 regularization model, R for the post-
smoothing, and the standard deviation ςε of the noise for
the MMSE beamformer. Note that the MMSE beamformer
uses the actual standard deviation

√
2.5 in the experiments

to achieve the best accuracy. We simply set r = 2 in the
proposed model, although the tuning of r could improve the
estimation accuracy. While the case of J = 1 is of particular
interest in weather radar applications to keep the frequency
resolution of the PSDs (see Remark 1), we also show the
results when J is increased to 2, so as to elaborate on the
effect of J . In Table 1, the proposedmodel is shown to achieve
the best estimation accuracy for all the settings. The post-
smoothing is found to improve the estimation accuracies of

4When k ′ /∈ {1, . . . ,L}, we instead use k ′
− L⌊(k ′

− 1)/L⌋ because the
anti-aliasing filter is not employed (see also Example 1).
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TABLE 1. A comparison of the methods in terms of the NMAE of the PSDs, where the result is averaged over 100 independent simulations. Values shown
in parenthesis for the existing methods are the NMAEs with the post-smoothing.

TABLE 2. Specific settings of the tuning parameters, where ςε is the standard deviation of the noise, R is the parameter for the post-smoothing, λ is the
weight for the (block-)sparsity, B is the block-size for the mixed ℓ2/ℓ1 regularization model, and α is the smoothing parameter for the proposed model.

the existing models; however, their accuracies remain inferior
to those of the proposed model. While the NMSEs of the
proposedmodel and the the existing sparse estimationmodels
combined with the post-smoothing are close for several cases
when J is increased to 2, the proposed model yields moderate
improvements against them for the cases of J = 1. Since
the original frequency resolution is preserved when J =

1 (see Remark 1), the proposed model has an advantage
that it estimates PSDs accurately without sacrificing the
frequency resolution. Note that the proposed model also has
an advantage that it has fewer tuning parameters than the the
mixed ℓ2/ℓ1 regularization model with the post-smoothing
(see Table 2).

We show the ground-truth and the estimates of the PSDs
for examples of simulations: Fig. 3 for L = 32, J = 1,
G = FH, Fig. 4 for L = 32, J = 1, G = W−1FH, Fig. 5
for L = 128, J = 1, G = FH, Fig. 6 for L = 128, J = 1,
G = W−1FH, Fig. 7 for L = 32, J = 2, G = FH, Fig. 8 for
L = 32, J = 2, G = W−1FH, Fig. 9 for L = 128, J = 2,
G = FH, Fig. 10 for L = 128, J = 2,G = W−1FH. It can be
seen from Figs. 3-10(b)(d)(f) that the estimates of the existing
models exhibit erratic oscillation as they do not exploit the
smoothness of the PSDs. In Figs. 7-10(b)(d)(f) where J is
increased to 2, the erratic oscillation is slightly reduced but
still clearly visible, suggesting the limitation of the ensemble
average (26) when J is small (see Remark 1 for the reason
why J is set to be small in weather radar applications). The
post-smoothing is found to reduce the erratic oscillation to

a certain extent, as shown in Figs. 3-10(c)(e)(g). However,
the sparsity of the estimate is impaired, i.e., the number
of entries of large magnitude that are not present in the
ground-truth increases, because the sparsity is not considered
in the post-smoothing step. In contrast, in Figs. 3-10(h),
the proposed approach obtains the estimates that have both
sparsity and smoothness. While the estimates of the mixed
ℓ2/ℓ1 regularization model after the post-smoothing seem
similar to the ground-truth at a glance of Figs. 3-10(g),
erroneous spread of the nonzero components are more clearly
seen from enlarged views shown in Figs. 11 and 12. From
Figs. 11 and 12, we also see that the proposed model
estimates the area of nonzero components more accurately
than the mixed ℓ2/ℓ1 regularization model with the post-
smoothing. Since the area of the nonzero components is
related to the existence of the corresponding wind velocity
components (see Example 1), this is a significant advantage
of the proposed approach for weather radar applications.
We also see that the erratic oscillation is still visible for

the estimates of the MMSE beamformer and the ℓ1 regular-
ization model after the post-smoothing in Figs. 3-10(c)(e),
suggesting the limitation of the post-smoothing. In particular,
while the objective accuracies of the ℓ1 regularization model
after the post-smoothing are close to those of the proposed
model when J is increased to 2 and the standard DFT is used,
the erratic oscillation is not eliminated as seen in Figs. 7(e)
and 9(e). Compared to the ℓ1 regularization model, the erratic
oscillation is considerably reduced in the estimates of the
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FIGURE 3. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 32, J = 1, G = FH.

FIGURE 4. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 32, J = 1, G = W−1FH.

FIGURE 5. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 128, J = 1, G = FH.

FIGURE 6. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 128, J = 1, G = W−1FH.
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FIGURE 7. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 32, J = 2, G = FH.

FIGURE 8. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 32, J = 2, G = W−1FH.

FIGURE 9. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 128, J = 2, G = FH.

FIGURE 10. Ground-truth of the PSDs and their estimates for a simulation of the PAWR using the following settings: L = 128, J = 2, G = W−1FH.
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FIGURE 11. An enlarged view of Ground-truth of the PSDs and their estimates for the following settings: L = 128, J = 1, G = FH.

FIGURE 12. An enlarged view of Ground-truth of the PSDs and their estimates for the following settings: L = 128, J = 1, G = W−1FH.

mixed ℓ2/ℓ1 regularization model after the post-smoothing,
as shown in Figs. 3-10(g). This could be attributed to the
property that the block-sparse model does not necessarily
promote the smoothness but force the components in the same
block to zeros together, which would be beneficial to promote
the smoothness in the post-processing step. Although the
estimates of the mixed ℓ2/ℓ1 regularization model after the
post-smoothing seem smooth enough, from enlarged views
in Figs. 11 and 12, we see that they have slight unnatural
fluctuation, and the estimates of the proposed model are
smoother even compared with them.

The line-like artifacts in the estimates shown in Figs. 3, 5,
7, and 9 are more or less reduced in the estimates shown
in Figs. 4, 6, 8, and 10 thanks to the window function that
reduces the heights of the sidelobes. Although the estimates
obtained with the windowed DFT are visually closer to the
ground-truth than those obtained with the standard DFT, the
objective accuracy shown in Table 1 is not always improved
perhaps because the window function increases the width
of the mainlobe. Since the line-like artifacts are caused
due to the sidelobes of the window function with finite L,
the line-like artifacts are more reduced when L = 128.
In particular, the line-like artifacts are almost completely
eliminated in the proposed estimates when L = 128,
as shown in Figs. 6(h) and 10(h).

V. CONCLUSION
We presented a convex optimization model for the estimation
of sparse and smooth PSDs of complex-valued random
processes from noisy mixtures of realizations. While the
PSDs are related to the expectation of the magnitude of
the frequency components of the realizations, it has been
difficult to exploit the smoothness of the PSDs as naive
penalties for the difference of the magnitude of the frequency
components induce hard nonconvex optimization problems.
To resolve this difficulty, we designed the proposed model

that jointly estimates complex-valued frequency components
and nonnegative PSDs. More precisely, we first applied
the optimally structured block-sparse model of [38] for the
frequency component estimation. Then, to estimate the PSDs,
we newly leveraged the latent variable of the model, which
was originally introduced to optimize the block structure.
Namely, we demonstrate that the latent variable is in fact
related to the square root of the PSDs, enabling us to exploit
the smoothness of the PSDs via convex optimization by
penalizing the difference of the nonnegative latent variable.
Moreover, to further enhance the smoothness of the PSDs of
complex-valued random processes, the proposed framework
can readily incorporate many smoothness priors designed for
real-valued signals. Numerical experiments on the PAWR
showed that the proposed approach achieved better objective
accuracy and yielded visually better estimates compared with
the existing sparse estimation models, even when they are
combined with the post-smoothing.

APPENDIX A
SOLVER FOR PROPOSED REGULARIZATION MODEL
The proposed regularization model (25) can be solved by
using the proximal splitting techniques [47], [48], [49], [50],
[51] with the closed-form computation of the proximity
operator of φ. As a concrete example, using the ADMM [48],
[49], we provide an iterative solver that is guaranteed to
converge to an optimal solution of (25). The ADMM solves
the following convex optimization problem

minimize
v∈V,w∈W

F(v) + G(w) subject to w = Lv (27)

by the iterations
v(i+1)

∈ argmin
v∈V

[
γF(v) +

1
2
∥w(i)

− z(i) − Lv∥2
]

w(i+1)
= proxγG(Lv(i+1)

+ z(i))

z(i+1)
= z(i) + Lv(i+1)

− w(i+1),
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where we suppose that V and W are finite-dimensional
Hilbert spaces, F and G are proper lower semicontinuous
convex functions, L is a linear operator, proxγG(w) :=

argminω∈W
[
γG(ω) +

1
2∥w− ω∥

2
]
is the proximity opera-

tor of γG, and γ > 0.
To apply the ADMM, we rewrite (25) as

minimize
u,σ ,x,ũ,σ̃ ,η

F(u, σ ) + G(x, ũ, σ̃ , η)

subject to xj,n = Guj,n (∀j, n)

ũj,n = uj,n (∀j, n)

σ̃ n = σ n (∀n)

ηn = Drσ n (∀n)


, (28)

where we let

F(u, σ ) := 0,

G(x, ũ, σ̃ , η) :=
1
2

J∑
j=1

∥∥∥∥∥yj −
N∑
n=1

Anxj,n

∥∥∥∥∥
2

+ λ

N∑
n=1

L∑
k=1

φ
(
(ũj,n[k])Jj=1, σ̃n[k]

)
+ιBα1 (

η) ,

and ιBα1 (η) is the indicator function of the ℓ1 ball, i.e.,

ιBα1
(η) :=


0, if

N∑
n=1

∥ηn∥1 ≤ α;

∞, otherwise.

Since the constraint of (28) can be expressed in the form
of (27), we can therefore apply the ADMM to (28), and
obtain the iterative algorithm shown in Algorithm 1. For
our formulation, since the minimizer of the first step of the
ADMM is unique, the convergence to an optimal solution
of (28) follows from [51]. From the equivalence between (25)
and (28), (u(i))∞i=1 and (σ (i))∞i=1 generated by Algorithm 1
converges to the solution of (25) for the variables u and σ

respectively.
The operators in Algorithm 1 can be computed as

follows. Expressing φ(v, σ ) as the sum of the perspective
function [52], [53], [54] of ∥v∥2

2 and the linear function J
2σ ,

based on [54, Example 2.4], we can compute proxκφ for
κ = γλ by

proxκφ(v, σ )

=


(0, 0), if 2κσ + ∥v∥2 ≤ Jκ2;(

0, σ −
κJ
2

)
, if v = 0 and 2σ > Jκ;(

v − κs
v

∥v∥
, σ + κ

s2 − J
2

)
, otherwise,

where s > 0 is the unique positive root of

s3 +

(
2
κ
σ + 2 − J

)
s−

2
κ

∥v∥ = 0,

and can be explicitly given based on Cardano’s formula as
follows [38] and [55]. Let p =

2
κ
σ +2− J and D = −

∥v∥2

κ2
−

p3

27 . Then,

s =



3

√
∥v∥
κ

+
√

−D+
3

√
∥v∥
κ

−
√

−D, if D < 0;

2 3

√
∥v∥
κ
, if D = 0;

2

√
−
p
3
cos

(
arctan(κ

√
D/∥v∥)

3

)
, if D > 0,

where 3
√

· denotes the real cubic root. The ℓ1 ball projection
PBα1 , which is the proximity operator of ιBα1 (η), can be
computed in O(NL) expected complexity, e.g., by the
algorithm of [56].

A. IMPLEMENTATION FOR WEATHER RADAR
APPLICATIONS
The matrix inversions in Algorithm 1 can be efficiently
computed for application to weather radars as follows.

a) To efficiently compute the inversion of (IL + GHG),
we use the property

GGH
= diag(ν) ∈ RL

++,

which holds for, e.g., the DFT in Example 2 and the
windowed DFT in Example 3. More precisely, from
this property, we have

(IL + GHG)−1
= IL − GH(IL + GGH)−1G

= IL − GH(IL + diag(ν))−1G

= IL − GHdiag

((
1

1 + νℓ

)L
ℓ=1

)
G,

where the first equality follows from the Sherman-
Morrison-Woodbury matrix inversion lemma [57].
Note that the multiplications of G and GH can be
computed in O(L logL) by the fast Fourier transform
(FFT) for Examples 2 and 3.

b) Since D in (18) is a circulant matrix, the inversion of
(IL + (Dr )⊤Dr ) can be computed in O(L logL) with
the FFT [57].

c) For the PAWR shown in Example 1, the inversion of
INL + AHA ∈ CNL×NL can be computed in O(N 3),
independently of the value of L, because it can be
translated into a block-diagonal matrix after some
permutations. We show this explicitly in another way.
Notice that (x(i+1)

j,n )Nn=1 in Algorithm 1 is the solution of

minimize
(xj,n)

N
n=1

γ

2

∥∥∥∥∥yj −
N∑
n=1

Anxj,n

∥∥∥∥∥
2

+
1
2

N∑
n=1

∥Gu(i+1)
j,n + q(i)j,n − xj,n∥2


. (29)
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Algorithm 1 Iterative Solver for the Proposed Regularization Model (25)

Input: γ > 0, A := [A1, . . . ,AN ] ∈ Cd×NL , x(0)j,n ∈ CL , ũ(0)j,n ∈ CL , σ̃ (0)
n ∈ RL

+, η
(0)
n ∈ RL , q(0)j,n ∈ CL , r(0)j,n ∈ CL ,

τ
(0)
n ∈ RL , ζ (0)

n ∈ RL (j ∈ {1, 2, . . . , J} and n ∈ {1, 2, . . . ,N }).
for i = 0, 1, 2, . . . do

for n ∈ {1, 2, . . . ,N } do
for j ∈ {1, 2, . . . , J} do

u(i+1)
j,n = (IL + GHG)−1

(
GH(x(i)j,n − q(i)j,n) + ũ(i)j,n − r(i)j,n

)
σ
(i+1)
n = (IL + (Dr )⊤Dr )−1

(
(Dr )⊤(η(i)n − ζ

(i)
n ) + σ̃ (i)

n − τ
(i)
n

)
for j ∈ {1, 2, . . . , J} do(

x(i+1)
j,n

)N
n=1

= (INL + γAHA)−1
(
γAHyj +

(
Gu(i+1)

j,n + q(i)j,n
)N
n=1

)
for (n, k) ∈ {1, 2, . . . ,N } × {1, 2, . . . ,L} do(

(ũ(i+1)
j,n [k])Jj=1, σ̃

(i+1)
n [k]

)
= proxγλφ

((
u(i+1)
j,n [k] + r (i)j,n[k]

)J
j=1
, σ

(i+1)
n [k] + τ

(i)
n [k]

)
(
η
(i+1)
n

)N
n=1

= PBα1

((
Drσ

(i+1)
n + ζ

(i)
n

)N
n=1

)
for n ∈ {1, 2, . . . ,N } do

for j ∈ {1, 2, . . . , J} do
q(i+1)
j,n = q(i)j,n + Gu(i+1)

j,n − x(i+1)
j,n

r(i+1)
j,n = r(i)j,n + u(i+1)

j,n − ũ(i+1)
j,n

τ
(i+1)
n = τ

(i)
n + σ

(i+1)
n − σ̃ (i+1)

n

ζ
(i+1)
n = ζ

(i)
n + Drσ

(i+1)
n − η

(i+1)
n

From the definitions of y(pawr)j and A(pawr)
n in Exam-

ple 1, we have∥∥∥∥∥y(pawr)j −

N∑
n=1

A(pawr)
n xj,n

∥∥∥∥∥
2

=

∥∥∥∥∥∥∥
yj[1] −

∑N
n=1 xj,n[1]a(θn)
...

yj[L] −
∑N

n=1 xj,n[L]a(θn)


∥∥∥∥∥∥∥
2

=

∥∥∥∥∥∥∥
yj[1]⊤ −

∑N
n=1 xj,n[1]a(θn)

⊤

...

yj[L]⊤ −
∑N

n=1 xj,n[L]a(θn)
⊤


∥∥∥∥∥∥∥
2

fro

= ∥Y⊤
j − XjS⊤

∥
2
fro,

where we let

Yj : = (yj[1], . . . , yj[L]) ∈ CM×L ,

Xj : = (xj,1, . . . , xj,N ) ∈ CL×N ,

S : = (a(θ1), . . . , a(θN )) ∈ CM×N ,

and ∥ · ∥fro denotes the Frobenius norm of the matrix.
From this expression, it is clear that the step (29) can
be solved in O(N 3) for the inversion regarding S⊤.

Namely, (x(i+1)
j,n )Nn=1 in Algorithm 1 is obtained by(

x(i+1)
j,1 , . . . , x(i+1)

j,N

)
=

(
γY⊤

j S
∗

+ GU(i+1)
j + Q(i)

j

)
(IN + γS⊤S∗)−1,

where S∗ is the complex conjugate of S, and

U(i+1)
j :=

(
u(i+1)
j,1 , . . . ,u(i+1)

j,N

)
∈ CL×N ,

Q(i)
j :=

(
q(i)j,1, . . . ,q

(i)
j,N

)
∈ CL×N .

Meanwhile, we remark that the inversions in Algorithm 1 are
the same for all the iterations, and thus can be computed in
advance and stored in the memory.
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