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ABSTRACT Numerous research endeavors have employed color selection procedures for a vast array
of purposes. Detecting defects in fabrics, calculating the Microbial Community Color Index, analyzing
digital color to facilitate fashion design processes, applying color to artworks, calculating canopy cover,
and achieving other objectives have been the subject of research. This procedure requires intricate steps,
calculations, and a lengthy computational time. In this study, a novel strategy for optimizing the color
selection process using the Hadamard product technique is presented. The HSV color space is optimized by
selectively selecting the desired colors and establishing threshold limits for each hue, saturation, and value
component. The optimization results demonstrate that the desired colors are perfectly distinguished from
other colors. Additionally, the proposed method employs a straightforward, step-by-step procedure that does
not require feature extraction. In comparison to previous research, a remarkable increase in computational
speed of 1,078.82 times faster has been observed. This improvement is achieved bymultiplying each element
of the HSV matrix resulting from color selection as opposed to the HSV matrix without selection. The faster
computational speed observed in this study during the color selection process has the potential to be used in
unmanned aerial vehicles to select green plants or ripe fruits.This study’s findings are applicable not only to
plant images but also to all cases requiring color selection under visible light conditions.

INDEX TERMS Color selection, color space, Hadamard product, Heaviside step function.

I. INTRODUCTION
Computer vision requires the detection of foreground objects
in scenes, and the color space (CSP) used is crucial. Grayscale
and RGB CSP are not always the best for detecting fore-
ground objects, especially in dynamic backgrounds [1]. In the
traditional method of choosing colors for packaging design,
there is no good match between the image and the col-
ors, and users are unhappy with the results [2]. The color,
material, texture, and shape of an object affect how we
perceive it [3]. Segmenting an image is a well-established
method for isolating a particular object in a picture. There are
three components of the human visual system that contribute
to the perception of color. This concept is utilized by color
display devices, which generate their entire color palette by
combining the three primary hues. With the aid of these
primary colors, any visible hue can be created [4].

The associate editor coordinating the review of this manuscript and
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Low-quality image segmentation is a common issue in
food recognition and estimation [5]. Animals that forage
visually use color as an important cue in the detection and
acquisition of food, especially insects. It is possible to use
color to judge whether a food source is suitable, improve the
effectiveness of food detection, and even guide the choice of
a mate [6].

The color selection (CS) method has been utilized in
numerous studies for a wide variety of purposes. Utilizing CS
techniques to address issues of noise and blurriness in original
fabric images, research has been conducted to detect defects
in fabrics. Enhancing the contrast between flaws and the
background is the strategy. Utilized preprocessing methods
include CSP fconversion, Gaussian filtering, saliency map
generation, and contrast stretching [7]. In addition, CS pro-
cesses are used to calculate the Microbial Community Color
Index (MCCI). Analyzing images involves considering cir-
cular regions of varying diameters. At each pixel, the RGB
channel intensities (red, green, and blue) are extracted to
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generate an artificial color scale resembling the original filter
colors. This fabricated scale is then used to calculate the
MCCI [8]. CS is also performed for digital color analysis
in order to facilitate the fashion design process and the use
of artistic colors in fashion product design [9]. Greenness
identification in crop images is crucial for monitoring growth.
Common methods use the visible spectral index, assuming
plants display high greenness with soil as a background.
Brightness and contrast are affected by weather and capture
time [10].

A piecewise defined function is a key concept in opera-
tional calculus, applied, and engineering mathematics. This
can be performed in a simple manner using algebraic
representations [11]. Modeling the discontinuity of the dis-
placement of the element, including the crack tip or front,
with the Heaviside function and a step function, is possi-
ble [12]. The Heaviside step function (HSF) is used by Huo
and Yu to study how decision-adoption affects layer transmis-
sion. The differences in self-recognition and physical quality
are assumed to be Gaussian [13].

A method for interacting with features based on the
Hadamard product (HP) can integrate multimodal features
better than the dot product and give a rich representation
of features [14]. Infrared small target detection faces chal-
lenges due to complex backgrounds and noises, making it
challenging for long-distance applications. A fast, reliable
method using HP for spatial-temporal matrices (HPSTM)
is proposed by Ping-Hsiu Wu et al. for improved accuracy
and efficiency [15]. Spatial smoothing improves the sub-
space method’s performance in coherent sources, but it also
increases the array size needed to detect the sources. From the
perspective of anHP, Yang et al. discuss the source resolvabil-
ity of spatial-smoothing-based subspace methods [16].
Based on Scopus database, related research CS is still

commonly found (4,770 document) with a trend as can be
seen in FIGURE 1.

FIGURE 1. Related research CS.

As can be seen in FIGURE 2, the vast majority of CS
research carried out with the aid of the Scopus database
is classified as belonging to the field of engineering and
computer science. In the field of computer science, there
have been a total of 1031 research papers published, whereas
there have been 3,339 research papers published in the field

of agricultural and biological sciences. According to the
information presented in Table 1, Agricultural and Biolog-
ical Sciences, Computer Science, Biochemistry, Genetics
and Molecular Biology, Engineering, and environmental sci-
ence are among those with the highest levels of research
activity. There were 431 CS studies published between
January 2023 and August 2023. The fields of agriculture
and biology accounted for approximately 35.2 percent of the
research, while the field of computer science accounted for
approximately 14.8 percent of the research. 450 papers were
published between 2013 and early September, as shown by
the Scopus database. There were 320 publications in the field
of Agricultural and Biological Sciences, 135 in the field of
Computer Science, 87 in the field of Engineering, 84 in the
field of Biochemistry, Genetics, and Molecular Biology, and
53 in the field of Environmental Science.

FIGURE 2. Research CS on year 2015-2022.

TABLE 1. Research CS on year 2015-2023 by subject area.

The primary result of this study is a novel application of the
HPmethod for optimizing CS. Previous studies that only used
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hue parameters to select green in the HSV color space (HSV)
in plant images can be enhanced with the findings of this
study [17]. Due to the separation of color channels, intensity
channels, and saturation channels, the HSV is still used for
this optimization. Given that a key characteristic of healthy
photosynthesis is increased green reflectance [18], [19], [20],
this study begins by filtering only green light. Themedian hue
value for green is approximately 120◦, but for the purposes
of this study, the hue range 90◦ to 150◦ is selected. The
heavyside step function (HSF) is utilized during the color
separation procedure in the HSV. The optimization results for
picking green or any other color are flawless, as none of the
less desirable hues are kept after the process.

In addition, the amount of time required for computation is
drastically cut down thanks to this optimization, going from
two to three minutes down to just 0.2 to 0.3 seconds. This
increase in computational speed is achieved by employing the
HSF method to perform element-wise multiplication using
the Haddard Product (HP) technique. This allows for a greater
degree of flexibility.

II. RELATED WORKS
The colors we see come from light waves that are reflected by
objects. The source of the light and the way the objects reflect
light affect the colors we see [21]. Ansari and Singh highlight
the importance of CSPs in representing images, as they are a
robust descriptor. Real-time algorithms’ performance relies
on selecting appropriate CSPs like RGB, nRGB, HSV, TSL,
YCbCr, YUV, YES, CIE-XYZ, and CMYK [4]. In order to
improve the aesthetics of product packaging, Fan suggests
using particle swarm optimisation to select the right colors.
The method calculates colour intelligent selection parameters
based on hue values, constructs an objective function, and
uses particle swarm optimisation to optimize parameters.
The method adjusts brightness and enhances detail contour,
completing intelligent CS [2].

Bhunia et al. developed a novel text recognition method
using color channels for scene images and video frames. The
system uses HMM and Pyramidal Histogram of Oriented
Gradient features. The method analyzes image properties and
applies a multi-label SVM classifier to select the best color
channel for optimal recognition [22].

FGCC is a non-destructive, easy-to-measure variable used
in ecology, environmental science, and agronomy. Canopeo,
a Matlab program, uses the ACT algorithm to analyze and
categorize pixel values based on R/G, B/G, and excess green
index ratios. It finds FGCC faster and more accurately than
other software packages. However, Canopeo requires aerial
photographs or specialized equipment for vegetation exceed-
ing 2.5 meters [23]. Córcoles et al. used UAV-collected
images to derive canopy cover measurements and differen-
tiate plant green colors from soil, shadows, and rocks. The
k-means method was used to analyze color clusters, but the
process became less computationally efficient when applied
to the entire image [24]. Scientists use the GLI vegetation
index for monitoring plant harvesting in farms and forests.

It analyzes visible spectrum bands captured by RGB cam-
eras, providing better results for each unique orthophoto. The
index is applicable to any RGB orthophoto, regardless of the
situation [25].

Plant stand count measures yield, efficiency, and seed
quality, reducing manual measurement time and error.
UAV-generated high-resolution images and computer vision
algorithms directly influence yield. Automatic multires-
olution Retinex correction reduces lighting effects in
color images, enhancing multivariate linear models’ perfor-
mance [26]. Fundus images can be corrected for uneven
contrast and luminosity using a five-step process: image
input, selection, luminosity correction, histogram stretching,
and post-processing [27].

FIGURE 3. A three-dimensional graph depicting the brightness, chroma,
and hue of actual surface colors [28].

In studies of the perfect reflectance method, it has been
determined that accurate reflectance data is generated by
objects with effective light reflection [29]. Digital images’
light reflectance is determined using CSPs, mathematical rep-
resentations of colors, derived from RGB data from cameras
and scanners. RGB is the most popular CSP for computer
images [19]. The transformation of CSPs is a fundamental
aspect of image processing and a crucial aspect of observing
the real world through camera equipment [30], [31]. CSP
transformation aims to faithfully reproduce data from the
physical world without altering it, using various models to
extract relevant data based on application requirements [30].
However, such transformations frequently result in the loss
of information. Some examples of CSP transformations that
result in loss of information include printing in grayscale,
converting multispectral or multiprimary data to tristimulus
space, and converting between color gamuts [32]. Image data
is transformed from RGB space to various CS like LHS, HSI,
YIQ, HSV, ensuring intensity and saturation without altering
hue, despite potential gamut problems [33].

CSP systems can precisely describe color stimuli. Multiple
color systems, including RGB, CMYK, and CIELAB, are
utilized. FIGURE 3 depicts a three-dimensional representa-
tion of a CSP with luminance along one axis, chroma along
another axis, and a hue circle where hue is measured in
degrees. This configuration provides a reasonable color scale
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in terms of luminance and chroma, while scaling along the
hue circle is relatively consistent [28].

Research conducted by Deng et al. proposed a newmethod
to enrich crack fronts using the extended finite element
method (XFEM). They combined HSF to model uneven
displacement, eliminating the need for geometrical character-
istic lengths. The step function activates discontinuity based
on level set function [12]. According to Sivavelu et al.,
the KMO correlation test is useful for comparing test and
training data. The new Heaviside step activation function
analyzes KMO correlation test results to predict software
faults [34]. The four-node plate element is used for finite
element formulations, as discovered by Yan Guo et al., who
found that Langrage interpolation functions are used for
structural unknowns that lie outside the plane of the ele-
ment, and Hermite cubic interpolation functions are used for
structural unknowns that lie within the plane of the element.
The delamination is modeled using HSF, which accommo-
dates discontinuity in displacement fields [35].

Image algebra, based on heterogeneous algebra, offers
a rigorous mathematical environment for computer vision
algorithm development, comparison, and optimization [36].
Element-wise multiplication, also known as HP, is an often-
overlooked concept in matrix theory for element-by-element
multiplication [37], [38]. Element-by-element matrix multi-
plication is fundamental in matrix computations, especially
in matrix differentials, with HP being a notable example [39].
Due to the element-by-element nature of the multiplication,
matrices must be of identical size when employing this oper-
ation [37]. For the purpose of controlling the connection
coefficients of the state variables of the systems, a newmodel
that is formulated in terms of the HP has been suggested.
A HP involving bilinear matrix inequalities is used to derive
the control law that will stabilize the systems through the
regulation of connection coefficients. This law is obtained in
this manner [40].

Dehazing images has grown in recent years, with deep
learning techniques showing improved performance. A novel
HP model using data-driven priors and Learnable Hadamard-
Product-Propagation (LHPP) mitigates noise and artifacts for
optimal output [41]. According to the findings of a study
that was carried out by Omran et.al., the HP of real symmet-
ric positive definite matrices is a necessary condition for a
theorem of Banach’s on fixed points in a generalized metric
space. This yields superior results to those of Perov because
it does not require the condition that a matrix A converges to
zero [42]. Yang et al. propose CNMF-HP to estimate 2-DOF
wrist movements (flexion/extension; adduction/abduction)
from myoelectric signals. This algorithm combines HP and
constrained NMF [43].

In Table 2, we can see five relevant studies discussing CSP
for different applications and research approaches. UAVs and
other visible-light cameras were used in its implementations,
and it was put to use on a number of different types of objects.

The use of drones, also known as unmanned aerial
vehicles (UAVs), provides significant benefits to precision

TABLE 2. An overview of the prior research.

agriculture by reducing labor needs and achieving signifi-
cant time savings [45], [46]. UAV image capture is more
effective and user-friendly [47]. Using new UAV technol-
ogy, Oakes and Balota investigate the effect of seeding rate
on peanut varieties. High-yielding varieties increase profit
without incurring additional input expenses, whereas the
seeding rate determines input expenses. Using UAV indices,
the study aims to measure emergence, seeding rate, growth
rate, and potentially yield predictions [44]. Gilad Weil et al.
found a cost-effective phenology-based approach for opti-
mizing UAV imagery acquisition. A camera that is placed
on the ground produces yearly time series of nine spectral
indices and three color conversions from data collected at
four different locations in the East Mediterranean that have
distinct environmental conditions. This method does not con-
sider cost-benefit or the ability to apply it to larger areas
with more natural heterogeneity [48]. The proposed method
will strengthen the benefits of using UAVs in agriculture by
enabling real-time identification processes, which will allow
for quick calculations, and by providing quick solutions.
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Table 2 provides a synopsis of several studies that address
this topic.

III. PROPOSED METHOD
The color green that plants reflect is one of the indicators
of healthy photosynthesis [18], [20], [49]. Therefore, this
study begins by filtering only the green color, extending the
findings of prior research by doing so [17]. To prevent erro-
neous identification of plants against a bright background,
a minimum saturation threshold must be established. Also,
a minimum intensity (value) can be set to keep dark pixels
from being wrongly labeled. It is possible to change hue,
saturation, and value to fit different species [50].

In this investigation, a novel approach employing the HP
technique was used to optimize the CS procedure. In the HSV,
optimization is done by choosing the desired colors with
the HSF, which involves setting threshold values for each
hue, saturation, and value. The proposed method involves
element-wise matrix multiplication utilizing the HP tech-
nique between the matrix resulting from the conversion to
HSV without selection and the matrix resulting from the
conversion with selection. The optimization results indicate
that the desired colors have been successfully separated from
other colors. By adjusting the threshold values for hue, satu-
ration, and intensity/value, the proposed method, as depicted
in FIGURE 4, can also be utilized to select various desired
colors.

This is the broad outline of our methodology:

• First, an RGB image is transformed into an HSV one.
This HSV conversion consists of two phases: the first,
the conversion itself, is performed without any selec-
tion, and the second, the selection criteria are applied
to the converted data.

• As part of the selection procedure, the hue values
are filtered according to the minimum and maximum
thresholds you set, as are the saturation and value.
A binary matrix is used to keep track of the results
of the selection process, with zeros representing pixels
that did not pass muster and ones representing those
that did.

• In order to obtain the final selection results, we used
the HP technique, which involved multiplying each
element of the binary matrix by its corresponding ele-
ment in the HSV matrix that emerged as a result of the
conversion performed without selection.

• We obtain the final selection results by multiplying
each element of the binary matrix by its correspond-
ing element in the HSV matrix that resulted from the
conversion performed without selection. This is done
utilizing the HP technique.

A. COLOR SPACE CONVERSION
In order to separate the hue/color channel from the saturation
and value channels, the RGB color space (RGB) was changed
into the HSV. Due to the inconsistency of RGB images in

FIGURE 4. Proposed method for CS using HP technique.

providing color values in comparison to HSV images, color
conversion was required. In FIGURE 5 and Table 3, the hue
value of the green color in the RGB image varies, whereas
the hue value remains constant at 120◦ in the HSV image.
There are distinct R, G, and B values for the green hue in
each of the three images, resulting in distinguishable color
differences. In contrast, the hue value in the HSV remains
constant while the S and V values vary.

FIGURE 5. Comparison of RGB and HSV color value consistency.

The RGB image’s R, G, and B values are first normalized
before being converted to HSV. For each RGB image, we can
get its r (1), g (2), and b (3) values by first normalizing each
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TABLE 3. Comparison of RGB with HSV color value.

individual pixel [51]:

r =
R

R+ G+ B
(1)

g =
G

R+ G+ B
(2)

b =
B

R+ G+ B
(3)

V = max(r, g, b) (4)

S =

{
0 if V = 0
V −

min(r,g,b)
V if V > 0

(5)

H =



0 if S = 0

60◦
×

[
g− b
S × V

]
if V = r

60◦
×

[
2 +

b− r
S × V

]
if max = g

60◦
×

[
4 +

r − g
S × V

]
if max = b

H + 360◦ if H < 0

(6)

B. COLOR SELECTION
CS is performed by applying the criteria where the hue value
falls between the lower and upper thresholds, and then setting
the lower threshold for saturation and intensity/value respec-
tively. Using the heavy side step function, the threshold values
are implemented (HSF). According to the desired color range,
the hue, saturation, and value ranges of each image can be
modified. The following formula can be used to express the
equation for CS using the HSF:

H (Ho − Hmin) (7)

H (Hmax − Ho) (8)

H = Ho × (H (Ho − Hmin) −H (Hmax − Ho)) (9)

So = H(So − Smin) (10)

Vo = H (Vo − Vmin) (11)

Calculating the difference between the minimum hue
value (7) and the maximum hue value (8) is the first step
in arriving at the desired hue range (9). (8). In the mean-
time, both the saturation threshold value (10) and the value
threshold value (11) are independently set. The ultimate
equation (12) looks like this in order to generalize the formula
so that it can be applied to a wide variety of different hue,
saturation, and value criteria:

SelectionHSV (Ho, So,Vo) = Ho × (H (Ho − Hmin)

−H (Hmax − Ho)) × H (So − Smin) ×H (Vo − Vmin)

(12)

where:

H(x) =

{
0, x < 0,
1, x ≥ 0

(13)

0◦
≤ Ho ≤ 3600 (14)

0 ≤ So ≤ 255 (15)

0 ≤ Vo ≤ 255 (16)

Hmin = Hue lower threshold value
Hmax = Hue upper threshold value
Smin = Saturation lower threshold value
Vmin = Value/Intensity lower threshold value
FIGURE 6 illustrates (7), (8), and (9) that state the HSV

Hue threshold values. These equations can be found in the
text. In the meantime, the minimum values for the Saturation
and Value thresholds can be seen depicted in FIGURE 7 and
FIGURE 8 according to (10) and (11).

FIGURE 6. Hue threshold values.

FIGURE 7. Saturation threshold value.

FIGURE 8. Intensity/value threshold value.

C. HADAMARD PRODUCT TECHNIQUE
The conversion results with CS are stored as zero-one matri-
ces, while the conversion results without selection are stored
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asHSVmatrices. The zero-onematrix represents the outcome
of CS, which serves as a mask for the original image (HSV
matrix), enabling the creation of an image with the selected
colors.

Final = A⊙ B

=

 a11 · · · a1n
...

. . .
...

am1 · · · amn

 ⊙

 b11 · · · b1n
...

. . .
...

bm1 · · · bmn


=

 a11 · b11 · · · a1n · b1n
...

. . .
...

am1 · bm1 · · · amn · bmn

 (17)

Multiplication of each matrix element with the HP tech-
nique between the zero-one matrix and the HSV matrix will
produce an HSV selected image (17). The image matrix of
CS in the HSV is stored in the A(M,N) matrix, while the
converted image to HSV without selection is stored in the
B(M,N) matrix. The final matrix is stored on the Final(M,N)
matrix which is the HP result ofA(M,N)⊙ B(M,N). Reverse
conversion from HSV to RGB is performed so that CS results
can be displayed.

IV. EXPERIMENT RESULT & DISCUSSION
The experiments were conducted on two different datasets
from two previous studies [10], [17]. The first experiment
aimed to assess the performance in improving computational
speed, while the second experiment aimed to evaluate the
accuracy and simplicity of the CS process using the proposed
method.

A. EXPERIMENT I
In the initial study, an experiment was conducted to select
green leaf colors from images of plants. A change from RGB
to HSV was made to separate the color channels from the
channels for intensity and saturation. The initial experiment
involved filtering green hue values between 90 and 150.
The results of the experiment demonstrated the successful
separation of green leaf colors, although there were instances
in which certain components of the green color were not
entirely separated [17]. Incorporating two additional param-
eters, saturation and intensity/value, an optimization was
conducted based on these experimental findings. Because
the unselected green colors exhibited varying intensities and
saturations, saturation and intensity were introduced as addi-
tional parameters. Experimenting with different threshold
values for saturation and intensity was part of the procedure.
Experiments were conducted for the selection of green colors
within the wavelength range of 500 nm to 600 nm in this
study. During the RGB to HSV image conversion, the green
color was chosen with a hue range of 90◦ to 150◦, satura-
tion > 90, and intensity or value > 85.
A dataset consisting of five (five) RGB images that were

captured using a visible-light camera that was mounted
on a UAV was utilized in the testing of the method that

was proposed. The images had a resolution of approximately
12 megapixels on average [17]. The dataset that was used for
this investigation includes pictures that show a wide variety
of shades and types of green vegetation. The dataset contains
images that show a variety of locations and things, including
roads, buildings, and other things. The varied characteristics
of this dataset are put to use in an effort to improve the
accuracy of the CS process.

Equation (18) used to calculate the difference in the speed
of computation time. In this formula, CT will tell you how
many times faster or slower the required computation time
for Nb than the required computation time for Oa.

CT =
Oa

N b (18)

where:
CT : Proportion of the computation time
Oa : The computation time of the previous method is in

seconds
Nb : Computation time of the proposed method in seconds
As can be seen in Table 4, the application of the proposed

method results in an increase in the average computing speed
of 1,078.82 times faster. This speed increase was accom-
plished by modifying the algorithm that was being used,
moving away from looping and towards matrix element mul-
tiplication utilizing the HDP technique.

TABLE 4. Dataset.

The addition of selection parameters, specifically satura-
tion and value, is the main distinction between the proposed
method and the method that was previously used. This
distinction is illustrated in FIGURE 9. The Hadamard prod-
uct technique, which performs element-wise multiplication
between the HSV matrix and the SelectedHSV matrix,
is incorporated into the method that has been proposed as an
addition to the use of the Hadamard product technique. The
computational speed can be significantly improved using this
HP method, which can make it as much as a thousand times
faster.

B. EXPERIMENT II
The proposed method was also tested with the dataset from
the research on Greenness Identification, which introduced
an HSV decision tree-based approach requiring four steps.
This was done in order to verify the accuracy of the proposed
method [10]. In HSV decision tree-based research, four steps
are required. To mitigate the effects of illumination, the RGB
is converted to the HSV in the first step. The second step
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FIGURE 9. The previous method vs proposed method.

focuses on removing a significant portion of background pix-
els based on their hue values in comparison to those of green
plants. Thirdly, pixels representing wheat straw with hue
values that overlap young green leaves are eliminated based
on hue, saturation, and value. In the final step, thresholding
is utilized to obtain pixels that depict the greenness of corn
plants.

FIGURE 10. Results of the comparison of the proposed method with the
HSV decision tree.

The results of the tests conducted on the proposed method
for successfully selecting images of corn seedlings with
a shorter process that maintains the same level of accu-
racy, instantly displaying the color green that they have, are
depicted in FIGURE 10. This figure shows the results of
the tests conducted on the proposed method. FIGURE 10(a)
depicts an image of corn seedlings growing amongst straw,
FIGURE 10(b) depicts the CS results using the HSV-Tree
method, and FIGURE 10(c) depicts the CS results using the
proposedmethod.When utilizing the suggested approach, the
necessary amount of time for processing is 0.009582 seconds
when utilizing the given parameters Hmin =70; Hmax = 125,
Smin = 15 dan Vmin = 100.
The differences between the approaches that were taken

are depicted in FIGURE 11, which demonstrates that the
method that was suggested is not only quicker, but it also

FIGURE 11. The HSV-decission tree method vs proposed method.

does not require the removal of the background or the straw.
The results can be relied on to be accurate when using the
method that has been proposed, which also features an accel-
erated procedure while directly displaying the desired shade
of green.

It is apparent from both experiments that the suggested
approach can be operationalized to sort colors according
to the intended hue. By utilizing the HDP technique, the
proposed method for color sorting can decrease computation
time and obviates the need for feature extraction. Addition-
ally, the proposed method exhibits exceptional computational
speed, rendering it suitable for subsequent investigations
concerning the utilization of UAVs for real-time color
selection.

V. CONCLUSION
By incorporating the parameters Saturation and Value, this
research was able to successfully optimize the process of
selecting a green color within the wavelength range of 500 nm
to 600 nm or the hue range of 90◦ to 150◦. This was accom-
plished within the context of the study. During the process
of converting from the RGB to the HSV, the optimization
was carried out with the help of the HSF technique and
the HDP method. The optimization resulted in a significant
improvement to the process of selecting colors by completely
filtering out colors that were not desired. With the workflow
being streamlined and the computational speed having been
increased 1,078.82 times faster, the HSV CS computation is
now significantly faster than it was before. This strategy for
optimizing the CS process can be applied not only to the
selection of the green color but also to the selection of any
other color.
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