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ABSTRACT While extensive research has been conducted in the field of biometrics, particularly in face
and fingerprint recognition, remote speaker recognition has yet to gain global acceptance due to challenges
related to accuracy and data integrity. Previous studies in speaker recognition have explored techniques
such as Mel Frequency Cepstral Coefficients (MFCC) and Convolutional Neural Networks (CNN), yielding
accuracy rates of 90.4% and 92.8%, respectively over a fixed and small database with a standalone system.
To address the data integrity and accuracy issues for enhancement in remote speaker recognition, a novel
approach is proposed in this paper. Initially, remote speaker recognition is implemented using a client-
server setup, but the presence of channel noise hindered any noticeable improvement in accuracy compared
to existing methods. The new approach involves extracting MFCC parameters from voice samples and
subsequently applying polar error-correcting coding techniques for storage as well as transmission to achieve
fidelity. Using a code rate of 1/2 and a block length of 1024 bits, the transmission of polar-coded MFCC
features over a noisy channel yielded a lower bit error rate when coupled with successive list decoding.
Simulation results demonstrate a reduction in bit error rate, resulting in an accuracy of 95.2% in the
implemented remote speaker recognition system. This represents a significant 5% improvement over the
existing standalone system that uses uncoded MFCC features. These findings highlight that the Polar
codes can be effectively utilized in speaker recognition systems to enhance their robustness and reliability,
especially in scenarios with noisy channels or challenging conditions.

INDEX TERMS Biometric, bit error rate, mel-frequency cepstral coefficient, polar codes, recognition rate,
speaker recognition.

I. INTRODUCTION
With the biometric authentication as a remote login
procedure, many important tasks like telephone banking,
authoritative access and other major enterprises are keen to
introduce the technology for their employees or customers
who can log into workplace systems through internet net-
works anytime with ease and can access restricted areas or
files or mark their remote presence using a client server
model [1]. Also, in the field of Internet of Things (IoT),
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where remote device monitoring and control using Internet
and cloud usage is involved, applications requiring biometric
verification can be used with ease if sufficient research is
done on keeping the biometric features intact over Ethernet
or Wi-Fi connections. When user authentication is required
at a remote place and it is difficult for the user to access
the biometric device like a fingerprint machine or a cam-
era, voice recognition [2] and authentication can help in a
great way in providing remote access. For voice biometrics,
the user need not be present physically and can authenti-
cate themselves using just a mobile device with an inbuilt
mike. According to a poll by a security enterprise named
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Veridium [3], around 70% of consumer base felt the need of
biometric authentication into the workplace, the primary rea-
son being not having to remember passwords. About 40 % of
the organizations have been using fingerprint reader technol-
ogy for attendance monitoring and verification procedures.
According to Unisys report [4], a security solution enterprise,
their survey in 2018 revealed that the biometric technologies
ranked from high to low by consumer preference are: voice
recognition, fingerprint scan, facial scan, hand geometry and
iris scan respectively. Many companies related to security
and solutions are known to have been working on voice
biometric solutions and related recognition and verification
systems in order to enhance the overall speed and security in
authentication systems at their respective sites.

In recent speaker recognition related implementations
[5], [6], [7], voice biometrics exhibit a lower recognition
accuracy, which underscores the need for supplementary
authentication methods rather than full reliance on voice
biometrics. Though the voice features can be considered as
a unique characteristic of an individual, they need to be used
along with a multilevel verification system. For example,
the existing biometric authentication systems such as face or
fingerprint recognition used in some applications could be
supported by speaker recognition feature. Voice recognition,
when it co-exists with face or fingerprint recognition system
will help to provide multiple level security [7] to any authen-
tication systems and thus the accuracy and integrity of voice
features is one of the research areas to work upon.

Various organizations have adopted biometric authentica-
tion to streamline customer account access, thereby replacing
traditional methods such as passwords or requiring in-person
presence for account or locker operations. For example, the
iris recognition was implemented towards mobile banking
by the Bank of America, and the British bank and Wells
Fargo were trying to implement voice recognition in the year
2017 [9] but had to face issues of low accuracy and spoof
attacks. In 2013, biometric identification with the iPhone
fingerprint sensor was used byApple iPhone. Voice biometric
authentication and verification would be helpful to customers
in a way that they need not remember their passwords or
pin numbers. A customer’s real-time voice creates a distinct
and protected identity that remains impervious to theft or
misuse by unauthorized individuals [10]. It can turn out to
be the cheapest among all other biometric authentication
means, as it does not need any readers or special devices
when compared to fingerprint or iris or any other biometric
tool. Efforts are been made to provide a multilevel-security
system for authentication process in addition to fingerprint
or iris or face detection and verification process in military,
security and confidential areas. Multi-Factor Authentication
(MFA) is a unique multi-layer approach customizable to each
organization’s security requirements [1], [11].

Remote login authentication for all in telephone banking
and in bank transactions for server access is another chal-
lenge. Remote on-field attendance monitoring systems and

forensic investigation can also be studied and implemented.
Though fingerprint, iris and face recognition applications are
already in place, a lot of research work is required in the
area of speaker recognition to make voice biometric as one
of the parameters in MFA process with increased reliability
over noisy channel [12].

Some banking systems have tried to incorporate authenti-
cation systems where the user needs to report to the bank and
provide his or her voice signatures to operate the account.
However, the adoption of voice authentication for online
transactions and remote login procedures has been delayed
due to several security-related considerations and as observed
in [8]. Also, integrity of the voice signature is very important
to differentiate one voice sample from other within or beyond
the databases maintained by the authentication systems. For
the 4G long term evolution cellular systems, the Turbo code
was selected to provide channel coding for mobile broad
band data. However, the 3GPP standardization group, after
a careful analysis for 5G new radio [13], replaced the Turbo
code by Low density parity check code (LDPC) and the Polar
code as in [14].

This research work presents the Mel-Frequency Cepstral
Coefficients (MFCC) extraction [15] done towards voice fea-
ture matching and transmitting the features over a noisy chan-
nel. Initially Remote speaker recognition was implemented
considering a client-server scenario, and no improvement in
accuracy was observed over existing methods. This reduc-
tion in accuracy is observed due to channel noise in remote
recognition scenario. It has been proposed to use the Polar
coding technique which is one of the recently developed error
correcting codes as it will aid in keeping the MFCC features
intact over an AWGN channel.

The key contributions of the research work are as follows:
1) The Polar encoding technique applied on the MFCC

features as a part of remote speaker authentication
system.

2) Comparative analysis in terms of bit error rate (BER)
for Polar encoded voice features with that of uncoded
ones.

3) Comparative analysis of frame error rates (FER)
obtained using successive cancellation and successive
cancellation list decoding of MFCC coefficients, with
block length of N = 1024 and code rate 1/2.

4) Comparing the accuracy obtained in speaker recog-
nition with uncoded MFCC coefficients with that of
Polar coded coefficients used for feature matching at
the receiver end.

The implementation suggests that as wireless multimedia
communication continues to advance, leveraging Polar codes
in remote multimodal authentication applications can thrive.
This approach supports seamless and noise-free transmission
and reception of MFCC vectors, ensuring precise customer
identification through their voice biometric feature.

The rest of the paper is prepared as follows: Section II
provides a discussion of speaker recognition and describes
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the MFCC parameter extraction procedure, followed by
section III which briefly introduces the Polar codes.
Section IV provides proposed methodology and Section V
presents the comparative results of BER performance analy-
sis obtained from Polar coding technique carried out on the
speaker related extracted MFCC parameters, Section V pro-
vides the recognition accuracy calculated after the implemen-
tation with coded MFCC features followed by conclusions
derived from this research work in section VII.
Abbreviations and Acronyms: The abbreviations used

throughout the article are listed in Table 1.

TABLE 1. Lists of abbreviations.

II. LITERATURE REVIEW ON REMOTE SPEAKER
RECOGNITION AND MFCC FEATURE
EXTRACTION FROM VOICE
Every individual has a unique anatomical structure of vocal
tract and hence to differentiate between various speakers
and identify them, extraction of certain voice parameters is
required [8], [10]. Remote authentication of a person using
his or her voice can be an application in todays wired and
wireless communication systems where the speaker need not
be physically present in front of an authentication system.
Speaker recognition has two aspects: speaker verification and
speaker identification. The speaker identification helps in
finding an individual person from the given group of speak-
ers. If N is the number of speakers, then the input speaker
coefficients are compared with all N speaker’s coefficients
stored in the database whereas the speaker verification is a
different technique. Based on the narrowed down matching,
the verification is a fast procedure which authenticates a
person by either accepting or rejecting him.

The implementation procedure for an Automatic Speaker
Recognition System (ASR) as seen from the Figure 1 has

FIGURE 1. Structure of an automatic speaker recognition system.

been discussed with extraction of physiological-based fea-
tures from an individual’s speech.

Speaker identification and speaker verification both can
either be implemented as being text-dependent to keep simple
algorithm or the check points could be made more complex
by running a text-independent authentication system [20].
A particular text is to be spoken and corresponding fea-
ture vectors are stored in a text-dependent approach. During
matching phase, the speaker has to speak the same text. But,
if text-independent implementation is used, the speaker can
randomly speak anything in real time and feature vectors are
extracted from his or her random spoken content. The recog-
nition rate is better in text dependent than text independent
techniques as mentioned in [25] and [26] for voice authenti-
cation process, the reason being there is notmuch randomness
in feature extraction process if a particular sentence or word
has specific pattern, and there is less complexity in matching
process. Accuracy and complexity of a speaker recognition
system varies with a closed or open system as stated in [15].
Voice information can be stored in the database as train-
ing set when limited number of speakers form the closed
loop system. In contrast, an open system can accommo-
date a multitude of speakers, regardless of whether they
are included in the authentication system’s registration list.
There are various techniques used for feature extraction [2]
which include use of Pitch extraction, Formant extraction,
Linear Predictive Coding, Mel Frequency Cepstral Coeffi-
cient and Perceptual Linear Predictive Coefficients. MFCC
feature extraction [17] is the process of extracting the voice
features from the voice sample while doing frequency domain
analysis. In training phase, each registered speaker has to
provide samples of their voice for generating a reference
model for that speaker. Mel-frequency cepstral coefficient
extraction includes the pre-emphasis step, framing, window-
ing, fast Fourier transform, Mel-frequency filter bank and
Direct cosine transform [17]. Voice sample is pre-emphasized
and passed through high pass filter due to the requirement
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of the voiced section of the voice signal which falls off at
high frequencies. The framing helps in to take constant signal
for short time span. To minimize the signal discontinuities,
hamming window has been used in the implementation as
it provides better frequency resolution. Equation (1) shows
the expression used for windowing where, u(m) is the voice
signal input,W (m) is the hamming window, v(m) is the signal
output and the vale m has to be less than (M -1) with M as
number of samples as given as in (2).

v (m) = u (m) ∗W (m) (1)

w (m) = 0.54− 0.46 cos (2πm/(M − 1)) , 0 ≤ n ≤ N (2)

The Fast Fourier transform procedure is used to convert the
time domain frame of M samples to frequency domain and
hence for each frame the information about magnitudes in the
frequency response is obtained. TheMel-frequency-cepstrum
is the representation of short-term power spectrum of sound,
based on linear cosine transform of a log power spectrum on
a nonlinear Mel scale frequency. The Mel-filter bank is used
to filter an input power spectrum and length of output array is
the number of filters created. The output of this fast Fourier
transform is multiplied by a set of triangular band-pass filters
to get log energy of each triangular band-pass filter. Discrete
cosine Transform (DCT) is the final step in which the Mel
spectrum coefficients are converted back to time domain.
Generally, there are 13 MFCC features used for extraction
as mentioned in [17], but this implementation has considered
26 more related to the first order derivative and second order
derivatives of the MFCC extracted features. First and second
order derivatives are calculated by taking the difference of
the MFCC coefficients between the samples of the audio
signal and it will help in understanding how the transition is
occurring. The extraction of the cepstrum via the Inverse DFT
from the previous section results in 12 cepstral coefficients
for each frame. A thirteenth feature: the energy from the
frame correlates with phone identity and it represents the sum
over time of the power of the samples in the frame. No two
consecutive frames are similar in a speech signal and hence
a small change, such as, the nature of the change from a stop
closure or the slope of a formant at its transitions can provide
a useful cue for phone identity.

Thus, MFCC parameters are obtained for every speaker
from their voice signal. The MFCC parameters vary from
human to human for the same spoken content and can be
considered as unique characteristics. These MFCC param-
eters can be transmitted or processed ahead to match with
the existing databases. For a speaker identification mecha-
nism, the samples stored in an already existing database are
matched with the features obtained from the real-time input
audio sample. The advantage of using MFCC parameters as
feature vectors, is that, the reduction in the number of bits pro-
duced corresponding to the spoken voice signal and providing
reduced message for transmission over channel. Feature
matching includes various techniques such as mean square
error, hidden Markov model, Vector quantization (VQ),

dynamic time wrapping, Gaussian mixture model and arti-
ficial neural networks. For the feature matching purpose VQ
model is used, where this technique is mostly used for text
dependent systems [8], [19]. VQ method uses centroiding
for classifying a set of feature vectors per speaker and its
popular method used in many applications such as voice
recognition, lossy data compression which includes voice
and image compression. The feature vectors extracted from
each speaker based on procedure of MFCC can be considered
as code-words and each code-word is used to construct a
code-book for each speaker, who is the part of enrollment
procedure. In the speaker recognition the real time voice
parameters are compared with the codebook of each speaker
and the differences are calculated for which the Linde-Buzo-
Gray (LBG) algorithm [19] as a part of vector quantization
has been implemented over text independent system. In addi-
tion to MFCC, the inclusion of vocal tract parameters aids in
the computation of LPC coefficients as voice features. Each
of these features contributes to capturing distinct aspects of
vocal characteristics. Post the speaker recognition implemen-
tation on a set of speakers overall performance evaluation is
done to get accuracy. The recognition ratio (RR), the False
Acceptance Ratio (FAR), the False Rejection Ratio(FRR) and
Equal Error Rate(EER), determine the overall performance
of any speaker recognition system. The recognition ratio is
a measure of the system’s ability to correctly identify or
authenticate genuine users. It represents the percentage of
genuine users who are correctly recognized or accepted by
the system. A higher recognition ratio indicates better per-
formance. FAR is a measure of the system’s vulnerability to
false acceptance. It represents the percentage of unauthorized
or impostor attempts that are incorrectly accepted as genuine
by the system. FRR is a measure of the system’s likelihood
to falsely reject genuine users. It represents the percentage
of legitimate access attempts that are incorrectly rejected
by the system. The EER is a specific point where the FAR
and FRR are equal. It is a crucial metric as it provides a
balanced assessment of the system’s performance. At the
EER threshold, the system is making an equal number of false
acceptances and false rejections. Lower EER values indicate
better overall system performance. In essence, these metrics
help evaluate the trade-off between security and convenience
in biometric authentication systems. A good system aims for a
high recognition ratio, a low FAR, a low FRR, and a low EER,
striking a balance between security and user convenience.

III. LITERATURE REVIEW ON POLAR CODING
This section presents the discussion on Polar coding tech-
nique towards keeping the voice features extracted from
speakers to be intact over an AWGN channel. Polar codes
were originally defined by the researcher Arikan as in [23]
and it was suggested that for a given binary discrete memo-
ryless channel, the Polar codes do achieve channel capacity.
The channels can be categorized into good and bad by chan-
nel polarization and based on the reliability sequences, the
information bits are transmitted over good channels, whereas
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the frozen bits are transmitted over bad channels. 3GPP
standards define these reliability sequences for different code
lengths [21]. It has been mentioned in literature [22], that for
long block length latency issue exists but still for a finite block
length the polar codes are practically feasible.

Polar codes (n, k ) are one of the linear block codes with
code rate k/n, k being number of message bits and ‘n’ the
codeword bits. Mathematically, as in (3), the input vector
information and GN the matrix generator [21] can be mul-
tiplied as

y = xGN (3)

where x = (x1, x2. . . xN−1) denotes the input vector.
Let F denote the Kronecker product, then the matrix gen-

erator can be represented by (4) where, F⊗n denotes the
nth tensor power of F and 5 denotes the permutation matrix
known as bit reversal.

GN = 5F⊗n (4)

Equation (5) is the Kronecker polarizing matrix which is
the base for the Polar encoding in this implementation. The
polarization effect introduced by the polar codes allows divid-
ing the ‘n-bit’ input vector ‘x’ as either reliable or unreliable
bit-channels. The ‘k’ information bits are assigned to themost
reliable bit channels of ‘x’, while the remaining ‘n-k’ bits,
called frozen bits, are set to a predefined value which is taken
as ‘0’.

F =
[
1 0
1 1

]
(5)

Frozen bits are assigned to the most unreliable bit-channel.
Codeword ‘y’ is transmitted through the channel, and the
decoder receives the output sequence r = (r0, r1, . . . , r n-1)
which is the noisy version of y = (y0, y1, . . . , y n-1). For
decoding of these Polar codes, two different methods, i.e.,
Successive cancellation decoding(SC) and Successive can-
cellation list (SCL) decoding, whose comparative analysis
and algorithms are explained in the implementation section V
of this paper.

IV. PROPOSED METHOD OF USING POLAR CODING ON
VOICE BIOMETRIC MFCC FEATURES
The proposed implementation as seen from the given blocks
in Figure 2 has been discussed in this paper. Input voice
samples with either text dependent or independent scenario
can be processed to obtain the 13 MFCC coefficients as
described earlier in section II.

In this implementation, text independent scenario is used.
For example, a particular voice sample from an utterance
of 3 seconds, sampled at 22 KHz, consisting of around
66150 bits after digitization, was analyzed. After calculating
the MFCC features, it was found that around 4368 bits are
obtained for transmission from 13 MFCC features for that
voice signal. Hence a 93.93 % of reduction of the number
of bits was obtained. The MFCC coefficients acquired from
each voice sample are subsequently organized into feature

FIGURE 2. Implementation procedure for obtaining the integrity of MFCC
coefficients towards speaker Recognition.

vectors specific to individual speakers. These feature vectors
are given distinct labels, effectively serving as a ‘‘template’’
for each speaker. The feature matching procedure requires
enrollment procedure, creation of database and vector match-
ing techniques. The research work presented here highlights
the procedure used for checking the integrity of the extracted
MFCC parameters over AWGN channel using Forward Error
Correcting Codes (FEC) currently deployed in 5G applica-
tions such as Polar codes. These implementation results can
be further used towards the remote speaker recognition or
voice as biometric identity for authentication to compare with
other FEC’s as well.

V. IMPLEMENTATION RESULTS OF POLAR CODING ON
MFCC PARAMETERS OBTAINED FROM SPEAKERS
This section gives insight of the implementation results using
polar coding for the integrity of MFCC coefficients. Figure 3
shows the snapshot for the MFCCs extracted for three out
of the twenty one speakers. These 13 coefficients serve as
feature vector for every individual speaker and used for fur-
ther processing and encoding before transmission. The polar
encoding technique used is as given in section III of this
paper. For decoding two different methods have been used
and comparative analysis is performed. This research work
is about application of polar codes to speaker authentication
method, employing both successive cancellation decoding
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and successive-cancellation list decoding of MFCC coeffi-
cients. Our goal is to maintain the integrity of voice features
for every speaker enrolled in the remote authentication
database and get accuracy of the speaker recognition system.
Below is the Successive cancellation algorithm used for polar
decoding in this implementation and the Figure 3 gives the
basic path flow of decoding. The output of the algorithm is
the decoded vector for a given length N of the codeword. The
likelihood ratios are calculated and based ‘‘0’’ bit, ‘‘1’’ bit
or ‘‘frozen’’ bit based on known reliability sequences used in
Polar encoding according to 3GPP as discussed in [24].

FIGURE 3. Snapshot of the MFCC coefficients obtained from 3 out of
21 speakers in the database.

Implemented Successive Cancellation Decoding Algorithm
// Y: output vector
//cal: likelihood ratio
// O: decoded vector
//n: length of Y
For i =1. . . n
1 If Y[i] is frozen bit

O[i]← Y[i]
2 else
If (cal (i) > = 1)
O[i]← 0;

3 Else
O[i]← 1

The polar encoding technique can be employed with dif-
ferent code rates by proper selection of N (block length) and

K (message bits). So, keeping the code rate same and varying
the input nits and corresponding codeword bits, the frame
error rate was calculated for combinations of N and K as
shown in the below simulation results. The main reason of
not increasing the code rate to some other value was that
the feature vectors specific to speakers are considered to be
finite and of small dimensions. The increase in code rate will
increase the payload at the subsequent data link layer and
thus may introduce latency in the authentication procedure.
For higher values of N, that is,for indirectly higher block
lengths chosen, the decoding performance using Successive
cancellation decoding has been plotted.

From Figure 4, it is observed that as N increases to 512 or
1024 for a given fixed code rate chosen here as 1/2, the feature
vectors were showing more integrity at the decoding stage,
than while using the N = 32 or 64 as the BER performance
was observed to be better with increasing value of N. Table 2
summarizes the findings for the BER values obtained at
various Eb/No, N and K values as specified.

FIGURE 4. Comparative BER performance of Polar codes used for MFCC
coefficients using SC coding with variable (N, K), code rate 1/2.

Table 2 provides the frame error rate values obtained at
Eb/No of 2.5 dB. The FER for a scenario of uncoded MFCC
coefficients is obtained at the receiver side and its quite high

TABLE 2. BER analysis of Polar Coding, code rate =1/2, N=1024.
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up to 7 × 10−1. With Polar encoding done and then trans-
mission and decoding of these MFCC coefficients the FER
values are quite lower up to 2.16×10−4. With the code rate of
1/2 used in every case, for higher code lengths the Successive
cancellation decoding algorithm works optimally, but when
looked into the FER values obtained, its error-correction per-
formance not effective for short code lengths. Also, it suffers
from the drawback of latency in decoding and if there is
a decision error in one of the estimated vectors, the error
propagates for all estimated vectors.

Therefore, in the context of employing the polar coding
technique alongside the SC decoding method, while main-
taining a consistent code rate (K/N) across the entire process,
it has been noted that, at specific Eb/No levels, opting for
larger values of N and K leads to lower bit error rates.
Additionally, with an increase in Eb/No, the bit error rate
decreases for all selected values of N and K. Consequently,
the values N=1024 and K=512 have been set as constants for
all subsequent implementations. It is important to note that
the complexity of the decoder escalates with higher N values,
thus necessitating a careful consideration of computational
time.

Implemented Successive Cancellation List Decoding
Algorithm:
// l < L max and Lmax Is fixed
1 SCL with l
2 IF CRC is verified, the codeword is the most probable

Else
3 IF (2∗Lo< Lmax)
4 then calculate L=2∗Lo
5 Go to 1

Else
6 consider codeword is the most probable

In order to investigate the performance and reliability of
polar codes, Successive Cancellation List decoding algorithm
was introduced by Tal et al in [20] and it was used with
optimum Lo value. While implementing this method, two
bits, bit 0 and bit 1 are generated in each iteration of decod-
ing and finally Lo most probable best sequences are used.
This decoder can also use Cyclic Redundancy Check (CRC)
algorithm. For the verification purpose, highest probability
codeword is chosen. If CRC is not verified, the value of Lo
is doubled and the CRC aided SCL decoding are repeated.
Figure 5 displays the comparative results for polar coding
technique used with decoding done by two different methods.
As shown the after 20 iterations the FER performance is better
for SC list decoding method with N=1024 and K=512 bits
per frame, than the SC decoding method whereas Figure 6
gives similar results as that of FER for BER performance with
coding gain higher in SC list decoding.

It has been observed that the FER performance with
N = 1024 bits is better in terms of lower FER with increase
in Eb/No values for Successive cancellation list decoding
method rather than for only SC decoding procedure. Though

FIGURE 5. Comparative FER performance of Polar codes used for MFCC
coefficients using SC and SCL decoding methods at code rate of 1/2.

FIGURE 6. Comparative FER performance for all the Polar decoding
methods used for coded MFCC versus uncoded MFCC coefficients.

the complexity of SCL algorithm relies on CRC calcu-
lations and double decoding and CRC checks, the FER
performance curves at code rate of 1/2 are indicating that
SC list decoding can be the best decoding method as for
now in applications involving forward error correcting polar
codes.

Table 3 illustrates the compatibility of the SC list decoding
method with a speaker recognition system, demonstrating its
capability over SC method to accurately retrieve the original
MFCC coefficients even when transmitted through a noisy
channel.
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TABLE 3. FER analysis of Polar Coding, code rate = 1/2 N=1024 at
Eb/No = 2.5 b.

VI. ACCURACY FINDINGS FOR THE PROPOSED SPEAKER
RECOGNITION METHOD
The method used for calculating accuracy or overall perfor-
mance can be applied to many applications such as voice
recognition, lossy data compression which includes voice and
image compression. As discussed in Section II, FAR is the
measure of the system’s vulnerability to false acceptance and
FRR the measure of the system’s likelihood to falsely reject
genuine users is evaluated in this implementation. A lower
FAR is desirable because it means the system is less likely
to mistakenly grant access to unauthorized users. A lower
FRR is preferred because it means the system is less likely
to deny access to authorized users. The threshold value for
classification can be determined by estimating the score dis-
tribution where EER minimizes to a value point where both
FAR and FRR are equal. Accuracy is defined as the propor-
tion of correctly verified speakers among the total number
of enrolled speakers within a speaker authentication system.
In the context of a locally created database in this research
work, comprising 21 speakers, Table 4 presents the obtained
accuracy percentages, reflecting the success rates of speaker
authentication for these 21 individuals.

The approach adopted was text-independent, where each
speaker produced a random short sentence for a dura-
tion of 3 seconds. The feature vectors were derived from
the 13 MFCC coefficients extracted from the 3-second voice
samples. Results obtained are comparedwith uncodedMFCC
scenarios with those results provided by researchers in [25]
and [26]. As shown in Table 2, the comparison of accuracy
percentages in terms of number of speakers correctly rec-
ognized out of the database of 21 speakers, around 95.2 %
accuracy was obtained when polar coded MFCC parameters
used for voice authentication. Speaker verification without
the channel coding being used gives accuracies percentages
of about 80 to 90 % [25]. When CNN is used along with
uncoded MFCC, recognition accuracy increases above 92 %
as shown in the comparative analysis in [26]. Thus, the accu-
racy percentage obtained as shown in Table 2 is indicative that
using Polar codes, the MFCC coefficients obtained across a
noisy channel are still useful and able to provide successful

voice authentication for a text independent scenario which
has been implemented.

TABLE 4. Accuracy percentages for successful speaker authentication
using uncoded and coded MFCC coefficients.

The database consists of 21 distinct speakers that includes
both male and female speakers. Sound files are stored before-
hand corresponding to 21 speakers. Testing is done in real
time for the speaker recognition in a normal environment.
Recognition rate of the trained VQ codebook model is
defined by (6), where, RR is the recognition rate, N correct is
the number of correct recognitions of testing speech samples
per digit, and N total is the total number of testing speech
samples.

RR = (Ntotal/Ncorrect)X100 (6)

Results obtained are thus compared with those recogni-
tion systems which use 13 MFCC vectors as provided
by researchers in speaker recognition domain as given in
[25] and [26]. The FAR and FRR values were found to be
0.09 and 0.19 respectively. In cases where a speaker recog-
nition attempt initially fails, it typically takes a maximum of
three subsequent attempts to achieve a successful recognition.
High value of FAR is related with security whereas FRR is
related to convenience of the end user. Ideally these values
should be lower to achieve at a minimum equilibrium point
and recognition rate or accuracy of 95.2% is obtained for
the implemented MFCC based remote speaker recognition
system.

In our study, we found that the inclusion of Polar coding in
the MFCC transmission process resulted in an average total
authentication time of 4 seconds. This represents a 2-second
increase compared to the use of uncodedMFCCs, attributable
to the Polar decoding procedure. Given our emphasis on
accuracy percentage, we are keen to address the need for
reducing computational time and complexity, which will be a
key aspect to be further investigated.

133928 VOLUME 11, 2023



N. Wankhede, S. Wagh: Enhancing Biometric Speaker Recognition

VII. CONCLUSION
As a part of conclusions derive from this research work, the
primary objective was met to ensure the fidelity of MFCC
parameters extracted from voice signals originating from
diverse speakers. To achieve this goal, the performance of
polar codedMFCC coefficients in contrast to their unencoded
counterparts was meticulously examined and compared in
terms of Bit error rate. Polar encodedMFCC coefficients sent
to a distant system, with a code rate of 1/2, employing a block
length of 1024, were extracted back using the successive
list decoding method. To evaluate the effectiveness of the
approach used, accuracy has been calculated for the speaker
recognition system using a modest database consisting of
21 speakers and vector quantization for feature matching
procedure. This allowed to benchmark the accuracy rate
obtained through the implemented system against already
existing research in speaker recognition that did not employ
Polar codes. The results of this research, which utilized
text-independent speech andMFCC coefficients derived from
speech signals, demonstrated a significant improvement in
remote speaker recognition accuracy, reaching 95.2%. More-
over, the incorporation of polar coded MFCC coefficients
into the authentication process led to impressive performance
metrics, with a False Acceptance Rate (FAR) of 0.09 and a
False Rejection Rate (FRR) of 0.19. The reduction in bit error
rates achieved through the use of Polar coded MFCC coef-
ficients translated directly into improved recognition rates
for remote speaker authentication. Hence, in the context of
remote voice biometric authentication, exploring additional
contemporary forward error-correcting codes within noisy
channel environments emerges as a promising avenue for
enhancing the accuracy and dependability of authentication
systems.
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