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ABSTRACT Using deep learning models, we predict information system security indicators and obtain
corresponding security evaluation scores. The scores of these predicted security evaluation are used as the
input data of regression tree model, and the security grade protection evaluation system is constructed. The
model training process involves four different models: VGG19, ResNet-50, XceptionNet, and EfficientNet.
Based on the training results, we find that the EfficientNet model consumes fewer computational resources
in single detection while achieves a detection accuracy of 99.93%. Subsequently, we apply the CART
regression tree to assess the network security posture of 14 commercial systems. The test results of the
model show that the mean absolute percentage error(MAPE) is 0.029 and the correlation coefficient is 0.9.
These empirical results strongly support the performance of the proposed model and show its significant
potential in improving security assessments. With these training results, we gain preliminary insights into the
performance of each model and select the EfficientNet model with the best performance for the generation of
subsequent security posture evaluation data.Ultimately, the developed security grade protection assessment
system provides a reliable and efficient evaluation means for the network security.

INDEX TERMS CART regression tree, data collection and analysis, EfficientNet, security indicators,
security data correlation.

I. INTRODUCTION
As our society becomes more interconnected and technologi-
cally advanced, the challenges of protecting our systems and
society from evolving threats is becoming increasingly com-
plex. Therefore, it is an ongoing topic to design more efficient
and effective cybersecurity solutions [1], [2]. Cybersecurity
refers to utilizing various methods to protect the systems from
threats and vulnerabilities, and to efficiently provide correct
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services to users. Combined with the experience in grade
consulting, grade evaluation and risk assessment, the analysis
technology of network security grade protection conducts
key interpretation, indicator reference, inspection guidance
and rectification guidance, and builds a knowledge base for
grade protection requirements analysis, compliance strat-
egy baseline recommendation library, security configuration
operation knowledge base, and security risk knowledge base.
It also provides support and evidence for gap assessment,
grade evaluation and operational security self-inspection
in the construction of user units’ grade protection.

130990

 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0001-5095-1515
https://orcid.org/0000-0003-1919-3407


S. Lin et al.: Evaluation of Network Security Grade Protection Combined With Deep Learning

The Managers have an overall understanding of the security
situation, so that they can quickly respond to the complex
security threats [3]. Some scholars have conducted rele-
vant research on security evaluation models. Ksiezopolski
et al.proposed the approach how to introduce the adaptabil-
ity to the network in 2009 [4]. As the general assessment
methods were simply to calculate the risk value, Hu et
al. proposed a risk assessment model based on classified
security protection in 2010 [5]. Cai et al. discussed the
grade-protection evaluation of network systems in extr-
lanet systems in 2017. He discussed the grading of grade
protection, selection of evaluation objects and institutions,
and safety rectification [6]. Based on the existing security
technology and products, Sun et al. analyzed the relevant
technical management requirements of the scheme design
and studied the design method and process by combining
with the information security grade protection system [7].
At present, there are some problems in traditional methods of
graded protection evaluation, such as different understanding
of safety indicators, ambiguity of judgments, uncertainty
of judgment intervals, and unreasonable division of eval-
uation indicator weights. In view of the above problems,
Zhi et al. proposed an evaluation method for security grade
protection in data center network based on fuzzy synthesis
and AHP [8]. Savva et al. considered the joint problem
of protecting the confidential demands from eavesdropping
attacks and protecting the network from link failures in
elastic optical networks (EONs) [9]. Based on Python lan-
guage and Django framework, Wang et al. completed the
construction of cloud-computing network security grade pro-
tection evaluation system [10]. Based on the above research,
we decide to build a new network security grade protection
evaluation system from two aspects of technology and man-
agement. We match the different grade protection control
items, security grade of objects, asset status, policy status,
risk situation and system situation, evaluate the algorithms
and self-learning functions through AI intelligent gap, com-
prehensively evaluate the overall security compliance and
risk situation centered on the grading system based on the
risk assessment models, and help users reflect the secu-
rity situation of the grading objects. Quantitative analysis
is performed on the grading objects to build a security
evaluation model based on the international standard spec-
ifications. According to the comprehensive multiplication
method, we evaluate the relative levels of assets, threats and
vulnerabilities by considering the key parts of security risk
assessment, threats, vulnerability severity and their related
factors, such as likelihood of threat occurrence, likelihood
of threat success, and vulnerability severity of assets. Then,
the relative value of the risk is calculated by multiplying
these values, and the risk level is determined based on the
range of the risk level. In the process of network situational
awareness, it is necessary to model the complex networks,
analyze the network security situations, and provide the
quantitative results for network situational awareness [11].

To achieve this process, it is necessary for the situational
awareness model to have a powerful knowledge base that
can quickly detect and match the network situations, and
perform inference to provide reliable situational awareness
results. In recent years, with the impressive performance
of artificial intelligence algorithms in feature extraction,
many researchers have studied and developed solutions for
network security situational assessment based on artificial
intelligence. Yang et. al. proposed a new calculating security
indexes method based on CNNs [12]. Yuan et al. proposed a
ML-based method for malware detection that utilizes more
than 200 features extracted from both static and dynamic
analysis of Android app. There are many challenges when
developing a flexible and efficient NIDS for unforeseen and
unpredictable attacks [13]. Javaid et al. proposed a deep-
learning-based approach to develop such an efficient and
flexible NIDS [14]. Tang et al. applied a deep-learning
approach to conduct the flow-based anomaly detection in
an SDN environment [15]. Kim et al. constructed an IDS
model with deep learning approach [16]. The experimen-
tal results show that the proposed technique can respond
to the attack in real time and significantly improve the
detection ratio in controller area network (CAN) bus [17].
Yin et al. explored how to model an intrusion detection
system based on deep learning, and proposed a deep-learning
approach for intrusion detection using recurrent neural net-
works (RNN-IDS) [18]. Al-Qatf et al. proposed an effective
deep-learning approach based on the STL framework, named
self-taught learning (STL)-IDS [19]. Ferrag et al. investi-
gated deep learning approaches for cyber security intrusion
detection, the datasets used, and a comparative study [20].
These indexes can help assess the network situation.
Bao et al. aimed at the background of big data and AI to opti-
mize the design of information security situation awareness
system, including optimizing system hardware configura-
tion, standardizing the synchronous operation mechanism
of AI in multiple data security perception, improving
the information security situation inference algorithm,
designing the system software structure, and adding com-
parative repair steps based on security characteristic
parameters [21].

At the same time, SaaS model evaluation and wireless
communication based on data security have been widely
applied in software service industries such as data secu-
rity and wireless communication. For example, this research
implements a security evaluation framework to uncover
security vulnerabilities in e-commerce operations beyond
checkout/payment integration [22]. Swetnam et al. presented
a strategic blueprint for creating and managing SaaS cyberin-
frastructure and IaC as free and open-source software [23].
In data security area, Cai introduced the construction of
wireless communication network security risk prediction
model and the implementation of prediction scheme based
on recurrent neural network(RNN), which provides an effec-
tive method for mobile wireless network security data
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prediction [24]. The rigorous security analysis and compar-
ative study show that the mechanism proposed by Das et al.
has significantly better security and comparable communica-
tion and computational costs than the relevant schemes [25].
Aiming at the quantum algorithm which can solve the prob-
lem of large integer decomposition and discrete logarithm
in polynomial time, Zhang et al. proposed an anti-quantum
computing key management scheme for clustered sensor
networks [26].

We proposed amodel for network security grade protection
detection using deep learning techniques. The model uses
computing, networking and storage resources as basic build-
ing blocks, and selects and predefines a technical architecture
based on system requirements. The specific implemen-
tation usually involves integrating software virtualization
technology (including computing, networking, storage and
security virtualization) into the same unit node, and each
unit node can be aggregated through the network to achieve
modular seamless expansion and build a unified resource
pool [27]. Real-time adaptive decision-making response is
made according to the actual situation, and the emergency
response plans can be quickly generated. Security policies
are proactively pushed to critical devices on the entire net-
work, so that the security incidents can be alerted in real
time. It needs to fully protect against security threats and
achieve intelligent data linkage to enhance the defense capa-
bilities [28]. The fusion of multiple security capabilities
enables all the security capability modules to fully cor-
relate the information generated during the data detection
process, which completely changes the criticism of informa-
tion fragmentation in traditional security devices. Users can
fully grasp the threat situation without manual mining and
analysis [29].

The existing network security evaluation methods have
notable limitations [30]. Traditional graded protection assess-
ment methods suffer from inconsistency, subjectivity, and
poor adaptability due to human assessments, hindering
their effectiveness in rapidly evolving threat scenarios [31].
Deep learning integration in security assessment is still
limited, missing the opportunities to harness complex
data patterns. Scalability issues hinder the incorporation
of additional security control points and network expan-
sion. Real-time situational awareness is often insufficient,
impacting proactive defense. Inadequate quantitative anal-
ysis impedes prioritization and risk communication, while
resource-intensive approaches deter regular assessments.In
response, our research leverages deep learning to offer a
precise, scalable, and real-time network security assess-
ment solution. Our approach enhances the accuracy, adapts
to evolving networks, and provides actionable insights for
robust security risk management.

II. METHOD
To further optimize the security assessment system of the
information systems, we adopt an assessment strategy that

focuses on network intrusion security indicators. As the
intrusion detection system is the main source of secu-
rity elements in situation awareness, its accuracy directly
affects the assessment of network security. It can detect the
maliciousness without compromising the security of hosts
and networks [32]. This article further combines network
intrusion security with security factors, such as devices
and applications, to construct a multifactor fusion network
security situation assessment scheme, further improving the
effectiveness and accuracy of security situation assessment.

A. INTRUSION DETECTION ALGORITHM BASED ON DEEP
LEARNING
In terms of improving the network security grade of the
system, the traditional network security protection system
mainly focuses on the protection of the boundary, such as
controlling the corresponding gate switch or defining the fire-
wall to directly reject the attack. It also uses various physical
isolation or network protection methods to prevent the attack
from penetrating the network. The traditional model for han-
dling abnormal network traffic tends to be defensive, and thus
there will be hidden threats. Once the defense is breached,
it is easy to be further invaded. As the new network attacks
become increasingly complex and diverse, the traditional
method has many problems, such as difficulty in data feature
extraction, low accuracy, high false alarm rate, and high
operating costs. In order to solve the above problems, we built
an efficient network intrusion detection system based on deep
learning [33], [34]. This system can detect various types of
attacks, including PortScan, Web Attack, DOS, DDoS, Brute
Force and Bot, achieving the monitoring and perception of
network traffic intrusion and improving the security grade of
the service platform. The detection process is shown in Fig.1.

FIGURE 1. Framework diagram of intrusion detection algorithm.

1) DATA PREPROCESSING
To enhance the data availability of the model, it is necessary
to perform preliminary processing on the log data read in
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real time. This processing includes data cleaning, conversion
and dataset enhancement. Data cleaning involves deleting all
missing values, irregularly formatted values, infinite values,
and features unrelated to classification. Features that are not
directly related to attack behavior, such as Destination Port,
Bwd PSH Flags, and Fwd URG Flags, may even interfere
with model training. Therefore, they should also be deleted.

To effectively utilize the feature extraction capability of
deep learning and obtain the accurate network attack detec-
tion results, it is necessary to convert network traffic data
sets from text form to image form. This conversion requires a
more efficient and effective use of deep learning techniques.
To accomplish this, a non-linear transformation is first used to
normalize the features of each data type. The normalized data
is then scaled to a range of [0, 255]. The data transformation
process is as follows:

X ′
= 255 × QuantileTransformer(X) (1)

where X ′ represents the resulting data after transforma-
tion, which is a new dataset consisting of network traffic
data that has been processed and converted.X denotes a
specific numerical value within the original dataset, which
can be a sample or a feature. QuantileTransformer(X) is
a non-linear transformation function used to normalize the
original data x.Be transformed in this way, the data can be
visualized in form of images, which can be used as the input
of a deep learning model.

2) MODEL BUILDING AND OPTIMIZATION
We converted the text data of network traffic into
two-dimensional image data, and utilized the feature extrac-
tion ability of deep neural networks to learn various types
of network attack patterns, As shown in Fig.2. Specifically,
we focused on the following attack types: PortScan, Web
Attack, Brute Force, DDoS, Bot, and DoS, generating the
corresponding image datas.

FIGURE 2. The text data of network traffic into two-dimensional image
data.

(1) PortScan Image Data: These images represent the
PortScan attack patterns in network traffic. PortScan

indicates that a malicious user scans target hosts to discover
open ports and services, conducting the subsequent attacks.
PortScan image data displays the frequency of port scan-
ning and the distribution of port numbers on different target
hosts.

(2) Web Attack Image Data: These images reflect web
attack patterns in network traffic. Web attacks target web
applications with malicious behaviors, such as SQL injection,
cross-site scripting (XSS), and others.WebAttack image data
presents different attack patterns on various web applications,
including malicious injection attempts on specific parameters
and insertion of malicious code.

(3) Brute Force Image Data: These images reveal brute
force attack patterns in network traffic. Brute force attacks
try all possible password combinations to crack passwords or
access protected resources. Brute Force image data attempts
multiple logins for specific accounts or resources, and
each attempt may involve different username and password
combinations.

(4) DDoS Image Data: These images represent the Dis-
tributed Denial of Service (DDoS) attack patterns in network
traffic. DDoS attacks overload or make a target system
unavailable by simultaneously launching a large number of
requests from multiple sources. DDoS image data shows the
concentration of source IP addresses, request frequency, and
other related information.

(5) Bot Image Data: These images display bot attack
patterns in network traffic. Bot attacks involve mali-
cious software automatically executing attack activities
through infected computers. Bot image data presents dif-
ferent patterns of malicious activities on various com-
puters, such as bulk sending of spam emails and DDoS
attacks.

(6) DoS Image Data: These images demonstrate Denial of
Service (DoS) attack patterns in network traffic. DoS attacks
overload a target system with malicious traffic or requests
until it becomes unavailable. DoS image data shows the con-
centration of requests and the duration of attacks in network
traffic.

We utilize the feature extraction ability of deep neural net-
works to learn various types of network attack patterns.Then,
the extracted features are classified through classifiers to
achieve network intrusion detection. We select EfficientNet-
B0 as the backbone network of the network intrusion
detection model. We replace the last fully-connected layer
of EfficientNet with two fully-connected layers and regard
the corresponding Softmax activation function as the output
layer [35]. This approach can effectively identify the different
types of cyber-attacks. The loss function used in this model is
the categorical cross-entropy loss function, which is defined
as follows:

loss(pd, ed) = −

∑
x

pd(x) log(ed(x)) (2)

where pd(x) is the real sample distribution probability, and
ed(x) is the predicted sample distribution probability.
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B. THE CALCULATION OF INTRUSION SECURITY
INDICATORS
The evaluation results of intrusion security indicators are
determined by the severity and impact of threats on network
security. The severity of threats is determined by the number
of occurrences of various attacks, as well as the severity fac-
tors of various attacks. Therefore, we use an efficient neural
network to detect the current security status of the network,
and identify the types and quantities of possible network
attacks. The impact of threats is calculated by referring to
the evaluation table of attack impact for the common vul-
nerability scoring system. The scores for confidentiality (C),
integrity (I), and availability (A) are shown in Table 1.

TABLE 1. The evaluation results of attack impact.

Using Table 1, we calculate the threat impact of each attack
as follows:

Pi = Ci + Ii + Ai (3)

The calculation method of intrusion security index is shown
in Formula (4).

Ci =
1

N −Mn

n−1∑
t=1

Ti × Pi (4)

where N represents the total number of network traffic data
samples collected by the system platform, n represents the
number of identifiable network attack types(n = 6), Mn
represents the number of occurrences of normal data, and P
represents the threat impact score.

We obtained the scores for confidentiality, integrity, and
availability of the information system through the deep learn-
ing model. Based on these scores, we calculated the threat
impact of each attack. Then, according to these security
indicators, we classify the security grade of the informa-
tion system into three aspects: network intrusion security,
device and computing security, and application and comput-
ing security. This comprehensive evaluation enables us to
assess the overall security performance of the information
system.

C. CONSTRUCTION OF SECURITY INDICATORS
Because the evaluation conclusion of the security grade
protection object is influenced by the scores of multi-
ple security control points, we adopt three different types
of security factors as evaluation indicators, including net-
work intrusion security, device and computing security, and

application and computing security indicators. The sec-
ondary indicators of equipment and computing security,
as well as application and computing security indicators,
have determined at least five indicator values of con-
trol points. The security grade indicators of the evaluated
information system can be finally represented as C =

{C1,C2,C3}, where C1 represents the network intrusion
security indicators, C2 represents the device and computing
security, and C3 represents the application and com-
puting security indicators. The indicators of device-and-
computing security and application-and-computing security
are respectively C2 = {C21,C22,C23,C24,C25,C26} and
C3 = {C31,C32,C33,C34,C35,C36,C37}. For example,
in the ‘‘device and computing security indicators’’, ‘‘identity
authentication’’ is C21 and ‘‘access control’’ is C22, as shown
in Table 2.

TABLE 2. Composition of indicators of the measured control points in the
measured system.

From the security classification in the statistical list of
information security measurement indicators and the analy-
sis of the basic indicator points in Table 2, it can be seen
that information security measurement consists of several
security grade measurement indicators and security control
frequency indicators. Fuzzy set theory can play a decisive
role in network assessment, which essentially uses conceptual
fuzzy theory to study the undetermined things and quantifies
them into information that can be displayed by a com-
puter through a matrix model. In this research, the fuzzy
comprehensive judgmental decision-making method is used
for information system measurement in the grade assess-
ment conclusions. The grade assessment conclusions are:
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‘‘Excellent’’, ‘‘Good’’, ‘‘Fair’’ and ‘‘Poor’’. We calculate the
score as follows:

100 −

∑p
k=1

∑m(k)
i=1 non-conformity assessment item weight∑p
k=1

∑m(k)
i=1 assessment item weight(Wi)

× 100 (5)

where p is the total number of items measured by the number
of subjects, andm(k) is the number of corresponding subjects.
The determination and comprehensive calculation models are
shown in Table 3.

TABLE 3. Judgment basis for rating assessment conclusion.

From Table 3, we can see that the assessment results break
the bottom line of 60 points, and the basis of determination is
more scientific.

D. SECURITY ASSESSMENT BASED ON CART REGRESSION
TREE
According to the quantitative indicators in Section II-B,We
utilize a deep-learning model to predict the security indica-
tors of the information system, obtaining the corresponding
security evaluation scores. These predicted security evalu-
ation scores are then used as input data of the regression

tree model, so as to construct the security grade protection
evaluation model.we use the CART regression tree to cal-
culate the network situation value in that time period, and
finally evaluate the attack degree of the network according to
the network security level table. Assuming that the number
of application systems used as evaluation case samples is
and the number of security control points for each sam-
ple is, the data matrix can be constructed as shown in the
Formula (6):

R = (rij)m×n =


r11 r12 · · · r1n
r21 r22 · · · r2n
...

...
. . .

...

rm1 rm2 · · · rmn

 (6)

in which rij represents the score of the j-th security con-
trol point in the i-th application system. The calculation
method is shown in Algorithm 1, and the correspond-
ing comprehensive score of each application system is
Y = {y1, y2, · · · , ym}.

Algorithm 1 Weighting of Measurement Indicators
Inputs: the weight coefficient of the evaluation object index
µj, the matrix security control point fjl , and the eigenvalue of
the security control point λl
Outputs: three categories of indicators rhi
(1) For each security control points l ∈ [0,m]:
Calculate the weight coefficient of secondary indicators

µj =

m∑
l=1

fjlλ l (7)

(2) Calculate the weight values of secondary indicators. Let
wj be the weight value of each indicator, then

wj =
∣∣µj

∣∣ ÷

n∑
j=1

∣∣µj
∣∣(j = 1, 2, · · · , n) (8)

n∑
i=1

wi = 1 (9)

(3) Finally, calculate the scores of the three categories of
indicators Chi in the following formula:

rhi =

n∑
i=1

WijCij(i, j = 1, 2, · · · , n) (10)

Based on this feature space, we construct the correspond-
ing CART regression tree. Traverse each feature in R (i.e.,
each column), take the corresponding values in feature j (r)
as splitting points s in turn, and then divide the original feature
space into two subspaces R1 and R2:

R1 (j, s) =

{
r|r (j) ≤ s

}
(11)

R2(j, s) =

{
r|r (j) > s

}
(12)

VOLUME 11, 2023 130995



S. Lin et al.: Evaluation of Network Security Grade Protection Combined With Deep Learning

First of all, we calculate the mean value of the output val-
ues R1 and R2 (i.e., the overall scores of each application
system):

ĉm =
1
Nm

∑
ri∈Rm(j,s)

yi , r ∈ Rm , m = 1, 2 (13)

And then, we can find the optimal split feature j′ and optimal
split point s′ through the traversal in (1), so that the sum of
the mean square errors of the output values R1 and R2 is
minimized, as shown below:

min
j′,s′

min
c1

∑
ri∈R1(j′,s′)

(yi − c1)2 + min
c2

∑
ri∈R2(j′,s′)

(yi − c2)2


(14)

Partitioning R1 and R2 obtained by dividing R using j′ and
s′ as left and right subtrees of the root node R [36]. Repeat
the above steps on the left and right subtrees, and recur-
sively generate the regression tree. To avoid overfitting the
training dataset and enhance the generalization ability of the
regression tree, the pre-pruning algorithm is used to reduce
the number of leaf nodes [37]. The degree of reduction
in mean square error is used as the criterion for pruning.
If the difference between the sum of mean square errors of
the left and right subtrees obtained by splitting a node and
the mean square error before splitting is less than a certain
threshold, the node will not be split. At this point, the node
becomes a leaf node in the regression tree, and its value
is the average of the recorded comprehensive scores. The
final generated CART regression tree can be represented as
follows:

f (x) =

M∑
m=1

ĉmI (x ∈ Rm) (15)

in which f(x) represents the output of the CART regres-
sion tree model. This output value typically serves as a
prediction for security assessment, used to evaluate the
degree of network attacks or other relevant security per-
formance indicators. Here, cm stands for the value of a
leaf node, signifying the predicted score for that node,
while I is an indicator function indicating whether the
input data point belongs to the region defined by the leaf
node.

After completing the construction of the regression tree
through the above steps, we input the scores of the security
control points of the tested system to obtain the corresponding
leaf node value. This value is the predicted value of the
protection grade conclusion of the tested system.

III. RESULTS
A. MODEL TRAINING RESULTS
In this study, we trained four different models, namely
VGG19, ResNet-50, XceptionNet, and EfficientNet, and then
selected the model with the best performance. We used
three Tesla V100 GPUs to conduct the training, and set the

batch size as 32 to obtain pre-trained weights.The dataset
was divided into three sets with a ratio of 7:1.5:1.5, result-
ing in 11,900 samples for the training set, 2,850 samples
for the validation set, and 2,850 samples for the test set.
The input images were resized to 224∗224 with 3 chan-
nels. The learning rate for training was set to 0.001, and
the Adam optimization algorithm was used, where the
weight of first-order moment estimate is 0.9 (i.e., gradi-
ent’s first moment) and the second-order one is 0.999 (i.e.,
gradient’s second moment).During the training process, the
‘‘early stop’’ technique was employed. The model’s perfor-
mance on the validation set was continuously monitored,
and if there was no improvement within a specified num-
ber of epochs, the training process would be terminated
early, and the model with the best performance on the
validation set would be saved. This approach prevents over-
fitting and excessive training of the model on the training
data, ensuring better generalization performance. As shown
in Fig.3, the number of training steps of VGG19 model
is 930, with an accuracy of 0.803; the number of train-
ing steps of ResNet-50 model is 558, with an accuracy
of 0.987; the number of training steps of XceptionNet model
is 1116, with an accuracy of 0.988; and the number of train-
ing steps of EfficientNet model is 744, with an accuracy
of 0.999.

As shown in Fig.4, the umber of training steps of VGG19
model is 930, and the minimum training gradient value is
0.01806. The number of training steps of ResNet-50 model is
558, and the minimum training gradient value is 0.00875. The
number of training steps of XceptionNet model is 1116 and
the minimum training gradient value is 0.00003. The number
of training steps of EfficientNet model is 744 and the mini-
mum training gradient value is 0.00044.

According to the training results, ResNet-50 and Xcep-
tionNet models perform well, with the accuracy reaching

FIGURE 3. Comparison of training accuracy for four models.

FIGURE 4. Comparison of training gradients for four models.
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98.7% and 98.8% respectively. However, the performance of
VGG19 model is relatively poor, the accuracy of which is
only 80.3%. EfficientNet model performs best on the training
set, with an accuracy of close to 100% and a small training
gradient. It is the top-performing model. Through these train-
ing results, we can have a preliminary understanding of the
performance of each model and select the best performing
model for the generation of security situational assessment
data.

B. SECURITY SITUATION ASSESSMENT RESULTS
The security grade protection evaluation model fully con-
siders the influence of each security control point on the
evaluation conclusion and controls the size of the regression
tree through dimensionality reduction and pruning, ensuring
the efficiency of the prediction process. Experiments show
that this model can effectively predict the security evaluation
conclusion scores of information systems. The results can
provide quantitative indicators for the security evaluation
of security control points in related business systems. The
scores of security control points and comprehensive scores
of 14 business systems are shown in Table 4.

TABLE 4. Sample evaluation cases.

Using the above samples as input, we construct a deep
learning model based on the security control points of busi-
ness systems, with a threshold of 0.5 as the mean square
error reduction. Another 5 business systems are deployed
in the same network domain, and the corresponding secu-
rity control point scores are obtained through vulnerability
analysis and penetration testing. Based on the scores, a test
set is constructed to evaluate the trained decision-tree model.
We use three indicators, namely mean absolute percentage
error (MAPE), mean square error (MSE), and coefficient
of determination (R2), to evaluate the fitting degree of the
constructed model, which is calculated as follows:

MAPE =
1
n

n∑
i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (16)

MSE =
1
n

n∑
i=1

(ŷi − yi)2 (17)

R2 = 1 −
SSE
SST

= 1 −

n∑
i=1

(yi − ŷi)2

n∑
i=1

(yi − ȳ)2
(18)

where n is the number of samples, yi is the true value of the
comprehensive score for the i-th sample, ŷi is the predicted
value of the comprehensive score for the i-th sample, and
ȳ is the mean value of the true comprehensive score for the
n samples.
According to Table 5, the mean absolute percentage error

(MAPE) of the test result MAPE is 0.029, which is close
to 0, indicating that the predicted values of the comprehen-
sive score obtained through the model have a small error.
The MAPE represents the accuracy of the model’s pre-
dictions. In this case, a MAPE of 0.029 or 2.9% means
that on average, the model’s predictions of comprehen-
sive scores for the business systems are very close to the
actual scores. It indicates that the model can reliably esti-
mate the security status of these systems, which is crucial
in security assessment. A low MAPE suggests that the
model’s predictions are highly trustworthy and can be used
safely.

TABLE 5. Evaluation results of test set.

The Coefficient of Determination, often named R-squared,
measures how well the independent variable (in this case,
the model’s predictions) explains the variance in the depen-
dent variable (the actual comprehensive scores). An R2

of 0.9 means that approximately 90% of the variance in the
actual scores can be explained by the model’s predictions.
In the context of security assessment, it strongly indicates that
the model is effective in capturing the underlying patterns and
trends in the security control point scores. It suggests that the
model is a valuable tool for evaluating the security posture of
business systems.

In fact, these resultsmean that the proposedmodel is highly
accurate and effective in predicting security grades. Security
assessments are critical for identifying vulnerabilities and
threats, and such an accurate model can assist organizations
in making informed decisions about their security strate-
gies and resource allocations. That MAPE is low but R2

is high indicates that the model’s predictions closely align
with security conditions in the real world, which enhances its
practical utility in security assessments and decision-making
processes.

IV. DISCCUSION
As the main source of security elements in situational aware-
ness, the accuracy of the intrusion detection system affects
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FIGURE 5. Recognition accuracy of different types of attacks.

TABLE 6. Accuracy and efficiency of four models.

the assessment of network security directly. The performance
of the proposed method is evaluated based on the four
commonly used performance indicators, including precision,
recall, accuracy and F1-measure. Acc shows the ratio of
correct predictions with respect to all samples. The precision
defines the ratio of truly detected attacks to all packets that are
classified as attacks. The F1 score is defined as the harmonic
mean of precision and recall, mathematically represented as
follows:

ACC =
TP+ TN

TP+ TN + FP+ FN
Pr e =

TP
TP+ FP

Rec =
TP

TP+ FN
F1 = 2 ×

Pr e× Rec
Pr e+ Rec

(19)

where TP represents true positive, FN indicates false neg-
ative, FP represents false positive, and TN represents true
negative.

In this experiment, we tested the four networks of VGG19,
ResNet-50, XceptionNet, and EfficientNet respectively, and
compared the model parameters, accuracy (ACC) and aver-
age time consuming (Average Time, AT) of a single detection.
The experimental results are shown in Table 5. The model
parameter size reflects the calculation complexity of the
model. The more complex the mode is, the larger the param-
eter amount and the longer the calculation time will be.
The optimal backbone network structure is determined by
comparing the parameters and time consumption of different
backbone networks. From the comparison of accuracy and
efficiency in Table 6, it can be seen that the parameter scale
of EfficientNet is significantly lower than those of VGG19,

ResNet-50, and XceptionNet. The model shows high detec-
tion efficiency, with the detection accuracy of 99.93%. The
results show that the EfficientNet-based anomaly detection
model can effectively identify potential network intrusion
attacks.

To test the effectiveness of the model, multiple data sam-
ples are randomly selected from different types of attack
data in the test set. It can be seen from Fig.5 that ours
scheme has significant effects on identifying different types
of network attacks. Especially forWeb Attack and Bot attack,
other models have significant errors, while the experimental
scheme shows high stability. Therefore, the experimental
results show that the improved intrusion detection algorithm
can provide effective data support for security situation
assessment.

V. CONCLUSION
In this study, we have embarked on a journey of utiliz-
ing the power of deep learning models and data analysis
techniques to enhance the assessment of network secu-
rity grades. We constructed a unified data analysis system
that integrates advanced models like VGG19, ResNet-50,
XceptionNet, and the highly efficient EfficientNet. Our find-
ings have demonstrated that due to its remarkable detection
accuracy of 99.93% and low computational resource con-
sumption, the EfficientNet model emerges as a promising
choice for single detection tasks. Afterwards, we employed
the CART regression tree model to perform network security
situational assessments on 14 commercial systems. The test
results of our model show that the Mean Absolute Percent-
age Error (MAPE) is 0.029 and the correlation coefficient
R2 is 0.9. These metrics indicate that our proposed model
has strong predictive power and emphasize its potential to
revolutionize security assessments. The significance of this
research is not just about model performance. We have also
explored the application of deep learning models, particularly
EfficientNet. These models can provide high accuracy but
exhibit small training gradients, paving the way for more
efficient training and deployment in real-world scenarios. Our
novel approach involves integrating these predictive security
scores derived from deep learning models into a regression
tree model. This holistic security grade protection assess-
ment system provides a comprehensive solution. It includes
proactive defense mechanisms, swift event responses, and
post-event audits, promising a multi-faceted approach to
security.

Furthermore, our research may address several challenges
in traditional security assessments, such as inconsistency,
subjectivity, fuzziness, and poor adaptability. By introduc-
ing deep learning techniques and analyzing advanced data,
we can dynamically link network security with fields, such
as automatic production lines, machinery manufacturing,
electrical and electronic engineering, and control science.
Looking ahead, our research will lay the foundation for
further advancements. Future studies should focus on refin-
ing deep learning models, exploring new data analysis
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techniques, and expanding the scope of this assessment
system to cover a broader spectrum of network security
scenarios. Our work offers a promising trajectory towards
smarter, more accurate, and more adaptable security eval-
uations, which is crucial in an era of constantly evolving
complexity.

In conclusion, this research plays an important role in
modernizing and improving network security assessments.
Through deep learning, data analysis, and artificial intel-
ligence, we have created a robust and efficient security
grade protection assessment system that can cater to the
diverse security assessment needs of various industries.
The insights gained from this study have the potential to
reshape the landscape of security assessments and empower
the organizations to stay ahead in an ever-changing digital
environment.
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