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ABSTRACT A robust distributed state estimation algorithm for AC/DC system with AC tie lines and high
voltage direct current (LCC-HVDC) tie lines is proposed. The proposed algorithm consists of robust DC
state estimation in the coordinator and robust distributed AC state estimation, and implements sequential
solving by exchanging coupling variables of the AC/DC system. For AC state estimation, a distributed state
estimation algorithm based on the bilinear algorithm is designed, which can achieve the same accuracy
as the centralized algorithm. Robust state estimator based on the exponential absolute value function and
exponential square function is suitable for reducing the influence of outliers and can reduce the operation
scale by simplifying the nonlinear iterative process in distributed state estimation. Finally, the correctness
and effectiveness of the algorithm is verified by simulation of three IEEE 118 bus systems interconnected

through AC/DC hybrid tie lines.

INDEX TERMS Distributed state estimation, bilinear state estimation, robust state estimation, AC/DC

systems, LCC-HVDC.

I. INTRODUCTION

State estimation (SE) is a prerequisite for many applications
in the energy management system (EMS), providing input
data for economic dispatch, optimal power flow, contingency
analysis efc [1]. So, it is an essential part of modern EMS,
which ensures the stable and secure operation of the power
system [2], [3], [4]. The goal of power system state estimation
is to provide state estimates of bus voltages information based
on the raw measurements collected by the supervisory control
and data acquisition (SCADA) system or phasor measure-
ment units (PMUs) [5]. The requirements of data privacy in
each control center and the heavy calculation load make it
more and more difficult for integrated state estimation (ISE)
to adapt to large-scale network. Distributed computing may
be a more sensible choice [6]. Distributed state estimation
(DSE) allows each aggregate bus or control area to have its
own processor for local state estimation, control area only
need to exchange a small amount of data with each other
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and can obtain results with the same accuracy as integrated
computing [7].

The distributed state estimation algorithm can be divided
into hierarchical state estimation and decentralized state esti-
mation. Almost all distributed algorithms are refined on the
two architectures to assure global convergence and enhance
computing efficiency.

Fully decentralized state estimation [8], [9], [10], [11],
[12], [13], [14], [15] does not need a coordinator, and
each subsystem only exchange data with adjacent subsys-
tems. However, fully decentralized algorithm requires data
exchanges with high communication costs and has slow
rate of convergence because it has more information being
exchanged and needs more iterations compared to the hierar-
chical algorithm [14].

Hierarchical state estimation is usually a two-level struc-
ture [16], [17]. In the first level, each subsystem estimates
the states according to its local measurements and uploads
the boundary information to the coordinator. In the second
level, the coordinator combines the estimated boundary states
and boundary measurements to estimate the boundary states
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again. The traditional two-level state estimation only pays
attention to the coordination of boundary states and does
not involve the correction of the calculation results from
subsystems, making it unable to obtain the global optimal
solution. Lagrange multiplier method can be used to improve
the traditional structure [18]. The coordinator modified the
internal calculation results from each subsystem after the
calculation of the boundary variables of each region. On this
basis, the algorithm with weight updating [19] was proposed
to effectively improve the estimation quality. The sensitivity
of the local objective function to the boundary state [20]
was used to replace the boundary variables for lessening
the amount of data exchange. To reduce the frequency of
data exchange between two levels, the distributed parallel
sub-regions and tie-line state estimation were adopted [21].
The sub-region calculations were corrected according to the
sensitivity matrix coordination algorithm and the regional tie-
line state estimation result. The hierarchical state estimation
algorithm can more efficiently use the information of each
region and effectively realize multi-region parallel state esti-
mation for faster convergence and lower communication cost.

There are several complications arising from distributed
state estimation. First, the received measurements may con-
tain bad data. Robust state estimation can identify these bad
measurements and weaken its impact on estimation results.
Maximum exponential absolute value state estimation [22]
and exponential objective function state estimation [22], [23]
are common robust algorithms. They can curtail the weight
of bad data through nonlinear iteration and automatically
suppress the influence of bad data and model deviation.
In order to improve the efficiency of the cost function, a new
robust state estimator based on the exponential absolute value
function and the quadratic cost function is proposed for power
system state estimation which obtains smaller state estima-
tion errors under non-Gaussian measurement noise [24].

Another problem faced by the distributed state estimation
algorithm is the influence of the DC system. All of the algo-
rithms mentioned above are only used in AC systems. With
the development of HVDC technology, many HVDC project
have been widely implemented, forming a large-scale AC/DC
interconnected power grid. The research on distributed state
estimation algorithms for AC/DC power grids mainly focuses
on AC/DC microgrids interconnected by DC tie lines [11],
[25], [26], [27], [28], instead of the system with AC/DC
hybrid tie lines. Besides, the above methods neglect the
coordinated correction of boundary bus power and voltage
amplitude and the acquisition of DC sub-region reference
values [28].

In this paper, a robust distributed state estimation algorithm
for AC/DC systems with AC tie lines and HVDC tie lines is
proposed to wrestle with the two complications. The major
contributions of this study are as follows:

(1) A new distributed algorithm architecture for AC/DC
systems with AC tie lines and HVDC tie lines is pro-
posed. The robust DC state estimation (DC SE) is set in the
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coordinator, exchanges coupling variables with AC system
to achieve alternating solutions, so the information exchange
between AC and DC systems takes place at coordinator.
Only AC system needs distributed computing. The distributed
AC state estimation (AC SE) does not involve convergence
problem, and only exchanges data twice. The total number
of information exchange only depends on the number of
alternating solutions between AC and DC systems.

(2) The bilinear robust algorithm [15] is adopted to resist
the influence of bad measurements. The influence of out-
liers can be reduced by the weight matrix by linear iteration
based on the proposed robust state estimator. Nonetheless,
the bilinear algorithm leads to the appearance of repeated
measurements. Therefore, the corresponding solution to the
problem of repeated measurement is also proposed, which
can be replaced by its relationship with other measurements.

(3) In the bilinear state estimation, the reference bus acqui-
sition of the AC system is implemented in the second linear
state estimation, but it is not suitable for AC/DC hybrid
systems. Thus, a reference bus selection method is proposed
to obtain unified reference values of each AC/DC subsystem.

The overall structure of the paper is as follows:
Section II introduces the overall computing architecture of
the algorithm, and the model for both the AC state esti-
mation and DC state estimation. Section III introduces the
principle of the distributed computing mechanism. Section [V
supplements the details of distributed computing. Section V
discusses the method for bad data suppression. Section VI
provide the whole process for the robust distributed AC/DC
state estimation algorithm. Section VII provides some test
results to verify the effect of the algorithm.

Il. THE CALCULATION ARCHITECTURE OF THE
ALGORITHM

The solution for AC/DC state estimation can be divided into
the unified method [29] and the sequential method [30].
In the unified method, the state variables of AC system
and DC system are included in a unified objective func-
tion and solved iteratively at the same time. The sequential
method divides AC/DC state estimation into AC SE and
DC SE, which is then solved sequentially. In the sequential
solution, AC SE and DC SE need to exchange boundary
variables. When the exchanged variables are within a cer-
tain error range, the AC/DC state estimation converges.
Besides, the convergence speed of this alternating solution is
faster.

According to the sequential method, AC SE and DC SE
are solved independently and sequentially. The DC SE of all
DC tie lines is carried out in the coordinator. For AC SE, the
DC tie line is regarded as load Spc at the point of common
coupling (PCC) bus, so each subsystem only calculates the
AC SE of the local AC power grid. Each subsystem needs to
exchange the equivalent information to coordinator after local
AC SE calculation. When the distributed AC SE is completed,
each subsystem sends PCC voltage to the coordinator, and
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FIGURE 1. Computing architecture of the algorithm.

the coordinator calculates the DC SE according to the PCC
voltage. The above calculation process is repeated until the
change of PCC voltage and power is small enough. The
distributed computing structure is shown in Fig. 1.

InFig.1, PCC voltage refers to the voltage at the connection
point of AC/DC system; The power injection into DC system
Spc refers to the power flowing from AC system to DC
system. GBB and F, p are the equivalent information matrix
and vector. xp is the global boundary states vector which
contains the boundary states of the whole system. As shown
in Fig. 1, distributed AC/DC state estimation can be divided
into distributed AC SE of subsystem (The dotted red box
in Fig. 1) and DC SE calculation in the coordinator. The
calculation model of AC SE and DC SE are introduced in
the following section.

A. STATE ESTIMATION OF DC SYSTEM
The schematic diagram of a typical two-terminal LCC-HVDC
transmission system is as follows:

C.I + jQDC.I

D

FIGURE 2. Model of a two-terminal LCC-HVDC.

As shown in Fig. 2, a DC system is composed of the
converter, converter transformer and DC transmission line (its
resistance is Rpc). The connection points between AC system
and DC system are defined as PCC buses (namely R and I in
Fig. 1). The direction of power flowing from AC system to
DC system through PCC buses is set as the positive direction,
therefore, the power flow at the PCC bus is defined as the
power injection into DC system. The PCC voltage and power
injection into DC system are the exchange variables between
AC SE and DC SE in the sequential method.

In steady-state conditions, rectifier equations can be
expressed as follows:

32
Upcor = TTRUR (1-1)
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3
Upc.r = Upco.rcosa — ;XC.RIDC (1-2)
cospr = Upc.r/Upco.r (1-3)
Ppc.r = UpcrIpc (1-4)
Opc.r = Upc.rIpctandg (1-5)

where Upc g is the PCC voltage at the rectifier side, Upco g is
the no-load DC voltage, T is the converter transformer’s ratio
on the rectifier side, X¢ g is the commutated reactance and ¢g
is the power factor angle on the rectifier side. The subscripts
“R” in the above variables represent that they are variables
on the rectifier side, and replacing “R” in these subscripts
with “/” indicate that they are inverter side variable. Ipc is
the current. « is the ignition delay angle of the rectifier side.

The inverter, just like the rectifier has similar equations,
distinguished by the subscript “I”:

32

Upcor = TTI Ur 2-1
3

Upc.r = Upco.cosy — ;XC.IIDC (2-2)

cos¢y = Upc.i/Upco. (2-3)

Ppc.1 = —Upc.ilpc (2-4)

Opc.1 = Upc.iIpctang; (2-5)

where y represents the extinction advance angle on the
inverter side. Also, the relationship between DC voltage and
current is as follows:

Upc.r — Upc.r = IpcRpc 3)

For DC system, if the converter transformer’s ratio and
DC voltage are known, the rest variables of DC system can
be solved. Therefore, these variables can be defined as state
variables of DC SE. Furthermore, in order to simplify the
form of measurement equations, some other variables are also
defined as state variables. To sum up, the state variables set
of DC system is as follows:

T
xpc =[Upcr Upca TR Tr ¢r o1 Ipcay | 4

Measurements from DC system includes the power injec-
tion into DC system, converter transformer’s ratio, DC volt-
age and current, as shown in equation (5-1)-(5-9).

Upc'r = Upcr+e (5-1)
Upc'y = Upci +¢ (5-2)
In¢' =Ipc +¢ (5-3)
pe.r = UpcrIpc + ¢ (5-4)
pcr = —Upc.ilpc + ¢ (5-5)
Opcr = Upc rIpctangr + & (5-6)
Opc'1 = Upc.lpctand; + ¢ (5-7)
Tlgwa =Tr+e (5-8)
" =T +e¢ (5-9)

where ¢ represents the measurement deviation. According
to equation (1-1)-(3), the DC system also has the following
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virtual measurements:
Upcr — Upc.

Upc.r
0=cospp — ———— +¢ (6-2)
3?75TRUR
Upc.i
0=cospy — —— +¢ (6-3)
227U
3

342
0= Upc.r+ —Xc.rlpc — _\/_TRURCOSO[ +e  (6-4)
b b

3 3J2
0=Upcs+ ;XC.IIDC - TTI Uicosy + ¢ (6-5)

The virtual measurement equation (6-1)-(6-5) contains the
state variables of AC system, i.e., the PCC voltage Ug, which
needs to be updated by AC SE. In addition, the control
equations of DC system will also be used as measurements
in the DC SE. Taking the control mode of constant current
at rectifier side and constant extinction angle at inverter side
as an example, the corresponding measurement equation is as
follows:

IS = Ipc + & (6-1)

vt =y te (6-2)

The measurement equations corresponding to other control

modes can be derived from the equations of DC system and

will not be repeated. It should be noted that the control

equation gives an accurate value of state variables, so these

measurements should be given a higher weight in the DC SE
calculation.

B. OVERVIEW OF THE BILINEAR STATE ESTIMATION
ALGORITHM
The bilinear state estimation (BSE) [15] is adopted to esti-
mate the state of AC system. By introducing auxiliary state
variables and auxiliary measurements, bilinear state estima-
tion achieves accurate linearization of measurement equation.
BSE consists of two linear state estimation (LSE-1 and
LSE-2) stages and a nonlinear transformation stage. In the
conventional state estimation algorithm, the voltage ampli-
tude and phase angle of the bus are selected as the state
variables, and the measurement equations of the state vari-
ables are nonlinear.

While in the first stage (LSE-1), the new state variables of
LSE-1 are defined as follows:

Ji=U? (8-1)
K,‘j = U,‘U,‘COS@,']' (8-2)
Lij = U;U;sin0; (8-3)

U; and 6;; are the magnitude and phase angle difference
of the bus voltage. Based on the above definition of state
variables, the measurement equation of conventional mea-
surement for new state variables is a linear equation.

Pt = Z (GijKij + BijLij) + GiiJi + Ppc.i 9-1)

jei
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Q" = Z (GijLij — BijKij) — BiiJi + Opc.i 9-2)
JEi
where G;; and B;; are the conductance and susceptance of
row i and column j of the node admittance matrix, Ppc ; and
Opc.; are the active and reactive power injection into the DC
system. According to the alternating solution method, they
are regarded as constant when solving AC SE.
In the second stage (nonlinear transformation), the mea-
surements of LSE-2 can be obtained by nonlinear transfor-
mation of the estimation results of LSE-1:

" = InJ; (10-1)
o = In (Kg + Lg) (10-2)
gm’ = acrtan (L;/KZ-JQ-) (10-3)

The variable with ““A” represents the optimal estimates of
state variables.

In the third stage (LSE-2), InU; and 6; are defined as the
state variables of LSE-2, and the measurement equation of
LSE-2 is expressed as follows:

o{lmea =2InU; + ¢ (11-1)
af“ = 2InU; + 2InU; + ¢ (11-2)
Qi;nea =U—U+s (11-3)

The objective function of LSE-1 and LSE-2 both have the
following form:

ming (x) = (Z — Ax) W (Z — Ax) (12)

where A is the measurement coefficient matrix, W is the
weight matrix, Z is the measurement vector, and x is the state
variables vector. The optimal estimates of state variables in
LSE-1 and LSE-2 satisfy the linear equations:

ATwax =ATwz (13)

The above equation is a linear equation, so the optimal
estimate can be solved by the following equations:

-1
= (ATWA) ATwz (14)

There are two advantages of using the bilinear algorithm.
One of the important features is that the measurement equa-
tions of the voltage amplitude and phase angle are decoupled
in LSE-2, so their state estimates can be performed separately.
Based on this characteristic, the LSE-2 is also highly compu-
tationally efficient. Another advantage is that there is no need
to choose initial values for the iteration, as they are simply and
reliably provided by LSE-1. Therefore, as long as the result
of LSE-1 is accurate, the LSE-2 virtually yields the optimal
solution after a single run of the three-stage procedure. This is
also the reason why robust state estimation is performed only
in LSE-1 in section V. This result was verified in reference
[12], and we also carry out simulation tests to verify this in
Section VIL

In summary, bilinear state estimation only needs to solve
two linear problems to get the optimal state estimates. At the
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same time, the algorithm does not involve the convergence
problem, so it does not need to perform iterative calculation.

IIl. THE PRINCIPLE OF THE ALGORITHM

A. AC SE OF THE SUBSYSTEM

According to the distributed computing structure mentioned
in Section II, the DC SE of all DC tie lines is carried out in the
coordinator. Therefore, each subsystem only needs to model
the internal AC network and regards the DC system as a load.
Take the interconnection system with two subsystems as an
example, in which the modeling of subsystem 1 is as shown
in Fig. 3 below.

Detailed model of subsystem's

¢ Other subsystem
internal network

T

.

|

\. |

| |

AC tie-line model } }

| |

1m0 =0 !
JE S A N TS Y !
== =t e !
DC tie-line model b

vs

DC. 5
QO Internal buses [0 Power injection measurement

@ Internal boundary buses > Branch power flow measurement

@ External boundary buses

FIGURE 3. Model of subsystem 1.

Because the DC tie-line is modeled in the coordinator and
is regarded as a load in the subsystem’s AC SE, DC tie
line model is represented by the dotted line in Fig. 3. Each
subsystem will model the internal network and the AC tie-
line in detail. Because the AC tie-line is modeled repeatedly
in different subsystems, its terminals are defined as boundary
buses. Further, the boundary buses near the internal network
are defined as the internal boundary buses, while the bound-
ary buses on the external network side are defined as external
boundary buses. The measurements from the subsystem are
divided in a non-overlapping way: the power flow measure-
ment near the internal boundary buses is divided into the
subsystem, and the measurement near the external boundary
buses is divided into the adjacent subsystem. The measure-
ments of DC system and branch power flow measurement at
the PCC bus are incorporated into the coordinator.

The measurements of different subsystems will involve the
same state variables, namely boundary state variables. The
boundary state variables’ definition of LSE-1 and LSE-2 is
different. In LSE-1, the tie-line power flow measurement is
related to the state variables of the subsystems on both sides,
so it is defined as boundary states. Taking subsystem 1 of
Fig. 3 as an example, the boundary states of LSE-1 are as
follows:

_ T
x[L;lSE ''=[Kn3 L3 | (15)

In LSE-2, the state variables of the internal and external
boundary buses of the subsystem are defined as the boundary
states.

2 = (U InUs 6 65 " (16)
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B. DISTRIBUTED COMPUTING MECHANISM BASED ON
EQUIVALENT INFORMATION DATA EXCHANGE

Since bilinear state estimation includes two linear state esti-
mation, the distributed AC SE can be discussed with linear
estimation model. The linear equation (13) satisfied by the
optimal solution of linear state estimation can be shortened
as follows:

Gx=F (17)

G is defined as information matrix and F is defined as the
information vector. Taking three subsystems as an example,
the global state vector is arranged in order such that the
internal state variables of each subsystem comes first and the
global boundary state variables comes second:

T
x = [x,Tl x,T2 x}; xg ] (18)

where xj; is the internal state variables of subsystem i, xp is
the global boundary state variables, that is, the union of the
boundary state variables of all subsystems.

We partition the row of A and Z according to the measure-
ment of subsystem, and partition the column of A according
to the state variables arrangement of (18). It should be noted
that the premise of this block form is that different subsystems
do not contain the same measurements.

Z A A p
Z= |12, |, A= Az, A2 p
| Z3 A3z A3zp
S,
W= W, (19)

In the above equation, A;, j is the measurement coefficient
matrix of subsystem i to the internal state of subsystem j.
Since the measurement of subsystem i has nothing to do
with the internal state variables of other subsystems, when
i is not equal to j, matrix Ai_lj is a zero matrix. A; g is the
measurement coefficient matrix of subsystem i with respect to
the global boundary states, W; is the equivalent weight matrix,
its specific calculation formula is in (38).

Combining (18)-(19), we can get the block matrix form of
(17) as shown in (20):

G, G X1 Fr,
GIzIz GIzB X1, FIZ

= 20

Gr, GiB Xy Fr, (20)
Gpr, Gpr, Gpi, GBB XB Fp

The calculation formulas of block matrices and vectors are
as follows:

G, = Al WiAi 1, @21-1)

Gip =Al,WiAi 21-2)
3 3

Gpp = ZAZBWI'ABJ = ZG(i)BB (21-3)
i=1 i=1

Fj, = Al WiZ; (21-4)
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3 3
Fp = ZA?:BW,'Z,‘ = ZF(,')B (21-5)
i=1 i=1

G;)pp and F(;p are the blocks of the information matrix
and the information vector at the position of the boundary
states, and are calculated by subsystem i.

By retain the global boundary state variables in (20)
and eliminate the internal state variables of the subsystems
according to gauss elimination method, the following equiv-
alent equations can be obtained.

Gppxp = Fp (22)

In (22), Gpp and Fp are the global equivalent boundary
information matrix and global equivalent boundary informa-
tion vector respectively. In terms of solving xpg, (22) and (20)
are completely equivalent. After obtaining xp, the subsystem
can calculate the internal state variables by using the follow-
ing formula according to its own measurements:

Guixy, = Fy, — Gpxp (23)

Combined with (20) and the principle of equivalent calcu-

lation, the calculation formulas of Gpp and Fg are as follows:
3

Gpp = z (G(i)BB — Gy, Gl,-l,»_lGl,»B)

i=1

(24-1)

Fp= z (F(i)B - GBI;GI,-I;_IFI,-)
i=1
Since the summation terms in the above equations are
only related to the information of each subsystem, (24-1) and
(24-2) can also be written in the following form:
3

(24-2)

Gos = > Gps (25-1)
i=1
3

Fg=7 Fos (25-2)
i=1

G(,-)BB and F(i)B are the internal equivalent information
matrix and the internal equivalent information vector respec-
tively of subsystem i. According to the above discussion,
the internal equivalent information é(i)BB and F, (HB can
be calculated independently by each subsystem, and then
(25-1) and (25-2) can be obtained at the coordinator and then
xp can be calculated. The dimension of G(,-)BB and F(i)g is
not high, and the data amount is acceptable in the distributed
calculation environment. When each subsystem obtains the
estimated value of the state variables by distributed calcula-
tion, the PCC voltage magnitude (belonging to the internal
state variables of the subsystem) is uploaded to the coordi-
nator, and the coordinator calculates the DC SE according
to the PCC voltage magnitude uploaded by each subsystem.
Then the injected power of PCC bus is obtained by DC SE and
transferred to adjacent subsystems for AC SE. The distributed
AC SE of subsystems and DC SE of coordinator are carried
out sequentially until the exchanged data variation is small
enough.

VOLUME 11, 2023

IV. DETAILED IMPLEMENT OF THE ALGORITHM

A. REPEATED MEASUREMENTS IN DIFFERENT
SUBSYSTEM

Equation (19) partitions the matrix on the premise that the
measurements of each subsystem are not repeated. LSE-1
satisfies this condition because the measurements are divided
by non-overlapping partition method. However, LSE-2 does
not satisfy this condition because the boundary state variables
(tie-line’s state variables K;; and L;;) of each subsystem in
LSE-1 will be transformed to the repeated boundary mea-
surements (o;; and 6;;) in LSE-2 by nonlinear transformation.
Therefore, if Z is still partitioned according to subsystem,
the measurement vector Z° corresponding to repeat mea-
surements must be subtracted from global measurement Z,
otherwise the repeat measurement will be counted twice in
the objective function. Accordingly, the measurement coef-
ficient matrix A° corresponding to repeated measurement
also should be subtracted from the measurement coefficient
matrix A.

VA A],[1 AiB
Z=\|2|-2°A= Aoy, Ayp | —A°
73 Az, Azp

(26)

Z, is the repeated measurement vector of the whole system,
that is, the branch power flow measurement of all tie-lines (c;;
and 6;). These measurements are only related to the global
state variables xp. A? is the repeat measurement coefficient
matrix of the whole system.

The objective function of LSE-2 can be expressed in the
following form:

3
minJ(x) = Z [Zi — Aix]" WilZ; — Aix]
=1

—[Z° — A°x]W°[Z° — A°x] 27

Z; and A; respectively represent the measurement vector
and measurement coefficient matrix of subsystem i, where Z;
of different subsystems contains the same measurement. Note
that A; is a matrix of measurement coefficients for the state
variables of the whole network.

Because the repeated measurements are only related to
the boundary state variables of the whole network. In the
information matrix and information vector corresponding to
repeated measurement, only the partition matrix G, and
the partition vector Fp, are not zero. So, (22) needs to be
modified to (28):

3 3
(z G — Gop)xp = Z Fup —Fy (28)
i=1 i=1
The equivalent information of LSE-2 can be calculated as
follows:
3
Gpp = Z (G(i)BB — Gpy, G,T,{. GI,-B) — Ggp

i=1

(29-1)
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3
Fp = z (F(,')B — GBIiGZItFIi) — FZC;B (29-2)
i=1
Let G([)BB and F (hp represent the partition of the infor-
mation matrix and information vector corresponding to the
repeated boundary measurements of subsystem i at the
boundary state varies. Since repeated boundary measure-
ments are only possible in two subsystems, the following
equation can be obtained:

3
2Ghp =D Glpp (30-1)

i=1

3
2Fg = Fiy
i=1

(30-2)

Therefore, the formula of the whole network equivalent
information matrix and the whole network equivalent infor-
mation vector can be transformed into a form similar to
LSE-1:

3 3
- 1
G = ZGU)BB - EGE)I')BB = z GsB (31-1)
i=l i=1
3 3
Fy ZZF(i)B_ EFi(,)B:ZF(i)B (31-2)
i=1 i=1

In the above formula, the summation term G(i)BB and F, (B
are only related to the internal information of subsystems and
can be calculated independently.

B. SELECTION OF THE REFERENCE BUS

In the distributed state estimation algorithm, the selection of
reference bus is an important problem to be discussed. In this
paper, the reference bus is determined by the coordinator.
In LSE-2, each subsystem calculates the internal equivalent
information without a reference bus. After receiving the inter-
nal equivalent information of all subsystems, the coordinator
obtains the equivalent elements shown in (31-1)-(31-2), and
selects a boundary bus as the reference bus to solve the
boundary state variables. When the subsystem calculates the
internal state variables according to (23), its reference bus
is determined as the boundary bus selected by the coor-
dinator, therefore, all subsystem have the same reference
bus.

C. COMPUTATIONAL EFFICIENCY ANALYSIS OF THE DSE
FRAMEWORK

Computational efficiency is related to the number of data
exchanges and the amount of data exchanges.

For the analysis of the number of exchanges, the distributed
computing of the AC system does not involve the convergence
problem, and only requires two data exchanges, so the total
number of information exchanges only depends on the num-
ber of alternating solutions between the AC and DC systems.
Generally, the convergence speed of the alternating solution is
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fast, so the total information exchange times of the algorithm
is less.

The amount of data exchanged by each subsystem is
another concern of distributed computing. Explain the mean-
ing of the subscript in G(z)BB, F, (i)B> G(t)BB and F, (B; firstly.
“(i)”” means that this is the equivalent information of subsys-
tem 7, “B;” represents the boundary variables corresponding
to subsystem i, and “B”’ represents the boundary variables of
the whole network. It should be noted that the subsystem’s
boundary state variables xp, is only a subset of the whole
network boundary state variables xp, so G(i)BB and F(i)B are
nonzero only the parts corresponding to their boundary state
variables xp,, as shown in the Fig. 4.

(i) B;B; FU)B,

G

(VBB F(i)B

FIGURE 4. Subsystem actual equivalent information matrix and
equivalent information vector.

In actual calculation, each subsystem only needs to trans-
mit G(,)B :B; and F(,)B when transmlttmg G(z)BB and F(,)B The
dimensions of the equivalent information matrices G(z)B,B,
and the equivalent information vectors Fi;p, are the num-
ber of boundary state variables. And G(;p;s, is a symmetric
matrix that only needs to transmit the upper or lower trigono-
metric elements. In LSE-1, the boundary state variables of
the subsystem are the state variables of the connect line. The
total number is twice the number of the contact line, and the
amount of data is not large. In addition, in the distributed
state estimation of AC-DC system, the injected power of DC
system only affects the equivalent information vector F;p;,
so the equivalent information matrix G;,, only needs to be
uploaded once, and the subsequent coordinator can be reused.

The situation with LSE-2 is slightly different. If the mea-
surement of LSE-2 is regarded as a branch, the measurement
coefficient matrix is basically equivalent to the transposi-
tion of the node-branch incidence matrix, so the information
matrix in LSE-2 has a structure similar to that of the subsys-
tem node admittance matrix:

G, Grar
Gpr1; Garr, GBIBE; (32)
Gge;B1; GBE;BE;

(A?ub)T WiAls_ub —

In (32), Af“b is the measurement coefficient matrix of
subsystem i for its own state variables, which should be
distinguished from A; mentioned above; The subscript /;,
BI; and BE; of the block information matrix represent the
internal bus state variables, the internal boundary bus state
variables and the external boundary bus state variables of
subsystem i respectively. By equivalent transformation of
(32), the internal and external boundary bus state variables
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are retained and the internal bus state variables are eliminated,
so the equivalent information matrix can be obtained:

~ Gaii; GBlBE, :|
G e [2o24) i i 33
Bibi |:GBE,'BI,' GBE;BE; (33)

According to (33), only Ggy,,pi; needs to be modified in
the equivalent information matrix, while other matrix blocks
are the same as before the equivalence. Gpy, s, is also a
symmetric matrix that only need to upload the upper or lower
trigonometric elements. In the subsystem, there is no branch
connection between the external boundary bus, so Ggg; B,
is a diagonal matrix, and all the elements are 0 except the
diagonal elements. Gpy; gg; is also a sparse matrix, and the
elements at ij are not O only if there is a connection relation-
ship between bus i and j. Similar to LSE-1, the equivalent
information matrix only needs to be uploaded once, and
only the equivalent information vector needs to be updated
later.

In general, the amount of data transmitted by subsystem
and coordinator is within the acceptable range, and the equiv-
alent information does not involve the detailed data inside
the subsystem, which is suitable for application in distributed
computing environment.

V. BAD DATA SUPPRESSION

The robust state estimation algorithm can automatically sup-
press measurement errors in the process of state estimation.
The maximum exponential square (MES) robust state esti-
mation algorithm [23] is widely adopted in AC system to
suppress bad data. Different from traditional bad data iden-
tification, the MES method can suppress bad data without
any extra bad data identification loop and it also has good
calculation efficiency. However, the window width of MSE
has a small optional range. The maximum exponential abso-
lute value state estimation (MEAV) [22] uses Laplace window
instead of Gauss window. Compared with the maximum
exponential square model, the window width has a wider
selection range. But it has non-derivable points that make it
hard to solve.

Fig. 5 shows the derivatives of cost functions 9J / ag; of
weighted least squares (WLS), MES and MEAV with respect
to measurement deviations ¢; / o;. According to the Fig. 5,
MES has better sensitivity than WLS when measurement
residuals are small. Besides, MEAYV is less sensitive to the
outliers especially when the measurement residual is larger,
which is conducive to reducing the influence of outliers on
state estimation.

In this paper, a robust estimator based on the exponential
absolute value function and the exponential square function is
proposed. The proposed robust estimator can be implemented
by minimizing the following function:

m

Je)= =" p& (&)

i=1

(34-1)
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FIGURE 5. The derivatives of cost functions of different estimators.

where pf is given by

82
i
—exp\ —ai— — | leil < ajo;
20}
& Cll2
—exp\ —|—|— =) le&il > aio;
[oF] 2

(34-2)
The parameter o is the window width. When the width is
narrow, the estimated value of state variables is close to the
true value, but it is hard to achieve the global optimal solution
because of the local optimal points. When the width is wide,
the local optimal points disappeared, but the global optimal
results may deviate from the true value. To get the best robust
estimation effect, the window width needs to be adjusted
gradually from wide to narrow. In this paper, we adjust the
window as shown in the following equation:

o ®tD = 0.9 % o* (35)

PE (&) =

The optimal estimation should satisfy the following
conditions:

m

z ope (g) 1 de; (x)
—&; =0
38i & 0x

(36)

i=1

The equation above can be transformed to the following
matrix form:

[ATW(x)A] x=ATW)zZ 37)

In (37), W(x) is defined as an equivalent weight matrix,
which is a diagonal matrix, and its diagonal elements are a
function of state variables which are shown in (38).

2
. &

exp (—Cl, — 20—2)
1

5 , el < ajoi
%i (38)
exp (—

af _ 4
2

i

wi(x) =

. leil > ajo;

0
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Equation (37) can be solved iteratively, as shown in
equation (39).

XD — [ATW (xk) A]_l ATW (xk) Z (39

The superscript k in equation (39) represents the number
of iterations. W(x(k)) is the weight matrix, whose diagonal
elements are the function of the state variables, as shown
in (38).

Because all DC tie lines’ DC SE is calculated in the
coordinator, the robust DC SE does not need to do dis-
tributed calculation. The bad data from DC system can also
be processed based on the above robust estimation, and the
equivalent weight principle can also be used for iterative
solution.

The coordination between robust estimation and alternat-
ing AC/DC state estimation is also a problem that needs to
be paid attention to. In the state estimation of AC system,
the DC system is regarded as a constant load Sp¢ (the initial
value is set to 0). For the robust estimation of AC system,
Spc generally does not have much impact. The PCC voltage
Upcc is obtained after the robust estimation of AC system.
Similarly, Upcc has little influence on the robust estimation
of DC system in general. Therefore, the robust estimation
of AC system and DC system respectively only needs to
be carried out once. After the measurement weight matrix
is determined according to the first robust estimation, the
weight matrix will be used in the subsequent calculation.
In this way, it is not necessary to carry out robust estimation
in every alternating AC/DC calculation.

VI. THE WHOLE PROCESS OF THE ROBUST DISTRIBUTED
AC/DC STATE ESTIMATION ALGORITHM
To sum up, the whole algorithm flow is as follows:

1) Initialize the AC system parameters: 0@ =10,
Wx®) = E, convergence criteria 0%'= 0.01. Ini-
tialize the DC system parameters: 0@ = 10, 10 =
7@ = 0 and @, yO @, ;3(0) > 0 and convergence
criteria 0% = 0.01. Set Upcco) = 1,Spcwoy) = 0,
convergence criteria e= 0.01.

2) The injected power of DC state estimation Spc is
received from the coordinator, ready for AC state
estimation.

3) Update window width o® . residual & and weight
matrix W(x(k)).

4) Perform LSE-1 according to the updated weight.

5) The convergence flags of internal state variables in
each subsystem are judged and uploaded, received the
convergence flags of other subsystems at the same time.
If one of the flags does not converge, go back to step 3),
else proceed to steps 6).

6) If c® > 5% g0 back to step 3), else proceed to
steps 7).
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7) The measurements of LSE-2 are obtained by nonlinear
transformation according to the optimal estimates of
LSE-1.

8) LSE-2 is performed according to the measurements
obtained from the nonlinear transformation.

9) Each subsystem sends PCC voltage Upcc to the coor-
dinator and the coordinator prepares for DC SE.

10) The PCC voltage is received from each subsystem
and starts to perform the DC robust state estimation.
Determine the equivalent weight matrix and get the DC
system injected power.

11) Conventional distributed state estimation of AC/DC
system is carried out according to fixed weight matrix.
The only need is to continue with steps (2) - (10) and
skip step (3) and (6). All the weights in the formula
are replaced by the weights obtained in the first robust
calculation.

Fig. 6 shows the flow chart of the algorithm. It should be
noted that only the first robust calculation needs to be iterated.
After the weight matrix is fixed, the conventional distributed
state estimation only needs to skip the steps in the red dotted
frame. The specific steps of LSE-1 and LSE-2 are also shown
in Fig. 6 with dotted blue frame.

VII. SIMULATION RESULTS

A. THE TEST CASE WITHOUT BAD DATA

We interconnected three IEEE 118 bus systems with tie lines
to construct the test system. The schematic diagram of the test
system is shown in Fig. 7.

The control mode of DC connection line 103(R)-330(I)
is that the rectifier side setting current is 0.63p.u. and the
inverter side setting arc extinction angle is 17°. The control
mode of DC connection line 26(R)-150(I) is 0.42p.u. of rec-
tifier side setting current and 1.28p.u. of inverter side setting
DC voltage. The measurements are obtained by adding a
Gaussian noise with a standard deviation of 0.001 to the
power flow calculation results. We formed 20 groups of
samples according to the Monte Carlo analysis method. The
control mode of these DC tie lines is constant control current
on the rectifier side and constant control extinction advance
angle on the inverter side. The distributed algorithm and inte-
grated algorithm are used to estimate the state of the system.
Fig. 8 shows the error of the centralized and distributed state
estimation results from the 20 samples, maximum and aver-
age absolute measurements error (JAUy|, |AU,y|), are used
as index to evaluate the performance of the state estimation
method. Fig. 9 shows the comparison of computing time
between the distributed state estimation algorithm proposed
in this paper and the traditional centralized state estimation
algorithm. Table 1 shows the error of the DC system estima-
tion result in one set of samples.

It can be seen from the measurement sets that the results of
the distributed computing are almost the same as that of the
integrated calculation. At the same time, the calculation time
is greatly reduced.
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Perform the DC robust state estimation and get
the DC system injected power Soc

Subsystems Coordinator

FIGURE 6. The flow chart of the algorithm.

VOLUME 11, 2023 131123



IEEE Access

H. Zhang et al.: Robust Distributed State Estimation of AC/DC System

TABLE 1. The difference of state variables between DSE and ISE.

State variables of DC system

DC tie line103(R)-330(I)

DC tie line26(R)-150(T)

DC voltage (p.u.) -4.3079%x107 -4.3104x107 5.6100x10° 5.8200x10%
Converter transformer’s ratio -1.6151x10°® 9.1540x10° -1.1797x10°® -6.9520x10°
Power factor (°) -1.5311x10°° 2.5701x107 1.2545x10° 8.0329x10°
DC current (p.u.) 6.3230%x107 4.1370x10°
Control angle (°) -9.84x107¢ -9.80x10 1.4707x10° 9.9853x10°
TABLE 2. Robust state estimation results of DC system.
Estimated measurement value Estimated measurement value of
Error measurements True value
of DSE RDSE
Active power injection into DC
-0.780469 -0.381036 -0.779464
system at bus 330
Reactive power injection into DC
0.183521 0.383427 0.186146
system at bus 150
( s ) ( 129 ) N3, is the number of measurements whose difference
@ ©) between the estimated value and the true value is in the range
.23 z‘ 3 Subsystem 2 of +£30, and N is the total number of measurements. The
w2 . . . . .
g 2 150 23 141 142 smaller the index C is, the better the estimation effect is. The
Z o——|§|—|§|—@ Q@ 0 larger the value of indicator C, the better estimation effect.
3

85 324

@

103 330 247 261 268

O—— =+ =+—1@ Subsystem3
= =i o B

FIGURE 7. Schematic diagram of the test system.

B. THE TEST CASE CONTAINING BAD DATA

The bad measurements are constructed to test the effect of bad
data suppression. The error measurements are constructed
by adding a Gaussian noise whose standard deviation is
100 times of the normal measurement on the true value. 3%
rate of bad measurements is added in the AC system. In DC
system, one measurement is randomly selected as a bad data
measurement in each DC tie line. We randomly generated
20 measurement samples containing the above error data.
In the AC system’s state estimation, the following two statis-
tical parameters C1 and C2 are defined to measure the quality
of the state estimation.

1 n R
C=->|U-U; (40-1)
n
i=1
N3
C2 = T x 100% (40-2)
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Fig.8 below shows the comparison between distributed state
estimation (DSE) and distributed robust estimation (RDSE).

The bad data in DC system is set in DC line 26(R) -150(I)
and DC line 103(R)-330(I). Table 2 lists the comparison
between conventional and robust estimation method of DC
SE in a specific sample.

It can be seen from Fig. 10, in all 20 samples, the Cl1
of robust SE is smaller and the C2 of robust SE is larger
compared with the conventional estimation method. Above
all, combined with Table 2, the robust estimation can suppress
the influence of bad data and can improve the quality of
state estimation. We added the following error measurements
to subsystem 1 to test the bad suppression effect for the
boundary region.

1)Active power injection at bus 26 in the internal boundary
of subsystem 1.

2) Active power injection at the internal boundary bus 85 of
subsystem 1.

3) Power flow of tie-line 23-143.

4) Active power injection into DC system at PCC bus 26.

The estimated results of error measurements are shown as
Table 3. According to Table 3, the estimated value of error
measurement is close to the true value, and it is not affected by
the error measurements, which reflects the suppression ability
of the algorithm for the boundary error measurement.
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FIGURE 9. Computation time comparison of the distributed and centralized state estimates for 20 samples.
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FIGURE 10. The C1 and C2 of DSE and RDSE of the 20 examples.

In order to verify that it is not necessary to add the robust
algorithm to LSE-2, we select sample 4 at random and add
the robust algorithm to its LSE-2. Table 4 lists the calculation
time of each stage in detail. In actual operation, the sensitivity
matrix is fixed after the first AC/DC iteration, so only the time
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spent in the first AC/DC iteration needs to be considered.
Table 4 shows that the LSE-2 adds a long extra computing
time, but the obtained C1, C2 statistical parameters is basi-
cally the same. Therefore, it is not necessary to add a robust
algorithm to LSE-2.
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TABLE 3. Estimated results of error measurements.

Error measurements True value Error value Estimated value
Active power injection at bus 26 3.1400 -3.1416 3.1395
Active power injection at bus 85 -0.2400 -0.4420 -0.2406
Branch power flow of tie-line 23-143 -1.0323 -2.0325 -1.0326
Active Power injection into DC system at bus 26 0.5468 0.8472 0.5476
TABLE 4. Calculation time of each stage.
The first alternating solution The second alternating solution
C1 C2
nonlinear DC nonlinear DC
LSE-1 transformation LSE-2 SE LSE-1 transformation LSE-2 SE
Computation
time Of LSE2 10y 0.001 0.863  0.004  0.002 0.001 0.004 0005 0000214 5271
with robust %
algorithm(s)
Computation
time of LSE-2 0.001 0.003  0.004  0.002 0.001 0.004 0005 0000255 °>6403
without robust %
algorithm(s)
VIIl. CONCLUSION [5] A. Abur and A. Gomez-Exposito, Power System State Estimation: Theory

In view of the shortcomings of traditional centralized state
estimation, a distributed robust estimation algorithm of
AC/DC system is proposed. The proposed algorithm can be
applied to hybrid AC/DC tie-line system. The decomposition
of AC SE and DC SE is realized by alternating solution.
Distributed AC SE adopts the bilinear algorithm, subsystems
and coordinator only need to exchange a small amount of
data twice to achieve the solution, which has high reliability.
In addition, this paper also solves the problem of repeated
measurements and reference bus selection caused by the
bilinear algorithm. Moreover, the designed piecewise robust
state estimator which has the advantage of MSE and MEAV
is used in the proposed distributed AC/DC state estimation
method to process the bad measurement data at the boundary
in distributed calculation way and realize the suppression of
bad data.
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