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ABSTRACT Event-driven Wireless Sensor Networks (WSNs) consist of thousands of tiny nodes. Sensor
nodes are prone to faults because of their fragility and the fact that they are typically placed in harsh
environments. Erroneous readings pose a high risk in many situations and affect the network’s reliability,
necessitating a solution to distinguish between true and faulty events. In response to this challenge, this
work proposes the Friendship Degree and Tenth Man Strategy (FD-TMS) method for true event detection
in WSNs. This new method can differentiate between erroneous readings and true events in a distributed
manner. The FD idea has previously been used to solve security problems, while military intelligence
operations have inspired the TMS and have never been used in WSNs. The FD-TMS consists of two
stages. In the first stage, it employs a majority voting approach considering the friendship degree among
voters. Voting among only trustworthiness nodes with high FD values will effectively differentiate true
events and incorrect measurements. The second stage will validate the voting process through a novel
perspective based on the TMS. TMS will check the voters’ replies based on the event’s location. The proposed
method will delete erroneous readings, while only the true event reports will be reported. FD-TMS was
comprehensively assessed in a simulation environment utilizing a performance analysis tool constructed on
Java. The results were compared to the baseline algorithm, highlighting key parameters like false alarms and
event detection accuracy. The simulation results demonstrated the proposed approach significantly enhanced
the performance of the baseline works.

INDEX TERMS Event-driven, friendship degree, measurement faults, tenth man strategy, wireless sensor
networks.

I. INTRODUCTION

The main goal of the Fourth Industrial Revolution (IR 4.0)
is to create an industrial environment that is smarter and bet-
ter connected, which can make industries more competitive
and improve the economy [1]. There are a lot of different
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technologies within IR 4.0, such as cloud computing, cyber-
security, intelligent machines, modeling, and simulation [2].
The Internet of Things (IoT) and Wireless Sensor Networks
(WSNss) are powerful technologies that make the environment
and objects smarter. These technologies are considered as
the backbone of IR 4.0 [3]. Furthermore, these technolo-
gies have been in great demand in recent years due to their
capabilities. By 2025, the expected number of sensors that
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will be deployed worldwide is projected to reach one tril-
lion [4]. WSNs are a collection of sensor nodes that sense
and detect environmental events and physical parameters in
a given area. Due to their cheap cost and durability, WSNs
are used in a range of applications, including agricultural,
health monitoring, and military surveillance [5], [6]. Sensors
are typically scattered randomly by helicopter or airplane in
harsh environments. Thus, the network topology is random.
In addition, sensors have a certain amount of energy. Most
of the time, it is difficult to replace or change these power
sources. As aresult, WSNs’ energy usage is a crucial concern.

WSNs can be classified into three classes based on
the activity pattern: query-driven, time-driven, and event-
driven [7]. Regarding these three classes, event-driven has
recently gained much scientific research attention [8], [9],
[10]. In event-driven WSNs, the network can sense and detect
environmental events as soon as they happen. They allow the
immediate detection of various events [8]. They also enable
communication to be reduced and the wasteful use of node
energy and computing resources to be avoided. They are
often used for applications whereby it is essential to respond
quickly to certain events, such as environmental observing
and disaster emergencies [9].

Event detection is a crucial task in event-driven WSNs,
and it is essential to prevent faulty nodes from produc-
ing erroneous readings, leading to inaccurate event reports.
False events generate incorrect decisions, affect the infor-
mation quality, and decrease network reliability. This work
focuses on accurate event detection in event-driven WSNs
and alerting Base Station (BS) while considering the possi-
bility of sensor measurement faults. Low-cost sensor nodes
are prone to malfunction, prompting serious concerns about
the network’s trustworthiness. Node failure may result from
electromagnetic interference, power loss, and physical dam-
age inside the sensing unit [11]. Numerous fault types, such
as soft and hard faults, may lead sensor nodes to produce false
data within WSN [12], [13], [14].

WSN’s reliability is negatively impacted by false data
reports caused by incorrect data (faulty events) [15]. If the
measurement errors generated by the defective sensor are
reported to BS, a wrong occurrence of a specific event will be
inferred by BS. Inaccurate events that result in false reports
are dangerous and pose a high risk in many applications [16].
Therefore, these faulty readings must be recognized and
deleted in event-driven WSNs. Unlike erroneous readings,
true readings must be reported to the BS to alert about real
event occurrences (for example, a forest fire). So that BS can
take countermeasures to handle the event.

Node failure is common in event-driven WSNs, with two
main reasons causing it. The first reason is hardware failure,
including issues with sensing units, memory, and batteries.
Secondly, there are software failures, such as routing and
Media Access Control (MAC) failures [12], [17]. In general,
node failures result from hardware malfunction inside the
sensing unit, leading to false judgments by the network due to
incorrect production of incorrect data [18], [19]. Therefore,
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WSNs must provide advanced methods to distinguish fault
events from true events [20], [21]. For example, several sensor
nodes have been randomly placed in a particular area to
measure physical parameters like temperature. When a sensor
detects a high temperature, it does not always mean a fire has
been triggered. It could be a mistake by the sensing unit of the
node. If incorrect readings are sent to BS, BS will conclude
that an event is happening. So, these wrong readings must be
detected and removed [20].

On the other hand, nodes inside the event area can also
sense unusual readings representing true natural occurrences
(true events) within the environment under monitoring. These
nodes must warn about a real event occurrence. These read-
ings must be sent to the BS immediately. So that BS may
take appropriate steps to deal with the problem. Distinguish-
ing between a fault and an event is a complicated task.
There are significant research efforts that have been proposed
and developed to address the faulty event detection prob-
lem in WSNs [20], [21], [22], [23], [24]. One of the most
well-known methods is sending all sensed data to the BS and
performing a centralized analysis of the data in the BS [25],
[26]. However, this approach has been analyzed to consume a
lot of time and energy and cause the network to be congested
increasingly. Therefore, the point where the event detection
is done should be given serious consideration. Hence, dis-
tributed methods have emerged to overcome the drawbacks of
the centralized methods for event detection in WSNs. Unlike
centralized control, distributed (decentralized ) methods, each
node, backbone node, or master node is in charge of a portion
of the network [27]. These normal nodes can interact directly
with other nodes to perform fault detection tasks without BS
interference. One of the fundamental methods in this category
that has continuously evolved is based on majority voting
among the node’s neighbors to distinguish between real and
fake events. However, using blind majority voting based on
the Boyer Moor algorithm, for example, will not provide
high detection accuracy and produce many faulty reports [20].
This is because many neighbor nodes may be considered
faulty nodes. The following are the contributions made by this
work.

o This work proposes a new algorithm designed for iden-
tifying faulty nodes. The primary objective of this
algorithm is to address and minimize the problems aris-
ing from inaccurate data readings generated by faulty
nodes. The technique utilizes the Friendship Degree
(FD) concept to detect and exclude faulty nodes from
the voting process within the network.

o This work proposes a novel algorithm inspired by
the Tenth Man Strategy (TMS), a concept utilized in
military organizations [28]. Rather than depending on
the conventional method of blind majority voting, this
algorithm checks the voters’ replies from different per-
spectives instead of following blind majority voting.
The algorithm verifies the network’s topology valida-
tion to accomplish this objective, utilizing the Monte
Carlo Method (MCM) to predict the event’s location.
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Consequently, nodes can evaluate different possibilities,
thereby gaining an accurate majority voting process,
resulting in a more robust and trustworthy WSN without
additional equipment.

o This work performed an extensive simulation of the
proposed method and compared it with existing methods
in terms of performance measurement. The outcome
of the proposed work has been evaluated based on the
performances of the false alarm rate and event node
detection, as both of these performance metrics pro-
vide trustable indications regarding the problem under
investigation.

The rest of the article is organized as follows: related works
on the event detection problem and previous solutions are pre-
sented in Section II. The problem formulation is explained in
Section III. The proposed solution is presented in Section I'V.
Simulation results and the performance evaluation are pre-
sented in Section V. Section VI concludes the paper with
future work.

Il. RELATED WORKS

True event detection strategies for WSNs have been sub-
stantially under investigation due to their importance for
the network’s reliability. This section analyzes an array of
existing research efforts that contributed to developing true
event detection methods in WSNs.

Reference [29] developed a solution to the event disam-
biguation problem in the context of a sensor measurement
malfunction. To identify such faults, they developed a dis-
tributed Bayesian method. The primary assumption of their
proposed method is that the environmental circumstances
are likely spatially correlated, and measurement mistakes
caused by malfunctioning equipment tend to be uncorrelated
(i.e., distinct from their neighbor nodes). In their proposed
algorithm, an event decision is governed by a binary decision
instead of an actual sensed reading, which makes this method
more energy consumption awareness. On the other hand,
in order to simplify the analysis of the Bayesian fault recog-
nition mechanisms, the algorithm assumes that all neighbors
must be inside the event region, which is the main draw-
back of this algorithm. Neglecting the node’s voting on the
event boundary will not reflect the real situation and effect
on the detection accuracy. Moreover, the threshold decision
scheme used in the voting process among neighbors produces
incorrect decisions about the events due to the randomized
nature of applying probability for the voters. The proposed
algorithm is dependent on a threshold decision, so it fails to
work in conditions where the environment changes rapidly.
Nodes located outside and on the event’s borders are forbid-
den from voting leading to inaccurate decisions about event
occurrence.

A Localized event boundary detection algorithm based on
majority voting has been suggested in [30]. This method has
high performance for event detection accuracy based on the
outlier detection and regional data analysis in spatial data
mining. Spatial data mining procedures can extract valuable
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insights from sensor data. The algorithm’s ability to iden-
tify pinpoint malfunctioning sensors within the network in a
localized manner can be advantageous. While the algorithm
focuses on event boundary detection rather than event region
detection, this can still be valuable for specific tracking appli-
cations. However, instead of using binary decision, the main
drawback is represented by the faulty sensor identification
algorithm employed real data, which consumed and wasted
energy. Energy-efficient operation is essential in sensor net-
works, and unnecessary information processing can quickly
deplete the sensor nodes’ limited power resources.

Distributed faulty sensor detection has been presented
in [31]. A majority vote among neighbors allows the high
detection of faulty sensors because all nodes regularly com-
municate the data sensed to their neighbors. However, this
method required a high density of neighbors for each sensor
node. Moreover, the main disadvantage of this method is that
it is not energy efficient because the nodes broadcast all the
sensed data to their neighbors. In addition, the proposed work
required a high density of neighbors for each sensor node to
accomplish the voting process successfully, which means it is
unsuitable for small and medium-density networks.

Reference [32] presented a wholly distributed General
Anomaly Detection (GAD) scheme for practical large-scale
Networked Industrial Sensing Systems (NISSs). The pro-
posed algorithm assumed measurement errors had Gaus-
sian distributions. The Distributed Matching-based Grouping
Algorithm (DMGA) is used to evenly distribute the division
of all sensory components into tiny, highly correlated groups.
Spatial correlation is a characteristic that many physical
events naturally possess. Since physical events are continu-
ous, these spatial correlations should be temporally connected
to previous mappings. The proposed algorithm proves the
scalability and efficiency of the event detection by computing
its worst-case complexity bounds. The proposed algorithm
is based only on the spatiotemporal correlations among sen-
sors within each correlation group without any information
about the event location. Moreover, the proposed algorithm
suffers from high overhead and typically involves a high
storage-intense operation. Thus, this approach suits industrial
sensor networks composed of specific sensor nodes with high
specifications.

In [33], a K-means clustering algorithm has been pro-
posed to filter out faulty nodes using voting techniques.
The algorithm can help sensor nodes to locate themselves
efficiently in the presence of faults without complicated com-
putations. However, this approach considers only the errors of
the nodes’ locations and neglects the sensing unit’s erroneous
readings that produce faulty reports. In addition, the proposed
algorithm assumes the faults can happen only in the normal
sensor nodes, and there is no probability for defects within
cluster head nodes.

Reference [34] proposed a hybrid energy-efficient dis-
tributed clustering method to detect the true event. The cluster
head nodes will be responsible for the execution of the
majority voting, while the backup nodes will store all sensed
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data. Cluster Head nodes isolated faulty nodes efficiently
by using hypothesis testing and majority voting to avoid
propagating fault to higher levels. The backup nodes enhance
and improve fault detection by collecting data from sensor
nodes. However, this approach does not fit the homogenous
networks and needs additional storage resources for backup
nodes. Moreover, there is high energy consumption due to
the excessive sending operation for large data packets to the
backup nodes.

Reference [17] proposed a fault diagnosis algorithm using
the majority of neighbors coordination. The underlying faults
have been detected by belongingness using the Gaussian
function. Fault readings have been detected by comparing the
mean difference with standard error for different threshold
conditions and timeout response for other threshold condi-
tions, respectively. This work presented the false positive
rate and the detection accuracy regarding the explanation of
network size’s impact on the overall approach. However, the
false alarm rate is high, and the event detection accuracy is
inadequate, especially with an increasing faulty percentage.
This is because the proposed approach depends on the major-
ity of neighbors coordination without considering the voters’
trustworthiness.

Reference [35] proposed a Multi-Objective Deep Rein-
forcement Learning (MODEL) algorithm for fault detection
and fault-free optimal data routing path selection. Based
on deep reinforcement learning, the proposed algorithm can
identify the faulty nodes with minimum energy consumption.
However, consuming too much time in the learning process
is the main drawback of this approach. Moreover, there is
dependability on the presence of mobile sink and particular
additional nodes.

Reference [36] presented a fault diagnosis algorithm based
on a Deep Belief Network (DBN) to address the low detec-
tion rate problems. The algorithm classifies the faulty sensor
nodes by employing a hierarchical structure of stacked mul-
tiple RBM and working through the L-by-L learning process.
The proposed algorithm has low overhead and less network
congestion because the algorithm does not require control
message exchange between neighboring to identify the fault
status. However, there is a potential high latency for the detec-
tion process and high energy consumption. This is because
the true event will be detected on the BS side. Moreover, the
node uses its sensed data to identify its fault status, which is
not an energy-efficient approach.

Reference [20] proposed a majority voting among all
neighbors based on the Boyer-Moore algorithm. This method
is easy to implement without complicated computations.
In addition, the proposed algorithm is energy efficient as it is
a decentralized approach that uses binary decisions instead of
real sensed data by neighbors. However, this approach did not
provide high event detection accuracy nor a low false alarm
rate. The main drawback is represented by allowing all nodes
to participate in voting even though some are faulty nodes.
Moreover, the Boyer Moor algorithm required many nodes to
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be available inside the event region, making the algorithm fail
with low-density networks.

Reference [37] proposed a self-detectable distributed fault
detection algorithm to detect faulty sensor nodes. Each sensor
node collects data from the neighbors and then diagnoses
itself using the Neyman—Pearson test and majority voting.
This decentralized approach reduces BS’s need for central
coordination, and the Neyman—Pearson test enables sensor
nodes to self-detect faults. The proposed algorithm is efficient
for detecting byzantine faults such as struck-at and random
faults based on majority voting among neighbors. Moreover,
it is satisfactory regarding the time complexity and network
lifetime. However, the proposed algorithm suffers from a
high false alarm rate, especially with increasing the faulty
percentage of the overall network. Thus, the main drawback
is sensitivity to the network topology, which makes this
approach fail when most of the neighboring sensor nodes
become faulty.

Reference [38] proposed a reactive distributed fault detec-
tion (rDFD) algorithm that identifies sensor nodes having
transient and permanent faults. The proposed algorithm
used majority voting based on spatial and temporal corre-
lation principles. The faulty nodes communicate with the
neighboring nodes to detect their fault status according
to majority voting. The main advantage of the proposed
algorithm is that it requires only a small number of mes-
sages among neighbors to diagnose the faulty nodes. The
computational and communication overheads have been
reduced because the accuracy improvement process is
exploited only if a defective node cannot detect its correct
status.

Table 1 presents a range of comparisons among prior
research under investigation that contributed to advancing
true event detection techniques within WSNs. Even though
the algorithms for differentiating the true and faulty events
for WSNs have made significant scientific progress, several
unresolved problems and notable concerns persist. One of the
critical considerations revolves around achieving a balance
between energy efficiency and detection accuracy. Many cur-
rent methods often prioritize energy-saving above detection
accuracy or vice versa. The scalability of the event detec-
tion algorithm is another unresolved topic. Scalability refers
to the algorithm’s ability to handle more sensor nodes and
data without significantly decreasing performance or useful-
ness. Many previously presented algorithms tend to fail with
high-density networks. Furthermore, some existing meth-
ods based on deep reinforcement learning algorithms have
limited applications due to their time-consuming learning
processes.

Despite specific techniques demonstrating high accuracy
in detecting genuine events, their computational complexity
and resource demand often render them unsuitable for the
applications of event-driven WSNs. In addition, a wide range
of existing research primarily focuses on true event detection
using majority voting in a distributed way to provide valuable
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TABLE 1. Comparative analysis among various related works.

Algorithm

Working Ground

Expediency

Impairments

Bayesian fault-
recognition algorithm
[29]

Exploited the majority voting
based on the notion that faulty
readings are likely to be
uncorrelated.

An event is governed by a binary
decision instead of real sensed data,
which makes this algorithm an energy
consumption awareness.

It requires a threshold decision, so it fails in fast-
changing environments. In addition, outside and
event-bordering nodes cannot vote, resulting in
erroneous event occurrence predictions.

Exploited localized algorithm for

High energy consumption due to usage of real

readings.

complexity bounds.

Localized event . The algorithm's ability to identify | sensed data in the voting process. Moreover, the
. event boundary detection based on - L s
boundary detection . . . pinpoint malfunctioning sensors within | proposed method worked only on event
. outlier detection and regional data . . . . .
algorithm [30] . . . the network in a localized manner. boundary detection instead of event region
analysis in spatial data mining. .
detection.
The main drawback is that each node regularly
Distributed faulty | Exploited the regular majority | The proposed algorithm is a distributed communicates the senseq da_ta to 1ts nelghborg,
. . . . minimizing the network lifetime. Moreover, this
sensor detection | voting rules for faulty sensor | approach without BS interference, so . . . . .
. . . . algorithm required a high density of neighbors
algorithm [31] recognition. computational overhead is low. . L .
for each node, which means it is unsuitable for
small and medium-density networks.
Distributed ~ General- Exp!mted the “graph thc?ory and | The pro posed algthm proves the The suggested algorithm has significant
. spatiotemporal  correlations of | scalability and efficiency of the event . .
Anomaly Detection hysical processes to detect fault detection by computing its worst-case overhead and requires a considerable amount of
(GAD) algorithm [32] phy p Y y puting storage.

Clustering-based DV-

Exploited K-means clustering and

The algorithm is straightforward and
fast to implement because only the non-

The main drawback of the proposed algorithm

algorithm [17]

with standard error according to
different thresholds.

function. This work presented high
detection accuracy for many defects,
such as link failure.

Hop fault-tolerant | majority voting techniques to filter . that it did not consider the presence of error
. faulty nodes are wused in error s
algorithm [33] out the faulty nodes. s . probability in cluster nodes.
recognition in a centralized way.
. This algorithm does not suit homogenous
Hybrid Energy- Explmt@d _the use of backup nodes Cluster Head nodes detected and | networks with one type of sensor node and needs
. o and majority voting by the cluster | . . . .
Efficient  Distributed ? isolated faulty nodes efficiently by using | additional storage resources for backup nodes.
. head nodes to improve fault . . . . .
(HEED) algorithm [34] hypothesis testing and majority voting. Moreover, the proposed algorithm consumes
tolerance. . .
high energy due to the high transfer rate for data.
. L . The faults have been detected by | The false alarm rate is high, especially with an
Exploited the majority voting and belongingness using the Gaussian | increasing faulty percentage to 20%. This is
Fault diagnosis | compared the mean difference ging g & Y P & o

because the proposed approach depends on the
majority of neighbors coordination without
considering the voters' trustworthiness.

Multi  Objective-Deep
reinforcement Learning
(MODEL)  algorithm
[35]

Exploited the deep reinforcement
learning for detecting faulty nodes
and reliable data transmission.

The proposed algorithm is efficient for
fault detection with low energy
consumption.

The proposed algorithm consumes much time for
the learning process, and there is dependability
on the presence of mobile sink and particular
additional nodes called agent nodes.

Deep Belief Network
(DBN) algorithm [36]

Exploited Restricted Boltzmann
Machine (RBM) and the L-by-L
learning process.

The proposed algorithm does not require
control message exchange between
neighboring to identify the fault status
because the event will be detected at the
BS side.

High latency and slow detection process for
events due to the centralized approach.
Moreover, the node uses its real sensed data to
identify events, which is not an energy-efficient
approach.

True Event-Driven and
Fault Tolerant Routing
(TED-FTR) Algorithm
[20]

Exploited majority voting based
on the Boyer-Moore algorithm to
detect the true event.

Straightforward to implement without
complicated computations. Moreover,
the algorithm depends on the binary
decision to conclude the event
occurrence, so it is an energy-aware
algorithm.

Requires the number of nodes inside the event
region to be greater than those outside the event
region. Thus, the proposed algorithm is suited
only for high-density networks.

Distributed Byzantine
fault detection
algorithm [37]

Exploited Neyman—Pearson
testing and majority voting among
neighbors

The Neyman—Pearson test allows sensor
nodes to  auto-diagnose  errors
independently.  Moreover, it s
satisfactory in terms of time complexity
and message complexity.

High false alarm rate and the algorithm tends to
fail when most of the neighboring sensor nodes
become faulty.

Reactive  distributed
fault detection (rDFD)
(38]

Exploited majority voting based
on the principle of spatial and
temporal correlation regarding

The proposed algorithm requires the
exchange of only a small number of
messages among neighbors to diagnose
the faulty nodes, so the computational
and communication overheads are low.

The algorithm depended on spatial and temporal
correlation threshold values, so it fails to work in
conditions where the network topology changes
rapidly.

information about the event [20]. However, this direction
needs more attention to enhance the performance of true event
detection.

The required enhancements are necessary, especially
regarding high detection accuracy for faulty nodes, low
false alarm rate generated from erroneous readings, message
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complexity, delay in the detection process, and energy con-
sumption. Hence, considering the earlier studies’ constraints
using majority voting, there is a real need to propose a new,
efficient, and distributed algorithm. The proposed algorithm
will manage authentic event detection, focusing on delivering
exclusively accurate reports to BS.
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lll. PROBLEM FORMULATION

Assume K is a number of sensors that are randomly deployed
in a specific area. Periodically, these sensors sense and collect
environmental data such as temperature. If any node K; senses
unusual readings UR! during a sensing period ¢ that is higher
than a predetermined threshold (0), the node K; must take
action to inform the BS about the event occurrence.

Considering the possibility of sensor measurement faults,
the high sensed value may represent a high temperature in
the case of a fire or an erroneous reading. It is necessary
to determine whether the high sensed value is a true event
or a measurement fault due to a malfunction in the sens-
ing unit, as the possibility of sensor measurement faults is
considered.

The majority voting technique based on the Boyer-Moore
algorithm represents one important solution for the phe-
nomenon under investigation [20]. Boyer-Moore algorithm is
one of the famous techniques for pattern searching. Boyer-
Moore algorithm can be presented for determining which
of several candidates or decisions has received a majority
of the votes cast in an election [39], [40]. According to
this algorithm any sensor K; that senses unusual readings
will start to send request messages to all its neighbors as
shown in Fig 1. Whenever K; begins receiving replies from
its neighbors, the sensor node will count the positive and
negative replies. Positive replies represent that the neighbor
node sensed the same unusual reading, while negative replies
mean the neighbor node does not sense any readings. Suppose
the sum of positive voters is greater than the positive voters.
In that case, the K; will generate a report packet and send it to
the BS. Otherwise, K; concludes there is no event occurrence
and schedules the next sensing round.

Obviously, this blind majority algorithm does not consider
any information about the trustworthiness of the neighbor
nodes, as many of them can be faulty nodes, and their voting
negatively affects the voting process. Moreover, the Boyer
Moor algorithm does not include any information about
the network topology and event location. This means the
request messages will be sent to all node’s neighbors, even
those that are out of the event boundaries. Sensor nodes
out of the event range will also negatively affect the vot-
ing process. If K; produces an incorrect reading, BS will
incorrectly assume that an event has occurred, leading high
false alarm rate, low detection accuracy, high energy con-
sumption, network congestion, and loss of the network’s
reliability.

As a result, measurement errors must be discovered and
removed as soon as possible. To differentiate between a real
event and a fault event, this work used a new majority voting
algorithm among adjacent nodes. True events are transmitted
to BS via the geographic routing algorithm proposed in the
baseline work [20], while faulty readings are disregarded in
a decentralized way by sensor nodes without interference by
the BS.

Definition 1: A true event is an environmental occurrence,
such as a fire in the forest or specific liquid flooding, that
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," A faulty node generates faulty readings
/" about an event that does not exist.

B Normal sensor nodes residing outside the event region without any sensed
value.

O Normal sensor node residing near the event region, producing accurate
information about true event occurrence.

m Faulty node residing outside the event region produces inaccurate information
about a nonexistent event.

FIGURE 1. Problem definition illustration.

raises the value of the sensor parameter being measured over
its typical range [20].

Definition 2: A measurement fault occurs when a sensor’s
hardware fault causes the measured parameter to be miscal-
culated due to malfunction inside the sensing unit.

A. RESEARCH ASSUMPTIONS

This study investigates variables that may affect the sen-
sor faulty reading phenomenon, which is under investiga-
tion. Thus, examining particular correlations by establishing
well-defined assumptions will help to comprehend the prob-
lem. Following are the research assumptions that guide the
inquiry and help make meaningful conclusions from the
evidence.

e Each node has a fixed position.

e The network has only one BS.

e Allnodes, including BS, have the same restricted trans-
mission range D.

e All nodes except BS have limited battery capacity.

e All nodes are aware of their location and remaining

energy.
e All nodes sense the environment parameters
periodically.
e There is a probability of erroneous sensor
measurements.

B. NETWORK MODEL

In the proposed network model, K is a number of sensor
nodes, K; (i = 0,1,2, 3,..., i-1), that are randomly scattered
in a Two-Dimensional 2D geographical area with dimensions
of (X, Y). Any two nodes, such as K; and K; can communicate
directly if the Euclidean Distance ED; j between them is less
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than or equal to their transmission range D. Thus, neighbor
nodes are two nodes that can communicate directly. Assume
that (X;,Y;) and (X, Y)) are the coordinates of nodes K; and K,
respectively. Equation (1) is used to calculate the Euclidean
Distance between any two neighboring nodes.

2
ED; = \/(x,- -X)*+ (Y- 1) (1)
As seen in Fig. 2, any node not neighbor of the BS will
choose one of its neighbors as the forwarding node to trans-
mit its sensed data to the BS. The proposed work used the
geographic routing algorithm of [20].

NB_Info Table for sensor S1

S3 — (EDs1,s3, Energy, Hop count)
S2 — (EDsi,s2, Energy, Hop count)

FIGURE 2. Network model.

C. EVENT MODEL

Any environmental occurrence, like a fire in a forest, takes
up a sizable ground area in whatever shape. A variety of
environmental conditions, such as wind, can influence event
area and event shape. Without losing the generality and for
simulation requirements, this work has presented the event
area as a circular sector with a fixed center (X, Y) and fixed
radius R as shown in Fig. 3.

Periodically, nodes that are equipped with sensors sense
physical parameter value under monitoring and decide
whether it exceeds a predefined threshold (9). The pro-
posed work has considered measurement faults. Therefore,
a high sensed value may also be a faulty measurement by
nodes residing outside an event region. Using the proposed
algorithm for true event detection, the sensor nodes can
determine whether the sensed value is a true event or an
erroneous reading. The true event will be delivered to the BS
using the routing algorithm, and the erroneous reading will
be ignored. The event detection algorithm verifies whether
the sensed value exceeds the threshold and whether it is a
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FIGURE 3. Random network topology with ten events scattered randomly.

mistaken measurement or a true event. The node disregards
false readings while the routing algorithm relays only actual
events to the BS in a multi-hop communication manner.

IV. THE PROPOSED EVENT DETECTION METHOD

The majority voting technique based on the Boyer-Moore
algorithm has two main drawbacks. First, faulty nodes that
can participate in the voting process may affect gaining an
accurate decision about the event and produce a high false
alarm rate. This is due to the algorithm’s behavior that makes
every node broadcast a Request message asking about event
occurrence to all neighbors in its communication range.

According to the Boyer Moor algorithm, a true event
occurs if the positive replies are greater than or equal to the
negative ones. Otherwise, there is no event, and it is false
reading. Thus, there is no consideration of whether the voters
are faulty or trustable nodes. Moreover, the faulty nodes
always flood the network with Request messages asking
about an event that does not exist. The second drawback
of the majority voting technique based on the Boyer-Moore
algorithm is the absence of any information about the event
location that randomly occurs anywhere inside the network
topology. Not including the event location factor will allow
all neighbors to apply for voting, even if some of them are
outside the event borders. This also negatively affects the
last decision about true event occurrence and the network’s
reliability.

This work presents two techniques that can work together
for true event detection in event-driven WSNs. One of them
will recognize the fault nodes and prevent them from par-
ticipating in the voting, while the second one will manage
the voting process for the nodes outside the event borders.
Friendship Degree and Tenth Man Strategy (FD-TMS) will
be able to make sensor nodes detect the true event occur-
rence. On the other hand, the sensor nodes will discard the
faulty event in a decentralized way without BS interference.
A detailed description of the overall method entitled FD-TMS
for true event detection follows.
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A. FRIENDSHIP DEGREE (FD)TECHNIQUE

Many previous approaches based on the voting idea used
several different voting kinds, such as absolute majority, plu-
rality majority, or Boyer Moore majority voting [20], [37],
[41]. The primary basis for the majority voting concept is
the actual sensed data tend to be spatially correlated, while
faulty readings are stochastically uncorrelated. Therefore,
absolute trust in the neighbor’s votes is essential to these
schemes. Constructing a fault management framework based
on one metric is insufficient and leads to minimizing the event
detection accuracy.

In many situations, when a sensor node senses unusual
reading, it will broadcast a request to all its neighbors and
wait for a reply. The replies of the faulty nodes do not
reflect the real situation inside the environment because
they are already faulty nodes due to malfunctioning sensing
units for any reason. Such scenarios dramatically minimize
the network’s reliability and do not reflect the actual sit-
uation inside the environment. Furthermore, the network’s
inability to deliver specific and correct information to the
BS may pose a high risk, especially in monitoring applica-
tions such as medical applications and forest fire monitoring
applications.

This work presented an FD algorithm that can overcome
the shortcomings of traditional majority voting. FD creates
a new concept in event-driven WSN inspired by daily human
life. A similar idea was used previously to solve some security
problems in WSNs. However, this is the first time using this
technique for event detection. The basic idea is that when any
node senses unusual reading, it will build the event decision
based on the nodes with the highest FD values. FD represents
the previous history of the neighbor’s behavior in producing
faulty readings. FD value for any node is updated continu-
ously by exchanging Requests and Replies messages during
the sensing period. Trustable nodes will get a high value of FD
due to their accurate readings. Unlike trustable nodes, faulty
nodes will have low FD values.

The proposed algorithm will initialize FD as a zero value
for all sensor nodes at the beginning. At the end of every
sensing period, all nodes will update the FD for their neigh-
bors according to the final decision that it made about event
occurrence. Step by step, with an increasing number of sens-
ing rounds, the trustworthiness of non-faulty nodes can be
achieved and will be updated to have high FD values. While
the faulty nodes will have low FD values due to continuous
behavior in generating faults. The proposed approach will
exclude the faulty nodes from participating in the voting pro-
cess based on their FD values, as shown in Fig. 4. Any node
that has an FD value less than the predetermined threshold
will be neglected during the majority voting process. The
predetermined threshold for the low FD value was assigned to
value -3 to gain more accurate results for true event detection
(See Algorithm 2). Thus, more accurate decisions regard-
ing the event disambiguation operation will be considered.
In addition, the proposed FD will preserve energy because it
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will reduce the sending operations of useless information and
false report data. Moreover, the network will not be highly
congested with control packets.

The following scenario is an illustration of the FD tech-
nique. At the beginning, all nodes will have an FD value equal
to 0, and if any node K; during the sensing period ¢ senses
unusual reading UR; more significant than the (0), it will
broadcast a request to its neighbors K; (j =0, 1,2,3,..., j-1),
asking if they sense the same reading. Environmental occur-
rences (real reading) are spatially correlated. That means K;
senses unusual readings comparable to its neighbors, while
measurement mistakes caused by malfunctioning equipment
are likely to be uncorrelated and differ from its neighbor’s
readings [13]. After K; receives the replies, it applies the
second strategy TMS to make accurate decisions about event
detection (See Section I'V-B). If the event is confirmed, K; will
update its F'D; and its neighbor’s FD; (maximizing the FD for
all neighbors who replied with one and vice versa).

On the other hand, the neighbor K;,who receives a request
from node K;, will also update the FD value for itself and
others based on the sensed value and the event confirmation.
In this way, the FD column inside the Neighbor Information
table (NB-Info) will be more accurate with time advances.
FD value for a faulty node may decrease to —30, while the
trustable nodes may reach an FD of more than 20.

The proposed method will not only recognize the faulty
nodes inside the network, but it will also make the faulty
nodes identify themselves as faulty nodes. FD technique will
allow only the trusted nodes to participate in voting, prevent-
ing the faulty nodes from voting and causing chaos. This will
help to get high event detection accuracy and minimize the
false alarm rate because the majority voting will not be based
on a general perspective.

Neighbor Information table
(NB-Info)
For sensor node-1

Exclude faulty Node ID FD Value
node based on 2 12
low FD value. 3 18

4 28

5 -11

-~ -
-
4
@ :
@ \
A
D i | @
AN TrueEvent

- \ N ’
£ N ’

FIGURE 4. Excluding the faulty nodes from participating in the voting
process.
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B. TENTH MAN STRATEGY (TMS) AND TOPOLOGY
VALIDATION

As mentioned above, the FD technique (the first stage in the
proposed method) will allow us to recognize the faulty nodes
as troublemakers. However, another shortcoming needs to
be addressed in the blind majority voting or majority voting
based on the Boyer Moor algorithm in previous research
works. Any sensor node that senses an environmental param-
eter must ask all its neighbors, and many of these neighbors
are not faulty nodes, and they reply correctly. However, their
location outside the event border will negatively affect the
voting process due to sensing range limitations.

Moreover, one of the most challenging cases is when a
faulty node is located near the event borders. In this case, the
usual voting will tend to fail because many neighbor nodes
(inside the event region) of this faulty node will confirm event
occurrence. However, no real event is sensed by the faulty
node; faulty nodes always produce incorrect readings in every
sensing period. FD technique alone cannot deal with this
problem because many voter nodes are highly trustworthy.
Therefore, another crucial factor that was not considered
in previous works on event detection problems is network
topology validation, which is significant during voting and
must be included. This work proposed the use of the TMS,
which includes the topology validation factor, to deal with
voters located outside the event borders.

Many intelligence agencies worldwide have used the TMS
to collect vital and accurate information about neighboring
and enemy countries. TMS was used to challenge con-
ventional and received information to consider alternative
directions. TMS says if nine people agree on a specific
opinion, the tenth person must take a contrary approach.
The proposed method will mimic this concept in the events
differentiating process. To the best of our knowledge, this is
the first time using this strategy in WSNs.

The proposed TMS and topology validation will make the
node take a period of suspicion to check the voters’ responses
according to the location of the neighbors and the expected
event location. This way, the sensor node will know the
opinion of its neighbors about it. Network topology validation
refers to the procedure by which sensor nodes determine
and predict an event’s location and identify the neighbor-
ing nodes capable of sensing that event based on their
proximity.

The main steps of modeling the TMS and topology vali-
dation concept consist of using the MCM for the topology
validation process. The MCM is a computational algorithm
that uses repeated random sampling to obtain numerical
results. It is simple, fast, and does not require complex
computational resources. This proposed work used MCM
as a statistical technique to estimate the event’s location
and compile a list of neighboring nodes that can potentially
detect that event. Using MCM, each sensor node creates an
Expected Binary String (EBS) (binary string with zeros and
ones) for each event based on the distance from the neighbor
to the expected event location. The assigns a binary decision,
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represented as 0 or 1, to indicate its expected ability to sense
the event. A value of 1 signifies that the specific neighbor
is within the event range and capable of sensing the event,
while a value of 0 indicates that the neighbor is situated far
from the event region and incapable of sensing the event.
It is imperative to execute the topology validation before the
TMS can effectively address the issue of nodes positioned
outside the event region. Importantly, this process occurs in
conjunction with finalizing the first stage, which involves the
FD algorithm and the majority voting phase.

On the other hand, TMS will take action to check the
voter’s replies according to the topology validation proce-
dure so the final decision of the event occurrence can be
made accurately. When the sensing period starts, any node
sensed unusual readings will finish the Request sending and
Replies receiving. During this time, the sensor node will
also complete the initialization of the FD stage and start
generating the Collaborative Binary Decision (CBD) based
on the voters’ replay. CBD reflects the collective judgment
of neighboring nodes regarding a particular event. CBD is a
binary decision, where a value of 1 indicates the event occur-
rence, while 0 shows there is no event. This judgment is made
by comparing the sensed data to a predefined threshold (9).
FD will relieve CBD from the faulty nodes voting, but we
must execute the TMS to solve the problem of the nodes
outside the event region. The proposed TMS will accurately
conclude the event occurrence by comparing the CBD with
the EBS stored previously from the MCM. TMS will match
and count the number of positive replies to perform the
proposed majority voting according to the sensed value and
the topology validation.

FD and TMS algorithms are essential for precise and clear
majority voting. Both algorithms will gain high accuracy for
event detection and the lowest false alarm rate. Moreover,
the proposed method will preserve energy consumption and
minimize network congestion. Below is a detailed explana-
tion of the proposed event detection method that follows
a step-by-step process, and the pseudocode representation
of our event detection method is given in the FD-TMS
method.

o In the beginning, BS will start broadcasting Hello
messages to nodes within its translation range. Hello
message was broadcasted only once time, contain-
ing node_id, pos_x, pos_y, hop count, and remaining
energy [20]. This message is used to share the geo-
graphic location of each sensor node. Whenever any
node Ki received a Hello message from its neighbor K.
K; will compute and store Euclidean Distance ED;; using
Equation 1. in the NB_Info table. This table will contain
all the needed information for the proposed true event
detection algorithm, such as distance among neighbors
and the FD value for each neighbor node. Meanwhile,
FD values for sensor nodes will be updated periodically
by the exchange of the Request and Reply messages
during the voting process. Algorithm 1 illustrates pseu-
docode for the initialization stage for each sensor node.
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Algorithm 1 Initialization Stage for Any Node K;

Function Initialization ()

If K; is BS Then

Broadcast (Hello Message);
End
Function Received Hello ()

If K; receive Hello form a neighbor K;
Compute ED;; using Equation 2
Store Node_ID;

Store (pos_x, pos_y);
Store ED;; in NB-Info Table;

End

End
Function Send Hello ()

After receiving Hello message from any node K;

Foreach K; in NB_Info Table Do
Broadcast (Hello);

End

End

o For each sensing period ¢, any node K; senses the
environment, compares the current perceived value with
a predetermined threshold (6), and creates a binary deci-
sion BD}. If the sensed value SV over the period ¢ is
greater than (#), the node K; makes a binary decision
BD§ as 1; otherwise, zero. If BD§ is one, the node sends
a request message to its neighbors and waits for their
replies as described in (2). Algorithm 1 illustrates pseu-
docode for the sensing function for each sensor node.

. t
BD;=[1 if SV! >0 ®

0 Otherwise

Algorithm 2 Sensing Function for Any Node K;
Function DataSensing ()
If sensingTimer () notStarted Then
Start sesingTimer();
Reset NB_Event Table;
If Sensed value > ¢ Then

Bdi = 1;
Forall K; in NB_ Info Table Do
Broadcast(request);
End
Else
Bd; =0;
End

End

o The node K; will receive replies from its neighbors
K; and check the probability of recognizing itself as
a faulty node. If the FD; of the node is lesser than
the predetermined threshold, the TMS function will
be activated. This way, the node will think differently
based on whether the neighbors see it inside the event
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region. Otherwise, K; will follow the typical event
checking, executing the straightforward majority voting
and executing topology validation. Both EventCheck-
ing_TMS and Normal EventChecking functions will be
explained separately in Algorithms 4 and 5, respectively.
Algorithm 3 illustrates pseudocode for data receiving
function within the proposed work.

Algorithm 3 Receiving Data Function for Any Node K;
Function ReceivedData(Data)
If Data.type = Reply Then
Put Data.node_id, Data.Bd and InsideEvent_Border
in NB_Event;
If count (Reply) >= 3 Then
If FD; <= Threshold_2 Then
Start Event_Checking_TMS
Else
Start Normal Event-Checking (without TMS)
End
If Data.type = Request Then
If Bd; =1 Then
If Euclidean Distance (Expected Event Location,
K; Location) <= 70 Then
InsideEvent_Border; = 1,

Else
InsideEvent_Border; = 0,
End
Data_S.Bd = Bd;;

Data_S.InsideEvent_Border = InsideEvent_Border;
Data_S.fromNode_id = Node id;
Data_S.toNode_id = data.Node id;
Data_S.type = Reply;
Send Ddata_S to Data.Node id;

End

e In the TMS function, K; will check neighbors’
replies and watch their Bd; and InsideEvent_Border;
values. The InsideEvent_Border parameter represents
the neighbor’s opinion regarding the event’s and node’s
locations based on the Euclidean distance. Positive
confirmation for both parameters represents that the
neighbor node inside the event border and detected the
event’s readings will add 1 to the CBD, as shown in (3).
Algorithm 4 illustrates pseudocode for event checking
using TMS.

Add 1to CBD if BD;j and Inside_Ev; = 1

Event' =
! [ Add 0 to CBD  Otherwise

3

o Assuming the node K; has a high FD; value, there is
no need to use TMS based on the high trustworthi-
ness of the node itself. In this case, K; activates the
normal event-checking function. Nodes with high FD
will not broadcast request messages to their neighbors
unless they are actually inside the event region and sense
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Algorithm 4 EventChecking_TMS Function for Any Faulty
Node K; With Low FD Value
Function EventChecking_ TMS ()
Forall K; in NB-Event table do
If Bd; = 1 AND InsideEvent-Border; = 1
Add 1 to the CBD;
Else
Add 0 to the CBD;
End
End
Call Function Event Decision ()
END

unusual readings. However, our proposed normal event
checking differs from other majority voting approaches
because it will neglect the votes of the faulty nodes using
their FD information representing the previous historical
behavior in generating false readings, as shown in (4).
Algorithm 4 illustrates pseudocode for normal event
checking where CBD represents the decision made by
the majority voting process while BD; represents the
binary decision made by the neighbor node.

Add 1to CBD if BD; =1

4
Add 0 to CBD  Otherwise @

Eventﬁ = {

Algorithm 5 Normal EventChecking Function for Any
Normal Node K; With High FD Value
Function EventChecking()
Forall K; in NB-Event table Do
If Bd; = 1 Then
Add 1 to the CBD;
Else
Add 0 to the CBD;
End
Call Event Decision ();
End

o K; Will match the CBD with the EBS from the MCM
using the idea of topology validation and update the
FD value for itself and its neighbors in the NB_Info
table as shown in (5), and Algorithm 5, which illustrates
pseudocode for Event Decision function.

Event! — [ Report if CBD = EBS )
No Event  Otherwise

« For the MCM operation used in the proposed algorithm,
every sensor node executes MCM only once during
the network initialization phase. Based on the simula-
tion experiences for the proposed work, what should
be mentioned here is that the maximum EBS number
will not exceed 12 binary strings because our method
will exclude the duplicated binary string. Algorithm 6
illustrates pseudocode for MCM operations.
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Algorithm 6 Event Decision Function for Any Node K;

Function Event Decision ()
Forall Expected Binary String (EBS-List)
If the CBD = Any EBS inside EBS-List Then
Data.type = Report;
Data.node_id = K;;
Data.Bd = Bd;;
Send Data to Next-hop;
Forall K; in NB-Event table Do
If Bd; =1 Then // Update FD;
FDj++
Else
FD; —;
End
FD;++; //Update my FD;
End
Else
FD; —; //Update My FD;
If Bd; =1 Then //update FD; neighbors

F. Dj -
Else
FDj++,
End
End
End

End

Algorithm 7 Monte Carlo Method for any Node K;
Function Monte Carlo Method ()
Define K; Transmission Range boundaries;
Set Z number of random iterations;
Generate random expected event location;
Forall Z; sample DO:
If K] inside the expected event region Then
Add 1 to EBS;
Else
Add 0 to EBS;
End

End
IF EBS is Not in EBS_List Then
Store EBS in the EBS_List
Store the Expected Event Location
End

C. COSTS ANALYZATION
In the following sub-parts, we examine our scheme’s compu-
tational and communication overhead costs.

1) COMPUTATIONAL COSTS

Calculating the computational cost of our proposed method
involved two stages, which are (1) the FD-TMS cost and
(2) the MCM cost. In the first phase regarding the true event
detection, the majority voting based on the FD-TMS method
requires O(n) time complexity. On the other hand, the MCM
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plays a vital role in the proposed work to predict the event’s
location. The number of simulation samples N affects the
computational complexity of the MCM [42], [43]. The MCM
executes a fixed number of independent random trials in
the proposed algorithm regardless of input size or problem
complexity. In that case, its time complexity can be expressed
as O(n), where n is the number of neighbors. Therefore, the
entire proposed method has an O(n) total time complexity.

2) COMMUNICATION COSTS

In the proposed event detection method, any node K; during
sensing unusual readings, will broadcast Request messages to
all its neighbors. On the other hand, all neighbors will respond
with Replay messages. If we assume the average number of
neighbors for each node is AVG. Then, the differentiation
process between true and faulty events will require (/+ AVG)
messages. In the same context, for any sensing period (¢),
if there is a number of faulty nodes Q and a number of event
area nodes W, there will be a total of (Q + W)(I+AVG)
number of transmission messages required. Moreover, W
needs to send report packets via a multi-hop communication
style. We assume the average hop count toward BS is H. Thus,
WH will be the number of nodes participating in sending
reports toward BS. Therefore, the total number of messages
for a single detection round is given by (6).

Dete,, = (1 +AVG) (Q+ W) + WH 6)

V. PERFORMANCE ANALYSIS

The following subsections present a clear analysis of the
simulation configurations, parameters, and results analysis
that will be illustrated in detail for the proposed true event
detection method.

A. SIMULATION SETUP AND PARAMETERS
We designed and developed a new WSN simulation tool
to evaluate the proposed method and benchmark work. The
proposed simulator took advantage of the power of Dis-
crete Event Simulation (DES) and was entirely built in Java
Eclipse. This simulation tool has been carefully made to
meet the WSN study and testing needs. By developing our
performance analysis tool, we can change every aspect of
the modeling process. This allows us to configure settings,
add custom methods, and try different network scenarios.
We ensured that the simulator had an easy-to-use interface by
taking advantage of Java programming language’s flexibility.
The developed custom-built simulation platform for this
research can become a trustworthy tool for studying how
WSNs behave, improving routing protocols, and testing dif-
ferent fault tolerance frameworks. This work has chosen
the True Event-Driven and Fault Tolerant Routing (TED-
FTR) algorithm as a baseline algorithm [20]. The routing
algorithm will be used to forward the event reports to the
BS via a multi-hop communication style. For the simulation
process, 100 to 1000 nodes were scattered randomly in an
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FIGURE 5. Random network topology for 150 sensor nodes with BS at the
middle of the network.

area (600,600) with a step length of 100. The BS is located in
the center of the region (300,300) as shown in Fig. 5.

All nodes have the same transmission range of 60 m.
Normal sense readings are drawn from S (my, q%) and real
event readings from S (mg, q%). Where m; = 10,mp =
30 and g1 = g2 = 1. Faulty readings are also drawn from
S(30,1). The (¢) threshold can be selected randomly between
(m; +q1) and (my —q»). The proposed work shoes (¢ =25) in
our simulation. We have taken average simulation results of
100 different random network topologies. Moreover, we have
taken an average of 100 different rounds with ten different
random event locations for every single topology. Table 2 has
a list of the rest of the simulation parameters.

TABLE 2. Simulation parameters.

Simulation Parameters Value
Network size 600 m x 600 m
Location of the BS 300 m x 300 m

100,200,300,400,500,600,700,

Number of nodes 800.900,1000

Event radius 70 m
Transmission range 60 m
Number of events per round 10 events
Normal sensor reading S (10,1)
True event sensor reading S (30,1)
Faulty sensor reading S (30,1)

Event threshold 25
Percentage of faulty nodes 5%, 10%, 15%, 20%
Initial energy for each node 15-rand (0,1) x 102 J

Energy threshold 0.1J

B. PERFORMANCE METRICS

Most famous performance measures were used to com-
pare the proposed method to the current algorithms. False
Alarm Rate and Event Node Detection Accuracy are the
main metrics that provide clear indications of network reli-
ability while considering the probability of faulty readings
occurrence [20], [44].
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FIGURE 6. Simulation for 500 sensor nodes with a 15% faulty percentage.

1) FALSE ALARM RATE (FAR)
FAR is a vital performance measure that assesses the net-
work’s rate of false alarms. FAR can be defined as the ratio
of faulty nodes that reported a faulty event to the BS to the
total number of faulty nodes within the network [20]. This
performance metric evaluates the reliability and accuracy of
the WSN and can be computed using (7). A lower value for
FAR represents a more reliable and efficient network.
Number of faulty node report event to BS

FAR = : @)
Total number of faulty nodes in network

2) EVENT NODE DETECTION ACCURACY (ENDA)

ENDA can be defined as the ratio of the event area nodes that
confirm events to the total number of event area nodes. Event
area nodes mean all nodes that reside inside event region
borders [20]. ENDA is a vital performance metric computed
using (8) in the developed simulation experiments. A high
ENDA means that the WSN can precisely detect true events,
which is essential for gaining network reliability. On the other
hand, a lower percentage of ENDA shows that the network
might not be able to identify the true events correctly. This
could make it hard to trust the network’s performance.

Number of event area nodes confirms event
ENDA = ®)
Total number of event area nodes

C. RESULTS ANALYSIS

This work used different network scenarios to evaluate the
proposed true event detection algorithm following the param-
eters shown in Table 2. For example, a simulation for
500 sensor nodes and 15% faulty nodes in our simulation
tool is shown in Fig. 6. In every scenario, the proposed
algorithm calculates the FAR and ENDA. FAR will be mea-
sured based on the number of faulty reports successfully
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reaching the BS. A low False Alarm Rate means the net-
work’s reliability can be achieved. At the same time, a high
False Alarm Rate indicates the network has produced high
erroneous readings, and there is a high rate of unreliable
data within the network. In contrast, ENDA was measured
based on the nodes inside the event region that detected the
event correctly. High ENDA is required to satisfy the net-
work’s reliability, while low ENDA represents the network’s
inability to detect the phenomenon under monitoring. Both
performance metrics represent indications of the proposed
method’s performance and have been compared extensively
to the baseline work [20].

; : : —+— TED-FTR —— FD-TMS |

004 -
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FIGURE 7. FAR for 5% faulty percentage.

1) FAR

Fig. 7, Fig. 8, Fig. 9, and Fig. 10 illustrate FAR for the
suggested FD-TMS method compared to the baseline work
TED-FTR algorithm [20]. The simulation analysis employed
varied numbers of nodes ranging from 100 to 1000 with a
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step length of 100 and fault percentages ranging from 5%
to 20% with a step length of 5% for a clear and complete
evaluation. Fig. 7 shows the FAR with 5% faulty sensor
nodes for the baseline and proposed FD_TMS algorithms.
It is clear for a lesser faulty percentage, the false alarm rate
for both algorithms is low. However, the proposed algorithm
achieves lower FAR as the number of nodes increases. This
is because the proposed FD_TMS will recognize the faulty
nodes smoothly by participating more neighbors in the voting
process. Moreover, the TMS will neglect the voting of the
sensor nodes far from the event region. This leads to mini-
mizing the FAR and discarding the faulty reading inside the
network caused by faulty nodes. In addition, Fig. 7 shows that
there is a higher FAR within 200 and 300 sensor nodes for
the proposed work compared with other networks containing
more nodes. As we considered the event area a fixed circle,
faulty nodes close to the event borders may conclude the event
from the majority voting process before being recognized as
faulty nodes by the network. However, the proposed method
dramatically improved the benchmark work in all situations.

Fig. 8 shows the FAR with 10% faulty sensor nodes for the
baseline and proposed FD_TMS algorithms. The FAR value
for the baseline algorithm is wobbling because it is based on
blind majority voting.
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FIGURE 8. FAR for 10% faulty percentage.

The Boyer Moor algorithm tends to fail as it neglects
any information about the event’s location or the geographic
location of the neighbor sensor nodes. Moreover, the FAR
values increase with increasing percentage of faults. On the
other hand, the proposed algorithm based on the new concepts
of the friendship degree and the tenth-man strategy presented
a lower FAR compared with previous works.

Simulation results demonstrate that the proposed method
provided high efficiency and adaptability. It can gradually
reduce the FAR as the network’s density increases, indicating
its ability to handle diverse scenarios and maintain high trust-
worthiness. Moreover, the proposed work presented a stable
performance with an increasing percentage of faulty nodes.
Unlike our proposed method, the majority voting based on
the Boyer Moor algorithm showed inconsistent performance
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because it neglected the information about the voters and the
event’s location.

Fig. 9 offers insights into the performance of the true event
detection process by presenting the FAR when 15% of the
sensor nodes in the network are considered faulty. The base-
line algorithm’s FAR is noticeably higher, generating false
data reports. This major concern implies that the previous
algorithm tends to pass the erroneous readings to the BS.
The graph emphasizes that the proposed work succeeds in
decreasing the FAR gradually once the network gets more
density without any consideration of the faulty percentage.
Recognizing the faulty nodes and preventing them from
applying for voting alongside employing the tenth-man strat-
egy that verifies the voting process will significantly reduce
the FAR to reach an ideal level.

: . [— o —— o).
016
012+

01 F

FAR 18%

0.06 -

004 e AT

002 -

H i L H 1 H 1
100 200 300 400 a00 G600 700 800 200 1000
Mumber of Mades

g ; ‘

FIGURE 9. FAR for 15% faulty percentage.

Fig. 10 illustrates that the proposed algorithm outper-
formed the baseline algorithm by 30% when dealing with
20% malfunctioning sensor nodes. The majority voting based
on the Boyer Moor algorithm presents high FAR increased
significantly as the number of faulty nodes within the network
increased. FAR increased dramatically with the network’s
increased number of sensor nodes. In contrast, the proposed
FD_TMS gets lower FAR as sensor nodes increase. This is
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FIGURE 10. FAR for 20% faulty percentage.
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because the TMS technique will detect the true event accu-
rately in the high-density network.

2) ENDA

Fig. 11, Fig. 12, Fig. 13, and Fig. 14 presented the ENDA for
the proposed FD-TMS method compared with the baseline
work TED-FTR method [20]. The analysis employed varied
numbers of nodes ranging from 100 to 1000 with a step length
of 100 and fault percentages ranging from 5% to 20% with a
step length of 5% for a clear and complete evaluation.

The simulation results show that achieving a complete
network connection is impossible for networks of 100 and
200 sensor nodes. As a consequence, the accuracy of detec-
tion gets lower for both methods. The detection accuracy
increases proportionally with the increase in the number of
nodes.

Fig. 11 shows that our proposed algorithm achieved more
than 20% improvement over the base algorithm with a low
percentage of faulty nodes in the network. The FD and
TMS strategies enhance the ENDA to reach more than 90%
for most cases, especially for high-density networks. The
main reason for the high event detection accuracy within
our proposed method is related to the developed tenth-man
procedures. TMS will verify the majority voting based on
the estimated event’s location, so most nodes inside the event
region will confirm the event occurrence.
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FIGURE 11. ENDA for 5% faulty percentage.

For 10% of faulty nodes, Fig. 12 shows that the pro-
posed algorithm reached high stability in its performance.
In contrast, the previous method based on the Boyer Moor
algorithm presented inadequate performance for event detec-
tion because it depends only on the blind majority voting.
Allowing all sensor nodes to participate in the voting process
makes the previous method inefficient and affects network
reliability. In contrast, the proposed method detects the true
event no matter how many faulty nodes are around the event
region.

Fig. 13 illustrates that our algorithm still presented high
ENDA because no faulty nodes with low FD values partic-
ipated in the voting process. In addition, the TMS plays a
vital role by preventing the sensor nodes from obeying the
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blind majority. TMS allows the sensor nodes to check vot-
ers’ replies and consider alternative decision-making based
on the event’s location and the neighbor nodes’ geographic
locations.

Fig. 14 shows that our proposed method still presented high
ENDA for 20% of faulty nodes, no matter how the faulty
nodes percentage and the network density. The proposed
FD_TMS method offers significant improvements compared
to the previous method regarding the ENDA. Therefore,
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the proposed method is able to present a trustworthiness
event-driven WSN that meets the required data reliability
levels for various applications.

VI. CONCLUSION AND FUTURE WORKS

Sensor nodes in WSNs are not shielded against failures
because of their fragility and limited resources, espe-
cially when deployed in harsh environments. Differentiating
between a true and a faulty reading by the sensor node is
a challenging task. Many previous methods dealt with this
problem based on only one factor represented by the neigh-
bors’ voting. This leads to the collection of inaccurate data
and the loss of the network’s reliability. This work presented a
new method, referred to as Friendship Degree and Tenth Man
Strategy (FD_TMS), designed to enhance true event detection
in event-driven WSNSs.

The first phase in the proposed method is built on the
concept of the friendship degree, which has been employed
previously in the security fields to detect malicious nodes.
Concurrently, the TMS, inspired by military intelligence
operations, is introduced for the first time in the context of
the WSNs. This strategy is considered the second phase of
the proposed method that checks and validates the friend-
ship degree outcomes. The friendship degree will be able
to assign FD values for neighbor nodes that indicate the
trustworthiness of the nodes. FD will exclude the faulty nodes
that are recognized by their low FD value from participating
in the voting process. This will lead to more accurate deci-
sions about event occurrence and minimize false alarm rates.
Simultaneously, utilizing the MCM to predict the event’s
location during the second phase, the Tenth-Man strategy will
validate the majority voting based on the network topology
and the event location. TMS will verify the event decision
from the first phase that the FD has done by allowing the
opposite decision to be considered. By matching the voters’
replies with their location regarding the event’s location, TMS
will make highly accurate decisions about the occurrence of
the true events. Whenever a true event is detected, a report
message is transmitted to the BS through a chosen path
using geographic routing called TED_FTR. In contrast, the
sensor nodes will disregard incorrect readings in a decen-
tralized way via the proposed distributed method without
BS interference.

Extensive simulations demonstrate that our suggested
solution performs much better than the baseline algorithm
based on the Boyer Moor algorithm regarding false alarm
rate and event node detection accuracy. The proposed
method presented a low false alarm rate with different
faulty node percentages within the network. Moreover,
the proposed method provided high detection accuracy
for the generated events, even with small networks that
do not contain a lot of sensor nodes inside the event
region.

Future work regarding the proposed method includes
enhancing the voting process, especially in terms of energy
consumption and latency. The future direction may design a
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strategy that involves only half the number of neighbor nodes
in the voting process. This can be included within the design
of a fault-tolerant routing algorithm that can route only the
true event reports to the BS in a multi-hop communication
style to preserve energy and avoid energy holes inside net-
work topology.
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