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ABSTRACT Breast cancer constitutes a significant global health concern that impacts millions of women
across the world. The diagnosis of breast cancer involves categorizing grades based on the histopathological
characteristics of tumor cells. While histopathological assessment remains the established benchmark for
breast cancer diagnosis, it is hampered by time-consuming procedures, subjectivity, and susceptibility to
human errors. This study introduces a novel approach called ImageNet-VGG16 (IVNet) for the real-time
diagnosis of breast cancer within a hospital environment. The research experiments are conducted using a
benchmark dataset known as Jimma University Medical Center (JUMC) breast cancer grading. Advanced
image processing techniques are applied to preprocess the data, enhancing performance. This preprocessing
involves the utilization of Holistically Nested Edge Detection (HED) and Contrast Limited Adaptive
Histogram Equalization (CLAHE) for transformation and stain normalization. We employ advanced neural
network-based transfer learning techniques to analyze the preprocessed histopathological images and
identify affected cells. Various pre-trained models are utilized, including convolutional neural networks
(CNN) such as VGG16, ResNet50, InceptionNetv3, ImageNet, MobileNetv3, and EfficientNetV3, in a
comparative framework. The principal objective of this research is the accurate classification of breast
cancer images into Grade-1, Grade-2 and Grade-3. Through extensive experimental research, we achieved a
commendable 97% correct classification rate by utilizing a hybrid of VGG16 and ImageNet as the proposed
feature engineering method, IVNet. We also validate our proposed approach performance using other state-
of-the-art study data and statistical t-test analysis. Furthermore, we develop a user-friendly Graphical User
Interface (GUI) that facilitates real-time cell tracking in histopathological images. Our real-time diagnosing
application offers valuable insights for treatment planning and assists medical professionals in making
prognoses. Moreover, our approach can serve as a reliable decision support system for pathologists and
clinicians, particularly in settings constrained by limited resources and restricted access to expertise and
equipment.

INDEX TERMS Breast cancer, cancer grading, image processing, deep learning, machine learning, transfer
learning, biomedical engineering.

I. INTRODUCTION
Breast cancer arises when abnormal breast cells multiply
uncontrollably [1]. It has various categories, subtypes, and
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grades based on cell size, shape, and behavior. Subtypes
indicate the origin of breast cancer, such as milk ducts,
lobules, or connective tissue [2]. Cancer cells determine
whether breast cancer is tubular, mucinous, or papillary.
The grade of breast cancer depends on how quickly cancer
cells proliferate and spread. The traditional breast cancer
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grading system assigns a grade of 1 to well-differentiated,
slow-progressing cancer and 3 to poorly differentiated,
fast-progressing cancer. Staging breast cancer is another
important aspect, as it helps determine the extent of the
cancer’s spread. Breast cancer severity is classified by tumor
size, lymph node involvement, and distant metastases. Stage 0
corresponds to non-invasive breast cancer, while stage 4
indicates metastatic disease [3]. Identifying the subtype,
grade, and stage of breast cancer is crucial for doctors to
develop appropriate patient treatment plans.

The breast biopsy samples are examined under a micro-
scope during classical diagnosis to detect potential abnor-
malities [4], [5]. Breast biopsies serve to identify both
cancerous and non-cancerous conditions. Various methods
for breast biopsy exist, such as fine needle aspiration, core
needle biopsy, vacuum-assisted biopsy, and surgical biopsy
[6]. The choice of procedure depends on factors such as
the size, location, and appearance of the breast abnormality.
A local anaesthetic is administered during the biopsy to
numb the breast area while keeping the patient conscious.
Temporary bruising, swelling, and bleeding at the biopsy
site are common occurrences [7]. The CDC recommends
regular breast checks as a means to diagnose breast cancer.
During these checks, healthcare professionals examine the
breasts and the armpit lymph nodes for any signs of tumors
or abnormalities. If unusual findings arise, the doctor might
suggest further testing, including mammograms, to identify
subtle yet significant breast tissue changes. Ultrasound
imaging, employing high-frequency sound waves, produces
visual representations of the breast [8]. Additionally, breast
MRI, utilizing magnets and radio waves, generates high-
resolution images of the breast and the adjacent tissue.

Biopsies involve the removal of breast tissue or fluid
for microscopic inspection and diagnosis [9]. Different
biopsies are available, including core, fine-needle, and open
biopsies. A confirmed diagnosis of breast cancer relies on
biopsy results. The biopsy sample’s cell type, grade, and
receptor status determine the appropriate cancer treatment
[10]. Following a breast cancer diagnosis, additional tests
may be conducted to determine the extent of the illness and
whether it has spread. Treatment decisions are influenced
by disease staging. The diagnosis of the most common
type of breast cancer, Invasive Ductal Carcinoma (IDC),
involves the use of imaging, physical examinations, and
tissue pathology [11]. Methods such as mammography,
ultrasonography, and MRI are employed for diagnosing IDC
breast cancer. Clinical examinations conducted by medical
professionals can detect breast tumors, changes in size, and
other symptoms associated with breast cancer.

During classical diagnosis, a biopsy is conducted if
imaging or clinical examination reveals an anomaly [12].
A surgical core needle and fine-needle aspiration biopsies
are common examples. Once the sample is sent to a lab,
a pathologist will analyze it. The pathologist examines the
biopsy sample for the presence of cancer cells and their
distinguishing features. The pathologist must identify cancer

cells beyond the breast ducts in surrounding tissues to
diagnose IDC [13]. Following an IDC diagnosis, additional
tests may be performed to determine the cancer’s stage and
to screen for potential metastasis. These examinations may
encompass X-rays, CT scans, and PET scans. Breast cancer
cells are graded under microscopic analysis to estimate their
aggressiveness and potential for metastasis. The Nottingham
grading system (Elstone-Ellis) is the gold standard for
classifying breast cancer [14]. It evaluates three key traits of
cancer cells: their resemblance to breast cells when forming
tubules. Low-grade, high-tubule cancers are generally less
aggressive.

Nuclear pleomorphism, which involves nucleus size,
shape, and staining variation, is prevalent in malignant cells
[15]. High-grade tumors exhibit more significant nuclear
abnormalities, indicating a higher level of aggression. The
mitotic index of cancerous tissue measures the rate of cell
divisions. A higher mitotic count suggests faster cell division
and proliferation, indicating a higher grade. Determining
the grade involves assessing tubule development, nuclear
pleomorphism, and mitotic activity [16]. The presence of
these features is combined [17] to assign a grade. Higher
grades imply a more aggressive cancer with an elevated
risk of metastasis. It is important to remember that when
evaluating breast cancer, factors such as tumor size, lymph
node involvement, andmolecular traits are equally significant
alongside the cancer grade. Machine learning techniques,
particularly transfer learning, have demonstrated potential
in diagnosing IDC breast cancer [18]. Transfer learning
involves leveraging pre-trained models from large datasets
to improve the performance of models on smaller datasets.
This approach holds promise for accurate IDC breast cancer
diagnosis through transfer learning.

In this research, we have proposed an innovative IVNet
method for diagnosing breast cancer grading. We utilized
a cutting-edge dataset JUMC Breast Cancer Grading, for
building applied models. Our proposed method harnesses
deep learning techniques to analyze histopathological images
and identify affected cells with high-performance scores
compared to state-of-the-art studies [19]. We employed
transfer learning approaches, utilizing pre-trained models
and neural network architectures. The main objective of this
research is to precisely classify breast cancer images into
Grade01, Grade02, and Grade03 using an efficient transfer
learning neural network.

The primary research contributions of our proposed study
for the diagnosis of breast cancer are as follows:

• We have preprocessed the image dataset using the HED
and CLAHE approaches for transformation and stain
normalization. Transformation techniques are employed
to enhance the results of breast image classification.

• A novel IVNet Method is presented for a smart
feature engineering mechanism from histopathological
images of infected cells, which helps improve diagnosis
performance. We also validate our proposed approach
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performance using other state-of-the-art study data and
statistical t-test analysis.

• We have evaluated the performance using vari-
ous pre-trained neural networks, including CNN,
VGG16, ResNet50, InceptionNetv3, MobileNetv3, and
EfficientNetV3.

• We have created a user-friendly GUI designed for real-
time cell tracking within histopathological images. This
real-time tracking application provides valuable insights
for treatment planning and assists medical professionals
in making prognostic assessments.

• We have conducted a thorough review of the current
body of literature and research studies that delve into
diverse methodologies and techniques to grade breast
cancer through the analysis of histopathological images
precisely.

The subsequent sections of this manuscript are structured
as follows: Section II presents a comprehensive analysis
of approaches employed in prior studies. In Section III,
we detail the proposed methodology workflow analysis. The
performance scores of the applied methods are comparatively
evaluated in Section IV. Our proposed research findings are
summarized in Section V.

II. LITERATURE ANALYSIS
This section comprehensively reviews the existing literature
and research studies investigating various methodologies
and techniques for accurately grading breast cancer using
histopathological images [20]. We aim to identify the
strengths, limitations, and gaps in the current knowledge
landscape by synthesizing and analyzing prior research.
We critically evaluate the performancemetrics of the method-
ologies, the datasets employed, and their overall effectiveness
in distinguishing between distinct cancer grades.

DeepGrade, a deep learning-based method for histo-
logically grading breast malignancies based on digitized
hematoxylin and eosin (HE)-stainedWSIs, is proposed in this
study [21]. The research states that breast cancer histological
grade, which considers both morphology and proliferation,
has unique predictive value and is widely used in clinical
decision-making [22]. It offers Deep Grade, a deep learning-
based method for histologically grading breast malignancies
based on digitized hematoxylin and eosin (HE)-stained
WSIs, emphasizing enhancing prognostic classification of
NHG 2 tumors. The model classified NHG 1 and NHG
3 morphological patterns and restratified NHG 2 tumors
using the learned patterns. The model-based categorization
of NHG 2 tumor patients is prognostic and adds clinically
useful information to histological grading. Deep Grade was
used to grade breast tumors histologically using digitized
hematoxylin and eosin (HE)-stained WSIs. Patient outcome
data from independent internal and external tests verified
the suggested model. If a subgroup’s minimum value is
less than 5, Fisher’s exact test or chi-square test was used
to compare categorical variable distributions. The t-test

examined mean age differences. The ManneWhitney U test
compared Ki67 scores. A two-sided P value <0.05 was
statistically significant.

This study [23] develops and evaluates breast cancer
histologic grading deep learning models. The article used
digital hematoxylin and eosin-stained slides of invasive breast
cancer from a tertiary teaching hospital, a medical laboratory,
and TCGA. Qualified pathologists assessed all whole-slide
images (WSIs) for slide-level inclusion and quality assurance.
TTH, MLAB, and TCGA datasets were used to construct
and test deep learning models [31], [32]. Slides with a
pathologist majority examined the component models to
achieve performance assessment reference dependability.
The paper showed that deep learning can grade breast cancer
and pathologists. The research includes patch- and slide-
level model assessment measures. The research only included
digital hematoxylin and eosin-stained slides of invasive breast
cancer from formalin-fixed paraffin-embedded resection
tissues.

In this study [24], a deep learning-based approach
for automated breast cancer grading on whole-slide pho-
tos. The approach classifies tumors into two categories,
low/intermediate and high grade, and discovers a pattern
in survival for each. All of the young (40) Dutch women
who were diagnosed with invasive ductal carcinoma in situ
(invasive ductal carcinoma in situ) without (lymph node)
metastases between 1989 and 2000 were included in
the PARADIGM study. These women had no history of
other malignancies and had not received adjuvant systemic
treatment per current guidelines. Whole-slide pictures from
706 patients with invasive breast cancer and their accom-
panying tumor grade (low/intermediate vs. high) and its
components nuclear grade, tubule formation, and mitotic rate
were used to build and test a deep learning-based model.
The model’s accuracy was measured against ground-truth
annotations from experienced pathologists in a test set of
686 cases using Cohen’s kappa. With a Cohen’s Kappa of
0.59 (80% accuracy), the deep learning system was able to
discern between low/intermediate and high tumor grades in
comparison to human pathologists.

Consistent reporting and grading of invasive breast cancer
pathology data across countries is the subject of discussion
in this research [25]. The objective is to establish a global
standard for reporting and assessing pathology data con-
cerning invasive breast cancer. The new worldwide dataset
for pathology reporting, developed by the International
Consortium for Cancer Reporting (ICCR), encompasses
breast cancer resection specimens featuring invasive can-
cer and ductal carcinoma in situ (DCIS). Leading breast
pathologists, a surgeon, and an oncologist from around
the globe collaborated to compile this information. The
dataset comprises both mandatory and discretionary pieces of
information. The subsequent phase involves an international
round of public feedback, following which the synoptic
reporting guide will be approved and made available on
the ICCR website, accessible to the public at no charge.
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TABLE 1. The literature summary and research gap analysis.

This paper presents an overview of the International ICCR
Software Application, designed to standardize the reporting
and grading of pathology data pertaining to invasive breast
cancer internationally.

In the context of detecting breast cancer in HE-stained
pathological images, the authors of this research propose
the utilization of a nuclei-aware network [26]. This network
employs an attention-based approach to learn feature repre-
sentations that are both fine-grained and intricately connected
to nuclei, specifically for rating IDC. The mechanism
resembles an attention process in end-to-end learning. The
experimental findings validate the suggested technique’s
superiority over the current gold standard. The article focuses
on determining breast cancer grades using HE-stained
pathology images. The experimental results clearly illustrate

that the proposed nuclei-aware network technique attains
higher accuracy rates in classifying breast cancer grades
compared to state-of-the-art methods. Receiver Operating
Characteristic (ROC) analysis indicates an average Area
Under the Curve (AUC) of 0.93, with corresponding values
of 0.94, 0.91, and 0.93.

The research [27] analyzes the agreement between AI
and a group of breast pathologists from various institutions
using digital whole slide imaging (WSI) to grade breast
carcinomas. According to the results, AI demonstrated
comparable concordance with pathologists, employing only
explicable approaches. The paper employed machine learn-
ing techniques on a cohort of 143 instances, excluding
2 due to computational issues and 4 that were corrupted.
A total of 137 whole slide images (WSIs) were used for
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the final analysis: 46 for the training set and the remaining
91 for the testing set. A single pathologist annotated the
WSIs for the invasive tumor area and the leading edge.
Through deep learning, the authors automated the Notting-
ham Grading System (NGS). They graded 137 invasive
carcinoma slides using scores for tubule formation (TF),
nuclear pleomorphism (NP), and mitotic count (MC), with
six pathologists and a computer algorithm providing the
grades. Complete agreement was observed in 25 instances.
Overall, AI exhibited an accuracy of 0.659 (compared to the
designated grade in the test set), 0.758 (for TF), 0.802 (for
NP), and 0.659 (for MC). When comparing the AI-generated
grades to the reported grades, it achieved a 70% accuracy for
grades 1 and 2 and a 52% accuracy for grade 3 breast cancer.

The findings in [28] demonstrate that H&E staining tends
to assign lower grades to breast carcinomas (BCs) compared
to PHH3 staining, which in turn affects staging, prognosis,
and treatment decisions. Factors such as higher tumor stage,
a tumor size of 2 cm, high-grade morphology, nuclear pleo-
morphism, reduced tubule formation, and a high Nottingham
Prognostic Index (NPI) were all found to be strongly asso-
ciated with positive PHH3 expression in this breast cancer
research. The presence of PHH3 positivity was correlated
with lower Breast Cancer-Specific Survival (BCSS) rates
and shorter Distant Metastasis-Free Survival (DMFS) times.
Addressing the variations in breast cancer grading observed
among pathologists, this paper introduces a deep learning
model based on a convolutional neural network approach
(CNN-bA). The model was trained using 100 Whole Slide
Images (WSIs) of Ductal Carcinoma in Situ (DAC-NOS)
sourced from the TCGA-BRCA dataset, which encompasses
cases of invasive breast cancer. In preparation for next-
generation sequencing (NGS) analysis, a thoracic pathologist
manually delineated the training dataset to annotate all tissue
and cell attributes. To mitigate the limited size of the training
dataset, the research employed Aiforia’s image augmentation
features. The developed grading AI model necessitated a total
of 17 hours, 34 minutes, and 44 seconds, along with 19,000
iterations, to complete its training process.

In [29], the model’s grading was generally in accordance
with that of general pathologists, except for the mitotic count
score, which exhibited the least concordance. According to
the study, following 17.5 hours and 19,000 iterations, a deep-
learning model trained using a convolutional neural network-
based method (CNN-bA) demonstrated good accuracy,
sensitivity, and F1 scores across several grading components.
Regarding NGS components, tubule segmentation displayed
the lowest accuracy (precision = 94.95, sensitivity = 94.49,
F1 score = 94.73). A total of 232 patients were included
in this study. No differences in survival rates were observed
between those with HER2-low and HER2-zero malignancies.

This study [30] compares and contrasts the utilization of
digital whole slide imaging (WSI) and light microscopy (LM)
for mitosis counting in breast cancer. The research results
lend support to the feasibility of mitosis counting onWSI and
validate the providedAI algorithm for application in everyday

practice under the guidance of pathologists. Fifty breast
cancer patients who had undergone paired core biopsies and
resections were randomly selected for inclusion in this article.
Mitotic count (MC) was assessed using light microscopy
(LM), digital whole slide imaging (WSI), and artificial
intelligence. The mitoses in this research were enumerated
utilizing an artificial intelligence approach based on a 6-layer
group CNN model. The findings of the paper showcased a
high level of consistency between biopsies and resections
regarding mitotic count methodologies. Both biopsies and
resections exhibited substantial levels of agreement in BR
across different modalities. The correlation coefficients (R2)
between LM-MC and WSI-MC were 0.85 and 0.83, between
LM-MC and AI-MC were 0.85 and 0.95, and between WSI-
MC and AI-MC were 0.77 and 0.83.

This article [33] introduces an innovative approach to
cancer cell profiling, utilizing Zernike image moments to
extract intricate features from cancer cell images. The
classification process is carried out using straightforward
neural networks. Additionally, the research incorporates the
Local Interpretable Model-Agnostic Explanations (LIME)
technique and Explainable Artificial Intelligence (XAI) to
provide insights into the test results. The methodology
involves acquiring the BreakHis public dataset containing
microscopic images and applying image processing and
machine learning techniques in a high-throughput strategy.
The proposed approach is theoretically supported and com-
pared against contemporary methods, affirming its empirical
foundation in algorithmic discovery. Notably, the system
demonstrates an impressive ability to accurately differentiate
between malignant and benign cancer cell images at a
resolution of 40×, achieving a commendable recognition
rate of over 99%. Integrating XAI ensures that the machine
learning model’s results are interpretable and transparent,
enhancing its reliability for subsequent analysis and parame-
ter optimization.

III. PROPOSED METHODOLOGY
This section discusses the image dataset and preprocessing
techniques aimed at enhancing image quality. Additionally,
it explores advanced transfer learning-based approaches for
feature engineering and the classification of breast cancer
grading.

The suggested methodology consists of several sections
within the framework. Figure 1 provides a visual rep-
resentation of the processes in the proposed framework.
The initial phase encompasses image preprocessing and
feature engineering. Multiple classical pre-trained models
are constructed using image data. In the experimental
phase, transfer learning approaches are employed for feature
engineering and classification. The performance of each
applied model is assessed. We introduce a novel transfer
learning feature engineering mechanism that extracts features
from preprocessed image data, contributing to enhanced
performance in breast cancer diagnosis. Finally, we have
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FIGURE 1. The workflow architecture of proposed study methodology.

developed a graphical user interface for a real-time applica-
tion designed for breast cancer diagnosis.

A. BREAST CELLS IMAGE DATASET
The dataset image samples 906 were obtained from the
Pour Sina Hakim Research Centre at Jimma University of
Medical Sciences [34] in Iran. They consist of H&E-stained
breast tissues collected from 124 patients identified between
2014 and 2019. The dataset is labeled with the name of the
directory, witch contains images such as BC_IDC_Grade_1,
BC_IDC_Grade_2, and BC_IDC_Grade_3. Figure 14 illus-
trates the four distinct levels of magnification available: 4x,
10x, 20x, and 40x. In Figure 3, the dataset images undergo
preprocessing using method along with visualization.

B. IMAGE REPROCESSING AND TRANSFORMATION
During image processing, we read image data using OpenCV
and convert the image into RGB channels. The initial step
involves converting the RGB channels into the HED color
space [35], where HED represents Hue, Entropy, and Density.
This color space is tailored for histopathology images, aiming
to separate the image into three distinct channels effectively:
Hue: This channel represents the color of the tissue.
Entropy: This channel represents the amount of variation

in the color of the tissue.
Density: This channel represents the amount of tissue in

the image.
We performed stain normalization on the H and E channels

individually. This involved adjusting the brightness and
contrast of each channel to achieve greater uniformity. This

FIGURE 2. Without preprocessing histopathological images.

FIGURE 3. Preprocessed and normalized IDC breast cancer images.

step is crucial due to variations in staining intensities caused
by different scanners and microscopes. The specific stain
normalization method we utilized is known as CLAHE
[36]. CLAHE is a technique that enhances image contrast
by locally equalizing the histogram of each channel. This
ensures that the brightness and contrast of each image region
are harmonized, resulting in a more consistent distribution of
pixel values within that region.

After the stain normalization process, we applied color
augmentation to the image. This involved artificially altering
the colors of the image to enhance diversity. This augmen-
tation can prove beneficial in enhancing the performance of
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TABLE 2. The properties analysis during the image preprocessing.

FIGURE 4. The count plot analysis of dataset features.

machine learning models trained on histopathology images.
As the final step in our preprocessing pipeline, we converted
the image back to the RGB color space. This conversion
marks the conclusion of our preprocessing procedures. The
characteristics of the image post-preprocessing are detailed
in Table 2.

Figure 4(a) displays the pixel distribution of the dataset
images, while Figure 4(b) provides an overview of the
relationship between grade, zoom level, and sample count
for each cancer grade. Since the histopathological images
are in the RGB color scheme, the pixel distributions of the
dataset are plotted in Figures. Figure 5(a) displays Channel-
1, Channel-2, and Channel-3, while Figure 5(b) illustrates the
mean and standard deviation of each channel.

FIGURE 5. The pixel distributions are plot analysis.

C. TRANSFER LEARNING
We utilize transfer learning with multiple models [37],
[38], [39]. We train and test the following models:
VGG16, Fine-Tuned VGG16, VGG16 with ImageNet pre-
training, ResNet50, InceptionNetV3, EfficientNet-B0, and
MobileNetV3. Each model undergoes normalization through
transformation after applying a staining filter, and the batch
size is set to 16, with 10 epochs for each model.

ImageNet-trained CNNs learn generic characteristics [40].
These pre-trained programs recognize basic visual patterns
and features to detect breast cancer. Transfer learning requires
IDC breast cancer data, including labeled photographs
of malignant and non-cancerous breast tissue. Training,
validation, and testing datasets already exist [39]. Pre-trained
CNNmodels extract features, with the network’s lower levels
storing learned representations. The last convolutional or
fully connected layer retrieves features from breast cancer
images. These extracted features are then used to train a new
classifier, which could be fully connected to neural networks
using IDC dataset labels. The pre-trained model helps the
classifier distinguish between cancerous and non-cancerous
breast tissue.

Transfer learning enables the model to leverage extensive
pre-trained model information and feature representations
using limited IDC breast cancer data. This enhancement leads
to improved accuracy and efficiency in diagnosing IDC breast
cancer. The effectiveness of the model relies on the quality of
the IDC breast cancer dataset.

D. NOVEL TRANSFER FEATURES ENGINEERING
In this research, we propose a novel transfer feature
engineering technique aimed at enhancing performance in
diagnosing breast cancer. The workflow architecture of our
approach is illustrated in Figure 6. The proposed IVNet
method extracts spatial features using layers inspired by the
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FIGURE 6. Our novel proposed feature engineering and diagnosis mechanism analysis.

ImageNet approach and applies them to the input dataset.
These extracted features are then utilized for training and
testing theVGG16model. The integration of transfer learning
features enables us to achieve high performance in breast
cancer diagnosis.

E. PERFORMANCE EVALUATION
The performance of each applied classifier for breast cancer
detection is assessed during model evaluations. Accuracy,
precision, recall, and F1 score are employed to gauge the
diagnostic performance of the model. Subsequently, the
model is evaluated using the testing set and applied to breast
cancer diagnosis. For the evaluation, an 80:20 ratio is utilized
to split the image data into training and testing portions. The
pre-trained model predicts breast cancer by analyzing breast
images through the acquired classifier.

The performance metrics used for results evaluations are
mathematically analyzed in this section. Accuracy gauges the
overall correctness of predictions by measuring the ratio of
correctly classified instances to the total. On the other hand,
precision highlights the proportion of true positives among
all positive predictions. Recall revealing the ratio of true
positives to the sum of true and false negatives. The F1 score,
which harmonizes precision and recall, is a balanced metric
by computing the harmonic mean of the two. The following
contains the mathematical working notations of metrics:

Accuracy:

Accuracy =
Number of Correct Predictions
Total Number of Predictions

Precision:

Precision =
True Positives

True Positives + False Positives
Recall:

Recall =
True Positives

True Positives + False Negatives

F1 Score:

F1 Score = 2 ×
Precision × Recall
Precision + Recall

IV. RESULTS AND DISCUSSIONS
In this section, we discuss the algorithms that have been
deployed and present the results along with visualizations.
Finally, we summarize these results to provide an overarching
view of the overall performance of the model. According
to the dataset, traditional machine learning methods do not
contribute significantly to achieving the goal, whereas deep
learning yields high classification scores.

A. PERFORMANCE ANALYSIS WITH CLASSICAL
APPROACHES
The performance of state-of-the-art classical approaches is
evaluated through a series ofmetrics. The preprocessed image
dataset is input into each pre-trained model for classification,
and the results are assessed for comparative analysis.

1) PERFORMANCE ANALYSIS OF CNN MODEL
We began by constructing a CNN model using the original
image dataset and subsequently evaluated its performance.
The performance analysis of the CNNmodel during training,
based on time series data, is presented in Figure 7. The
CNN model is executed for 10 epochs to assess performance
outcomes. The analysis reveals that with increasing epochs,
there is a decrease in loss and a gradual improvement in
validation accuracy.

The classification report’s analysis of the CNN model,
utilizing unseen testing data, is comparatively evaluated in
Figure 8. The analysis results indicate that, during diagnosis,
the model achieves a low precision performance score of
0.54 for the diagnosis of Grade 2 breast cancer. However,
it demonstrates a commendable recall score of 0.60 for the
diagnosis of Grade 3 breast cancer. Overall, this analysis
underscores that the CNN model has achieved subpar
performance scores in these comparisons.

2) PERFORMANCE ANALYSIS OF INCEPTIONNETV3 MODEL
After obtaining the initial performance scores, we imple-
mented advanced image preprocessing techniques to enhance
the performance. We utilized high-quality image data for
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FIGURE 7. Time series-based performance analysis of CNN model during
training.

FIGURE 8. Classification report analysis of the CNN model using unseen
testing data.

FIGURE 9. Time series-based performance analysis of INCEPTIONNETV3
model during training.

evaluating the results. The performance evaluation of the
INCEPTIONNETV3 model during the training phase, uti-
lizing time series data, is illustrated in Figure 9. The
INCEPTIONNETV3 model underwent 10 epochs to assess
its performance in diagnosing breast cancer. The analysis
reveals a notable trend: as the number of epochs increased,
there is a corresponding reduction in loss accompanied by
a gradual improvement in validation accuracy. The perfor-
mance metrics of the INCEPTIONNETV3 model exhibited
strong results during training, consistently exceeding 0.90 in
this analysis.

The analysis of the INCEPTIONNETV3model in the clas-
sification report, using unseen testing data, is comparatively

FIGURE 10. Classification report analysis of the INCEPTIONNETV3 model
using unseen testing data.

FIGURE 11. Time series-based performance analysis of EFFICIENTNET-B0
model during training.

evaluated in Figure 10. The results of the analysis indicate
that the model performs well in diagnosing cases. It achieves
a high recall score of 0.98 for grade 1 breast cancer
diagnosis. The analysis demonstrates that the remaining
performance scores are also good, ranging from 0.93 to 0.98.
Overall, the performance scores of INCEPTIONNETV3 are
commendable. However, there is still a need for further
performance enhancement.

3) PERFORMANCE ANALYSIS OF EFFICIENTNET-B0 MODEL
The performance of another state-of-the-art approach,
EFFICIENTNET-B0, is evaluated for comparisons. The
performance evaluation of the EFFICIENTNET-B0 model
during the training phase, utilizing time series data,
is illustrated in Figure 11. The EFFICIENTNET-B0 model
underwent 10 epochs to assess its performance in diagnosing
breast cancer. The analysis shows that as the number of
epochs increased, there is a corresponding reduction in
loss, accompanied by a gradual improvement in validation
accuracy. The performance metrics of the EFFICIENTNET-
B0 model exhibited acceptable results during training,
consistently below 0.90 in this analysis.

The analysis of the EFFICIENTNET-B0 model in the clas-
sification report, using unseen testing data, is comparatively
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FIGURE 12. Classification report analysis of the EFFICIENTNET-B0 model
using unseen testing data.

FIGURE 13. Time series-based performance analysis of MOBILENETV3
model during training.

evaluated in Figure 12. The results of the analysis indicate that
themodel performswell in diagnosing cases, achieving a high
precision score of 0.94 for grade 2 breast cancer diagnosis.
The analysis demonstrates that the remaining performance
scores are also good, ranging from 0.79 to 0.94. However,
while the overall performance scores of EFFICIENTNET-B0
are decent, they do not reach a high level. Therefore, further
performance enhancements are still needed.

4) PERFORMANCE ANALYSIS OF MOBILENETV3 MODEL
The performance of another state-of-the-art approach,
MOBILENETV3, is evaluated for comparison. The perfor-
mance evaluation of the MOBILENETV3 model during the
training phase, utilizing time series data, is illustrated in
Figure 13. TheMOBILENETV3model underwent 10 epochs
to assess its performance in diagnosing breast cancer. The
analysis shows that as the number of epochs increased,
there is a corresponding reduction in loss, accompanied
by a gradual improvement in validation accuracy. The
analysis also demonstrated that validation accuracy decreased
after epoch 6. The accuracy performance metrics of the
MOBILENETV3 model exhibited acceptable results during
training, consistently remaining below 0.90 in this analysis.

The analysis of the MOBILENETV3 model in the clas-
sification report, using unseen testing data, is comparatively
evaluated in Figure 12. The results of the analysis indicate

FIGURE 14. Classification report analysis of the MOBILENETV3 model
using unseen testing data.

that the model performs well in diagnosing cases, achieving
a high recall score of 0.96 for grade 1 breast cancer diagnosis.
The analysis demonstrates that the remaining performance
scores are also good, ranging from 0.80 to 0.96. However,
while the overall performance scores of MOBILENETV3
are decent, they do not reach a high level. Therefore, further
enhancements in performance are still needed.

5) PERFORMANCE ANALYSIS OF RESNET50 WITH
IMAGENET MODEL
To evaluate the performance of the hybrid model [41],
we combined RESNET50 with the ImageNet model and
assessed the performance scores in this section. The perfor-
mance evaluation of the RESNET50 with ImageNet model is
conducted during the training phase using time series data,
as depicted in Figure 15. The RESNET50 with ImageNet
model is trained for 10 epochs to evaluate its effectiveness
in diagnosing breast cancer. The analysis reveals that with
an increasing number of epochs, there is a corresponding
decrease in training loss, coupledwith a gradual improvement
in validation accuracy. However, the analysis also demon-
strates that validation accuracy remains low throughout the
training process. The accuracy performance metrics of the
RESNET50 with ImageNet model exhibit suboptimal results
during training, consistently staying below 0.70 in this
analysis. Consequently, there is a clear need for performance
enhancement techniques to achieve accurate diagnoses.

The analysis of the RESNET50 with ImageNet model
in the classification report, using unseen testing data,
is comparatively evaluated in Figure 16. The results of the
analysis indicate that the model performs well in diagnosing
cases, achieving a moderate recall score of 0.77 for grade
2 breast cancer diagnosis. The analysis demonstrates that
the remaining performance scores are poor, ranging from
0.56 to 0.77. However, while the overall performance scores
of RESNET50 with ImageNet are decent, they do not reach a
high level. Therefore, further enhancements in performance
are still needed.
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FIGURE 15. Time series-based performance analysis of RESNET50 with
ImageNet model during training.

FIGURE 16. Classification report analysis of the RESNET50 with ImageNet
model using unseen testing data.

B. PERFORMANCE ANALYSIS WITH NOVEL PROPOSED
APPROACH
The performance evaluation of the proposed IVNet approach
is presented in this section. The IVNet method extracts spatial
features using layers inspired by the ImageNet approach and
applies them to the input dataset. These extracted features
are subsequently utilized for training and testing the VGG16
model. The results are then evaluated for performance
validation.

To assess the performance of the proposed model, we com-
bined VGG16 with the ImageNet architecture and evaluated
its performance scores in this section. The evaluation of the
proposed model’s performance took place during the training
phase using time series data, as illustrated in Figure 17. The
proposed model underwent 10 epochs of training to evaluate
its effectiveness in diagnosing breast cancer. The analysis
reveals that as the number of epochs increases, there is a
corresponding decrease in training loss, accompanied by a
gradual improvement in validation accuracy. Furthermore,

FIGURE 17. Time series-based performance analysis of proposed model
during training.

FIGURE 18. Classification report analysis of the proposed model using
unseen testing data.

this analysis demonstrates that the validation accuracy
consistently reached its maximum throughout the training
process. The accuracy performance metrics of the proposed
model showcased the best results during training, consistently
remaining within the range of 99% to 100% in this analysis,
which is best compared to others.

The performance of the proposed model is analyzed in
the classification report using unseen testing data, as shown
in Figure 18. The results of the analysis indicate that the
model excels in diagnosing cases, achieving a precision score
of 0.98 for grade 1 breast cancer diagnosis, which is the
highest. Furthermore, the analysis demonstrates consistently
strong performance across the board, with scores ranging
from 0.95 to 0.98. In conclusion, this analysis supports the
claim that our proposed model outperforms the state-of-the-
art approach, displaying high efficacy when applied to unseen
testing data.

The confusion matrix analysis, based on performance
evaluation for each target class, is conducted as illustrated
in Figure 19. The analysis shows that the proposed approach
achieved a minimal error rate in wrong predictions during
the diagnosis of breast cancer from unseen testing data.
This analysis validates the high-performance scores of the
proposed approach, with a high rate of correct predictions for
the diagnosis of breast cancer.

In conclusion, this analysis highlights that our innovative
approach achieved high performance scores during train-
ing, surpassing the performance of other state-of-the-art
approaches that were applied.
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FIGURE 19. Confusion matrix analysis of the proposed approach.

TABLE 3. The comparative performance analysis of applied models.

1) PERFORMANCE COMPARISON OF THE PROPOSED
APPROACH WITH OTHERS
The overall performance of our proposed approach is com-
pared with the current state-of-the-art method, as presented in
Table 3. The analysis reveals that our CNN Model achieves
an F1 score of 0.75, a recall of 0.74, and a precision of
0.75, resulting in an overall accuracy of 0.75. In contrast, the
ResNet50 + ImageNet model attains an accuracy of 0.67,
accompanied by relatively lower precision, recall, and F1-
score values. The VGG16 model consistently demonstrates
scores of 0.74 for F1-score, precision, and recall, although the
recall rate is notably lower at 0.57. The Fine-Tuned VGG16
model exhibits uniform values of 0.67 for precision, recall,
and F1-score, while accuracy and precision are both recorded
at 0.64. This analysis underscores exceptional performance
across various metrics.

The proposed VGG16 With ImageNet model achieves
a remarkable accuracy of 0.97, accompanied by the cor-
responding precision, recall, and F1-score values also at
0.97. The InceptionNetV3 model also achieves a notable
accuracy of 0.95, owing to its robust precision, recall, and
F1 score. Additionally, the EfficientNet-B0 model attains an
accuracy of 0.86, surpassing other models in the lineup. This
comprehensive comparative analysis demonstrates that our

TABLE 4. Comparisons of the proposed approach using benchmark
state-of-the-art datasets.

TABLE 5. The statistical t-test analysis of proposed approach against
applied methods.

proposed approach outperforms the state-of-the-art method,
exhibiting high-performance scores for diagnostic tasks.

C. COMPARISON USING OTHER STATE OF THE ART
STUDIES DATA
The performance of our proposed approach is validated using
a benchmark dataset used in this study [42]. The performance
comparisons show that our proposed approach also achieved
high-performance scores of 90% for a benchmark dataset.
The performance results are analyzed in Table 4.

D. STATISTICAL T-TEST ANALYSIS
In this section, we present the results of a statistical t-test
analysis to evaluate the effectiveness of our proposed model.
This test demonstrates the importance of our approach by
examining two hypotheses. The null hypothesis suggests
that our method lacks statistical significance compared
to others. If the t-test rejected this hypothesis, it would
indicate support for the alternative hypothesis, confirming the
statistical significance of our proposed approach. The t-test
generates a Statistic Score and an associated p-value. If the
p-value exceeds the Statistic value, it leads to rejecting the
null hypothesis. The outcomes are detailed in Table 5 for
various scenarios. We compared the results of our proposed
deep learning model using the recommended methodology
against other applied models. In every comparison, the t-test
rejects the null hypothesis, offering proof of the statistical
significance of our proposed approach.

E. REALTIME DIAGNOSIS WITH GUI-BASED APPLICATION
In this study, for the real-time diagnosis of breast cancer,
we have developed a GUI-based application, as depicted in
Figure 21. Our proposed IVNet approach has been imple-
mented in the backend of this application. Medical specialists
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FIGURE 20. The real-time diagnosis of breast cancer using a GUI application.

FIGURE 21. The backend functionality of real-time diagnosis of breast
cancer using a GUI application.

can simply upload an image within the application, enabling
it to diagnose cancer and predict its stages efficiently. This
application expedites the diagnosis process, yielding high-
performance accuracy scores.

V. CONCLUSION
This research proposes a novel approach to breast cancer
grading mechanisms based on histopathology images. The
proposed transfer learning approach aims to enhance per-
formance in diagnosing breast cancer. The IVNet method,
as part of this approach, extracts spatial features using layers
inspired by the ImageNet approach and applies them to the
input dataset. These extracted features are then utilized for
training and testing the VGG16 model to categorize breast
cancer images into Grade 01, Grade 02, and Grade 03.
The study’s findings demonstrate that the proposed method
is highly accurate and sensitive when applied to grading
breast cancer. The GUI-based application has the potential to

contribute valuable data to treatment planning and prognosis,
underscored by its positive performance. Pathologists and
clinicians can adopt this technique as a decision support
system, particularly beneficial in low-resource settings where
specialists and necessary tools might be scarce. The proposed
method offers a faster and more objective alternative to the
time-consuming and subjective manual grading process in
histopathology.
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