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ABSTRACT Despite significant advancements in self-supervised anomaly detection, multi-class anomaly
detection tasks still pose substantial challenges. Most existing methods require individual network training
for each category of objects. This paper presents a novel end-to-end approach for multi-class anomaly
detection: self-supervised Mask-pretrained Anomaly Localization Autoencoder (MALA). Firstly, the
masked autoencoder (MAE) and Pseudo Label Prediction Module (PLPM) are utilized to recover and
perceive normal image patterns. Subsequently, the encoder weights are frozen for further end-to-end network
training to predict anomalous maps directly. Token Balance Module(TBM) facilitates anomalous perception
and improves anomaly segmentation. By utilizing the Visual Transformer and employing image inpainting
as a proxy task, remarkable generalization results are achieved. The proposed method demonstrates its
applicability across diverse styles of industrial products. Experiments are conducted on MVTech AD, VisA,
KolektorSDD2, and MT datasets, achieving state-of-the-art results in multi-task anomaly detection and
segmentation tasks. Specifically, we obtain image AUROC of 98.% and pixel AUROC of 97.1% on the
MVTech AD dataset, pixel AUROC of 97.1% on the VisA dataset, and pixel AUROC of 98.7% on the
KolektorSDD2 dataset.

INDEX TERMS Defect localization, self-supervised learning, visual transformer (ViT), masked autoencoder
(MAE), industrial products.

I. INTRODUCTION
Visual anomaly detection has been applied to various
domains, including medical imaging [1], [2], transportation
object or sign detection [3], [4], video surveillance [5], [6],
[7], [8], [9], and industrial products [10], [11], [12], [13].
With the evolution of implication fields and the complexity
of image representations, traditional methods [14], [15], [16]
might not suit anomaly detection and segmentation tasks,
in addition to products with typical appearance regularity
[17], [18]. Thus, more effective architecture and pipelines
are devised with the advent of machine learning methods and
deep learning networks [19], [20], [21]. Due to the laborious
and costly labeling of supervised learning tasks, unsupervised
and self-supervised methods have become research hotspots
in recent years, and many datasets suitable for such tasks
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have emerged [22], [23], [24]. Convolution neural network
(CNN) [25], [26], [27], [28], memory bank [21], [29], [30],
[31], and distribution assessment [32], [33], [34], [35] are
three common types trained for individual datasets shown in
Fig. 1 (a).
Several researchers have paid more attention to challeng-

ing multi-class training tasks [36], [37], [38], as shown in
Fig.1(b). Unlike one-for-one setups, comprehensive cate-
gories put a higher standard on the model’s generalization
and stability. For instance, the model needs to deal with bias
problems. If the parameters tilt toward specific shapes or
styles of several industrial products, the model might sink
into the local optimum instead of reaching an overall balance
among all the types. 1)Deep CNN-based reconstruction
[37] makes the anomaly map prediction process redundant.
Visual-Transformer-based (ViT) [39] models and masked
autoencoders (MAE) [38], [40], [41], [42] are promising
structures to be applied to multi-style anomaly localization
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FIGURE 1. MALA is an end-to-end self-supervised mask-pretrained
anomaly localization method, as shown in (b). Different from (a):
Traditional individual classes detection method(N models for N classes),
our method can apply to multiple classes using only one model(one
model for N classes).

FIGURE 2. Flow charts under different paradigms. (a) indicates the
process of Reconstruction and anomaly localization. (b) indicates the
process of End-to-End.

and detection task. 2)You et al. [36] combine feature jittering
with an attention mechanism to increase the model’s power,
yet theirmodel still has the potential to optimize segmentation
results. On the other hand, properly trained tokenizers,
extracted prototypes, and comparatively deep encoder-
decoder [38] incur substantial inference costs and a barrier
to typical feature preserving. Previous reconstruction-based
methods are indicated in Fig.2(a).

To increase the prediction accuracy and lower the threshold
for feature extraction in tough various types of training sets,
we propose Mask-pretrained Anomaly Localization Autoen-
coder(MALA), applying a two-stage training paradigm and

end-to-end defective segmentation pipeline. The end-to-
end idea is shown in Fig.2(b). In the first stage shown
in Fig.3 Stg.1, MALA occludes parts of normal images
and trains the encoder-decoder of ViT structure to predict
the whole image with the remaining. MALA contains
a pseudo labels prediction module (PLPM) to train the
model in a generative-adversarial way. In the second stage,
shown in Fig.3 stg.2, MALA takes in artificial anomaly
images and outputs defect segmentation masks. Instead of
occluding suspicious areas [38] and achieving feature-level
[36] or image-level reconstruction [37], MALA directly
obtains the anomaly map and skips unnecessary comparison
processes. To better help the anomalous perception and
improve anomaly segmentation ability, we design a Token
Balance Module(TBM). TBM fuses multi-scale and multi-
level features and dramatically reduces the probability of
pixel-level misjudgment.

In conclusion, the main contributions of this paper are as
follows:

1) To cope with tough multi-class anomaly detection tasks,
we propose a MAE-based framework MALA. The training
process is divided into two stages. In the first stage, MALA is
equippedwith TBM trained in a generative-adversarial way to
reconstruct normal images. In the second stage, MALA aims
to predict anomaly areas of artificial defective images.

2) We propose a novel TBM module that effectively
integrates multi-level feature tokens and preserves valuable
information as much as possible. Meanwhile, MALA dis-
cards unnecessary comparison modules and uses an end-to-
end segmentation pipeline.

3)MALA achieves competitive results onMVTech AD and
VisA for both image-level and pixel-level. Moreover, MALA
demonstrates its practicality and robustness against noise on
the KolektorSDD2 [43] and MT [44] datasets, maintaining
state-of-the-art(SOTA) performance.

II. RELATED WORK
Recent studies on frame or image-based industrial anomaly
detection can be categorized based on their functional and
target emphasis into the following groups: few-shot or
zero-shot methods, multi-modal methods, masked image
reconstruction modeling, and class-generalization methods.
Generally, Few-shot or zero-shot methods [45], [46], [47],
[48] are centered on extracting crucial and representative
features of normal patterns to distinguish abnormal parts.
In addition, pretrained vision-language models [49], [50]
have drawn attention from various fields and inspired
researchers to increase robustness in a new way of multi-
modal thoughts [51], [52], [53] and make up for the possible
neglect of details by sole vision perception.

Video-based researches [3], [4], [5], [9] about object
detection or tracking thrive and improve the availability and
practical application value. Liang et al. put forward Detect-
Former [4] and improve sparse R-CNN with ResNeSt [3].
Both of them greatly optimize the accuracy of traffic anomaly
detection. Wang et al. [5] propose a one-class abnormal event

VOLUME 11, 2023 127527



Y. Chen et al.: Novel MAE-Based Self-Supervised Anomaly Detection and Localization Method

FIGURE 3. Stg.1 The overview of perceiving normal patterns of MALA in stage 1. After the picture is covered by a large portion(e.g.75%), it is sent to MAE
for reconstruction, with Prediction Module(PLPM) distinguishing pseudo label types of reconstructed and original images generatively and
discriminatively. Stg.2 The framework of MALA in stage 2. The model is composed of three parts:(1) Add artificial anomaly global or local Perlin Noise.
(2) Frozen the encoder and activate decoder parameter settings from stage 1. (3) Balance tokens to capture both local and global details. Acquire a
double-channel map and take the first channel as the output mask.

detection network (AED-Net) based on principal component
analysis across various scenes. Liu et al. [9] propose a
tracking algorithm based on the Siamese network, combining
fuzzy inference to visual tracking with bounding boxes and
anomaly maps. Methods ahead are based on multi-frame
information, while the industrial anomaly detection task lacks
continuous frame-level regularity and requires pixel-wise
segmentation and the tolerance of different normal products
in a comparatively static process.

Reconstruction-based methods are often self-supervised
and combined with anomaly simulation [26], [46], [54], [55],
[56], [57]. Defect-GAN [46] is one of the earliest research
that proposes to inject controllable synthetic defects and
random noise to train images. DRA [58] disentangles the
simulated anomalies into seen, pseudo and latent-residual
types. JNLD [55] proposes a defective simulation strategy
based on just noticeable distortion. Nevertheless, researchers
add anomalies whose texture and shapes might not be similar
to real ones, aiming to help the model fully be aware
of normal patterns [46], [56], [57], [59]. To enhance the
randomness of the noise, they apply Perlin-Noise and other
irregular shapes to make both the generation and outcome

unexpected. Similarly, JDRSS [35] injects internal and
external factor-induced anomalies to enhance the sensitivity
to novelties. In addition to adding noise or anomalies to
images, studies have tried to augment extracted features [36],
[60].

Masked image prediction is another way to perform
self-supervised learning. Unlike anomalous simulation tech-
niques, these methods [38], [40], [41], [61] try to fulfill whole
images with clues from unmasked parts. Early methods [41],
[62] are proposed in other fields. MAE [41] trains the model
to pad the missing pixels for the latter classification, and
MaskFeat [62] aims to assess the features of themasked areas.
Zhang et al. [63] pretrain an inpainting GAN with global and
local generators to infer masked areas and later procedures
combined with periodical noise injection to enhance data.
Apart from image-level masking, self-supervised predictive
convolutional attentive block [64] can also occlude features
in arbitrary layers. Besides, the flexible blocks can be
easily added to CNN or Transformer backbones and proved
effective in many fields.

Visual transformer(ViT), apart from MAE-based archi-
tecture, is a reliable pipeline to be a promising deep learning
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baseline for anomaly segmentation. CrackFormer [65] uses
self-attention blocks to extract cross-channel context and
detect fissure defects. DefT [54] uses ViT and CNN to
extract global and local tokens individually. Szarski et al.
[12] combine ViT with NF to generate probabilistic anomaly
maps. ViTALnet [66] adopts ViT as a feature extractor
and captures global semantics for downstream detection.
RDAD [67] introduces a channel transformer to fuse features
and increase sematic compatibility in the encoder-decoder
framework.

Generalization performance on various datasets of
industrial or medical fields [50], [58], [64] has been proved
in various studies. Lee et al. [68] use limited annotated
images to adjust the meta-learning-based structure and apply
the model trained on several classes to cross-domain sets’
defect discrimination. GLCF [50], containing multi-scale
patch embedding and semantic aggregation, applies semantic
bottleneck implemented by Vit. GLCF can discriminate
logical and appearance anomalies if pretrained for a specific
industrial or medical category. Jeong et al. [69] propose the
few-shot window-based CLIP (WinCLIP) combining words
with templates and aligning text with multi-scale image
features extraction.

Parameter adaptation, namely adaptation to various
types or classes, is the focus of this paper. Multi-
class anomaly detection studies [36], [37], [38] research
multi-class adaptive capacity. You et al. [36] apply a
neighbor-masked attentionmodulewith feature jittering and a
layer-wise query decoder to obtain reconstructed tokens left
for anomaly detection. OmniAL [37] injects just noticeable
distortion to normal images and adopts a unified CNN-based
network with DiffNeck to locate anomaly regions. Similar
to MAE, PMAD [38] pretrains a ViT-based encoder-decoder
to recover the masked images. During inference, PMAD
occludes suspicious patches of artificial defect images and
passes through the encoder-decoder to determine uncertainty
regions subsequently.

As introduced above, most methods aim to tune pipelines
on a specific class. They sacrifice more parameters for
training and inference costs due to a separate model for each
class. Besides, the class-to-class fine-tune results might still
fall behind the multi-class methods due to a lack of cross-type
perception and conclusion. Models for the multi-class task
are more sensitive to the details of different types and learn
more discriminative cues during the training. In Section IV
of this paper, we further discuss and display various indexes
and comparisons.

III. APPROACH
We propose a novel end-to-end self-supervised training
paradigm MALA based on MAE. The aim is to enable
anomaly detection and localization across diverse industrial
products. We design different training stages that focus
on distinct pretext tasks and adapt flexible and adjustable
pipelines, specifically the anomaly synthesis of DRAEM [26]

and the baseline of robust inductive MAE, leveraging the
global and positional perception capabilities of ViT.

In the first stage, the network comprises an encoder,
a decoder, and a Pseudo Label Prediction Module (PLPM).
This stage aims to generate complete images from masked
images with TBM improving authority. In the second stage,
the structure and parameters of the encoder and decoder
from the first stage are retained. MALA contains a Token
Balance Module(TBM) to fuse multi-scale and multi-level
tokens. Due to well-trained modules in the second stage,
the network can predict pixel-level anomaly maps and
image-level anomaly scores among diverse products and
various styles of actual defects.

A. STAGE 1: PERCEIVE NORMAL PATTERNS
In this stage, the objective is to perceive all types of details
related to various industrial products. MAE serves as a
promising baseline and reconstructs considerable images
even when a large portion (e.g. 75%) is randomly covered
in each epoch. However, challenges arise when dealing with
positional or appearance variations in industrial products for
tolerable minor changes.

To address the problem above, a more adaptive structure
is proposed. Assume a training batch of a specific product,
denoted as X = {xi | i ∈ 1, . . . , n}, where n is the number
of randomly selected samples from the normal dataset.
As shown in Fig.3 Stg.1, a single image xi is masked by
a fixed ratio in each epoch. The positional information
combined with uncovered parts is collected and rearranged,
denoted as x̂i. All the scratched permutations in the batch
are X̂ =

{
x̂i | i ∈ 1, . . . , n

}
. The encoder, denoted as ϕenc,

uses deep ViT-based blocks. After passing through ϕenc, the
normal class token and feature tokens are extracted, denoted
as Z = {zcls, zi | i ∈ 1, . . . , j}.

zi = ϕenc(x̂i), i = 1, . . . , j (1)

Since the goal is not classification, the class token zcls is
discarded in this structure.

Utilizing positional encoding, the tokens of masked areas
are located and padded with zeros. The padded token set for a
batch is represented as Ẑ =

{
ẑi | i ∈ 1, . . . , n

}
. Ẑ then passes

through decoder ϕenc consisting of attention blocks. Inspired
by previous research, we choose a smaller and shallower
ViT-based decoder than the encoder. The decoder output z̄i
can be formulated as:

z̄i = ϕdec(ẑi) i = 1, . . . , j (2)

Pseudo Label Prediction Module (PLPM) is a self-
supervised learning method. Considering that defect detec-
tion is mostly small targets, although MAE’s reconstruction
effect is already excellent, due to the strictness of defect
detection in industrial scenarios, we still need to enhance
the power of feature perception and extraction. To this end,
we introduced the self-supervised learning method PLPM to
perform comparative predictions on true and false labels to
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enhance the model’s learning and representation capabilities
for the details of the object to be detected.

The linearly projected and rearranged normal images are
predicted, denoted as X̄ = {x̄i | i ∈ 1, . . . , n}. Subsequently,
the pseudo labels are assigned 0 for the original images
and 1 for the reconstructed ones. Pseudo Label Prediction
Module, consisting of convolutional layers, is trained to
distinguish label types. This concept is akin to the idea
behind generative adversarial networks. The predicted label
vectors are lbo and lbp for original and reconstructed images.
The introduction of PLPM significantly proved its ability in
subsequent ablation experiments.

The training loss is a combination of three components:
the L1 loss, the cross-image structure similarity index
measure (SSIM) [70], and the cross-entropy loss (CE) of
pseudo labels. The normalized L1 loss is calculated as the
multi-channel pixel-wise absolute average error between the
reconstructed and original images. Meanwhile, the SSIM
measures the structural similarity between them. Cross-
entropy loss is computed between the predicted labels and
the assigned labels.

L1(X , X̄ ) =
1
n

n∑
i=1

avg (abs (xi − x̄i))

LSSIM (X , X̄ ) =
1
n

n∑
i=1

[1 − SSIM(xi, xi)]

LCE (lbo, lbp) = −
1
2n

n∑
i=1

log[1 − σ (lbo,i)]

−
1
2n

n∑
i=1

log[1 − σ (lbp,i)]

Lstg1 = α1L1(X̄ , X̂ ) + α2LSSIM (X̄ , X̂ )
+α3LCE (lbo, lbp)

(3)

where α1, α2, α3 are the balancing hyper-parameters.

B. STAGE 2: PREDICT ARTIFICIAL ANOMALY MAPS
In this stage, we transform the previous network into an
end-to-end anomaly-assessment pipeline. MALA randomly
takes m examples from each normal object set, denoted as
X = {xi | i ∈ 1, . . . ,m}. The artificial anomaly types contain
global Perlin Noise(PN), as mentioned in DRAEM [26],
and local PN acquired from foreground segmentation. The
encoder is frozen while the decoder remains adaptive. The
challenges are as follows: 1) Even if tokens from the encoder
contain anomalies, the encoder needs to ensure that the
encoded output is informative enough to recognize anomaly
areas. Indeed, there is still a gap between the recovery pretext
task in Stage 1 and defect segmentation in the second stage.
2) Additionally, the decoder must overcome the differences
between synthetic and real defects. 3) Furthermore, given
the abundance of object types, it is challenging to achieve
multi-class and multi-style balance.

To cope with the problems above, we adopt an end-
to-end decoder structure with TBM, as depicted in Fig.3.

We continue to improve the model’s ability to learn details for
higher productivity in industrial production. Since the defects
of small objects are subtle, we need more receptive fields,
so we propose the TBMmodule to fuse multi-scale andmulti-
level features. Feature fusion of different scale dimensions
significantly improves the feature learning ability of the
model. The primary objective is to capture local and global
details, encompassing texture and semantic knowledge.
However, local features are still important to obtain local
geometric details, especially for small objects. Motivated by
this, we add a Linear projection to realize adaptive fusion.

To be more specific, consider the input anomaly samples’
set as X̄ = {x̄i | i ∈ 1, . . . , k} and anomaly masks’ set as Ȳ =

{ȳi | i ∈ 1, . . . , k}. X̄ passes through the encoder and is trans-
formed into corresponding tokens Z̄ = {z̄i | i ∈ 1, . . . , k}.
The decoder ϕdec2 is trained to approximate anomaly maps.

z̄i = ϕdec2(ẑi), i = 1, . . . , k (4)

The details of the Token BalanceModule(TBM) are shown
in Fig.3. The output tokens from the first and the last layers
of the encoder are concatenated and linearly projected to
the dimension of the decoder. Then the transformed tokens
and the output of decoder’s last layer are concatenated and
linearly projected as the final two-channel defect maps,
denoted as Ŷ . The two-layer output enhances the robustness
and stability of multi-level feature token fusion. The first
channels of Ŷ , denoted as Ŷ [0], are the eventual defective
segmentation masks. The calculation of TBM is shown in
eq.(5).

Ŷ = LP(Con(LP(Con(Ẑenc,first , Ẑenc,last ))), Z̄dec,last ) (5)

In the TBM, the LP indicates a linear projection layer and
Con indicates a concatenation operator.Ẑenc,first and Ẑenc,last
are the output of the first and the last layer of the encoder
individually. And Z̄dec,last is the output set of the decoder’s
last layer.

In this stage, the training loss is combined with L1 loss
L1, focal loss Lfocal [71] to calibrate predicted results. The
focal loss helps precisely localize relatively less prominent
anomaly regions. The stage2 loss Lstg2 can be defined as:

Lstg2 = β1L1
(
Ȳ , Ŷ [0]

)
+ β2L focal(Ȳ , Ŷ ) (6)

In this procedure, reconstruction is discarded. On the one
hand, it is necessary to prevent the pipeline from becoming
overly reliant on detecting conspicuous color anomalies
while potentially ignoring the importance of accurately
reconstructing the normal patterns. On the other hand,
reliably predicted masks are obtained from comprehensive
perception. To facilitate understanding the whole process,
the two training stages above are shown as pseudo-code
Algorithm 1 and Algorithm 2.

C. STAGE 3: VALIDATE THE REAL ANOMALY IMAGES
In this stage, we freeze all the parameters of the
pipeline and aim to obtain the predicted anomaly masks
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Algorithm 1 Training Algorithm of Stage 1
Input: A set of normal images X = {xi | i ∈ 1, . . . , n}
Output: A set of predicted full normal images

X̄ = {x̄i | i ∈ 1, . . . , k}
1: Obtain a set of scratched permutations X̂ by randomly

masking the samples of X . Pass X̂ through the
encoder subsequently as following

2: zi = ϕenc(x̂i), i = 1, . . . , j
3: The token set is padded for a batch, represented as Ẑ

and passes through the decoder.
4: z̄i = ϕdec(ẑi) i = 1, . . . , j
5: The set is linearly projected and arranged as X̄ . The

eventual loss between X̂ and X̄ concludes L1, LSSIM
and LCE represented as eq. (3).

Ȳ = {ȳi | i ∈ 1, . . . , k}. However, relying solely on extreme
pixel predictions and ignoring the overall image comparison
may not be the most optimal approach. To further gain
image-level anomaly assessment, the pipeline incorporates
a new filter convolution layer to feedback objective scores.

Sanomaly = max(Ȳ [0] ∗ fk × k ) (7)

The image-level scoring vector of anomaly evaluation,
denoted as Sanomaly, is generated by making full use of the
predicted anomaly masks Ȳ . The fk × k indicates the average
pooling kernel size is k × k and ∗ means the convolution
operator.

IV. EXPERIMENT RESULTS
A. DATASETS
We mainly measure the training paradigm and pipeline
structure with two widely used challenging public datasets,
MVTec Anomaly Detection (MVTec AD) [22] and Visual
Anomaly Dataset(VisA) [24]. In addition, to further validate
the practicality of MALA, we also train and test on
KolektorSDD2 [43] and MT [44] datasets.
MVTec AD dataset contains 15 diverse industrial product

types, including 5 texture classes and 10 object classes. The
dataset comprises 3,629 normal training images and 1,725
normal or abnormal testing images. Additionally, there are
various types of defects for individual products, such as
‘bent’ or ‘scratch’ in the case of hazelnuts, adding up to over
70 different defect types in total. All the anomaly images
are appended with pixel-wise labeled masks denoting the
segmentation of unusual areas. The usual testing masks of
examples can be generated conveniently of zero matrices in
the same size with input images. The input images in the
dataset have varying dimensions, ranging from 700 × 700 to
1024×1024 pixels, and can have either 1 or 3 color channels.
Anomalies with diverse sizes and shapes within the dataset
set a higher standard for discrimination, requiring anomaly
detection methods to accurately identify and localize anoma-
lies of different scales and forms.

Algorithm 2 Training Algorithm of Stage 2
Input: A set of normal images X = {xi | i ∈ 1, . . . , n}
Output: A set of self-supervised defective segmentation

masks Ŷ [0] =
{
ŷ[0]i | i ∈ 1, . . . , k

}
1: Add PN into X and obtain a set of artificial anomaly

samples X̄ and anomaly masks’ set Ȳ . X̄ passes
through the frozen encoder and is
transformed into corresponding tokens Z̄

2: ẑi = ϕenc(x̄i), i = 1, . . . , j
3: z̄i = ϕdec2(ẑi), i = 1, . . . , k
4: The TBM fuses the multi-level feature tokens and

outputs the eventual two-channel defect maps,
denoted as Ŷ .

5: Ŷ = LP(Con(LP(Con(Ẑenc,first , Ẑenc,last ))), Z̄dec,last )
In TBM, the LP indicates the linear projection layer,
and Con indicates the concatenation operator. The
Ẑenc,first and Ẑenc,last are the output of the first and
the last layer of the encoder individually. And Z̄dec,last
is the output of the decoder’s last layer. The first
channels of Ŷ , denoted as Ŷ [0], are the eventual
defective segmentation masks. The loss is listed as
eq. (6).

VisA dataset contains 12 different industrial product
types with 10,821 high-resolution images, including multiple
instances or a single object. There are 1,200 defective samples
for testing in aggregation. Nevertheless, several single-object
classes, like printed circuit boards (PCB) containing details
about traces, components, and other intricate features, are
complicated. Although the anomalous types are not labeled
as clearly as MVTec AD, VisA still includes various logical
flaws like missing modules and surface flaws like colored
stains or cracks. Noticing the anomaly masks’ values are
constrained from 0 to 1, and it is of necessity to scale in the
proper range to ensure accurate analysis and interpretation of
the anomalies.

KolektorSDD2 dataset consists of surface defects that
vary in shape and color, including small and large-scale ones.
This dataset includes over 2000 defect-free training samples.

MT Defect dataset contains anomalous magnetic tile
images from real industrial scenarios. There are five types of
defects, including blow-hole, break, uneven, fray, and crack.
We still use only 100 from over 1900 normal samples in this
dataset.

The wide adaptability and generalization of our approach
set a baseline for addressing the demands of complex
industrial scenarios.

B. METRICS
The Area Under the Receiver Operating Characteristic Curve
(AUROC) is a commonly used evaluation method in anomaly
detection and localization. Image-level AUROC provides
effective judgments on the performance of classification
models, while pixel-level AUROC points out the quality
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FIGURE 4. Visualization of the anomaly segmentation results on MVTech AD dataset.

FIGURE 5. Visualization of the anomaly segmentation results on VisA dataset.

of anomaly prediction on a finer scale. A higher pixel-
level AUROC score indicates a more precise prediction and
segmentation of anomalies at the pixel level. The inferred
anomaly masks, closely related to the image-level scores,
heavily rely on the model’s reconstruction capability.

In summary, both the datasets and metrics are challenging
and provide convincing evidence to compare the results
among multiple detection and localization techniques. The
following competitive experiment results further prove the
power of our architecture.

C. EXPERIMENT SETTINGS
All the training stages are completed on a single GPU
(GeForce RTX 2080 Ti). We resize all input images and

masks to a consistent size of 224 × 224 pixels. We use a 3-
channel representation for the images, while the masks are
represented as single-channel images. Our encoder employs
the standard large-ViT preparation technique, including
sine-cosine positional encoding and 14 × 14 patch size. The
large-ViT model consists of 24 ViT blocks in the encoder,
where each feature token has a dimension of 1024. A single
decoder comprises 8 blocks, each with a feature token
dimension of 512. We add linear projection layers at the start
and end of the decoder.

In stage 1, the initial parameters of the encoder and decoder
are pretrained on the ImageNet1K dataset from He’s team.
The PLPM’s parameters are initialized randomly. During
training, the model is updated using the AdamW optimizer
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with a weight decay of 0.05 and momentum β of (0.9, 0.95).
Similar to MAE, the learning rate lr . is applied with linear
scaling lr = lrbase × batch size /256. The lrbase is set
as 1e-3, while the batch size is 128. In this stage, the input
includes 27 product categories, and 200 normal images of
each category are randomly selected and masked for 75% in
each epoch due to random seeds. All the multi-class images
are simultaneously trained for 2000 epochs.

In stage 2, we freeze the encoder parameters. The
decoder parameters are initialized from stage 1, and the
parameters of TBM are randomly initialized. Unlike stage 1,
we randomly select only 80 samples for training. Among
these samples, 64 are injected with defects, while the others
remain unchanged for each industrial item. The abnormal
samples, texture, position, and shapes are randomly updated
in every epoch. The defective parts originate from the
Describable Textures Dataset (DTD). Similar to DRAEM, the
anomaly texture augmentation methods include transparent
adjustment, posterizing, solarizing, and so forth. The learning
rate lr is fixed, while the batch size is set to 32. Both the
normal and abnormal samples are fed into the pipeline trained
for 700 epochs.

D. COMPARISON AND PERFORMANCE
1) PERFORMANCE ON MVTEC AD
Pixel-level and image-level AUROC unified-training results
of the MVTec AD dataset are shown in Table 1. The
anomaly segmentation results are shown in Fig.4. It should
be mentioned that both the MVTec AD dataset and VisA
dataset are input simultaneously in our configuration to be
more challenging.

Compared to other results, our method has improved
the anomaly detection result for the capsule class by 6.6%
compared to the second-best result of 91.2% obtained
by PMAD. Besides, the result of the pill also achieves
a notable 2.8% increase in contrast with PMAD. The
screw, capsule, and pill classes achieved 95.6%, 97.8%, and
99.3% respectively. Furthermore, average results surpass all
previous methods to become state-of-the-art(SOTA). While
some individual results may not be exceptionally outstanding,
the average image-level AUROC has improved by 1.9%
compared to the second-best result of 96.7% achieved by
UniAD, and it reached the SOTA level with a result of 98.6%.

Our method also maintains competitiveness in pixel-level
segmentation. The mean pixel-level AUROC has reached the
SOTA with the result of 97.1%. Eight categories have also
reached SOTA, including grid (99.3%), hazelnut (99.4%),
leather (99.5%), pill (98.2%), tile (99.3%), toothbrush
(99.4%), wood (97.9%) and zipper(99.2%). These excellent
results undoubtedly demonstrate MALA’s significant dis-
criminatory potential and excellent competitiveness.

As shown in Table 1 and Table 2, even though some
methods perform considerably under the single-class task,
they may not be able to keep satisfying performance under
the multi-class situation. That is related to their ability to

FIGURE 6. Visualization of the anomaly segmentation results on
KolektorSDD2 and MT Defect datasets.

discern the key patterns of various targets. The cost of the
representative methods is analyzed in section IV-F.

2) PERFORMANCE ON VISA
Image-level results on the VisA dataset, as presented in
Table 3, the anomaly segmentation results are shown in Fig.5,
demonstrate the generalization capabilities of our model and
experimental setup. Despite the challenges posed by plentiful
inputs, our results remain competitive and stable. On the other
hand, the pixel-level results in Table 3 present even more
outstanding performance, maintaining a lead of over 1.1%
compared to the second-best results of 96.1%, achieving
SOTA with an excellent result of 97.1%. Notably, the
pixel-level indicators for categories such as fryum and pipe-
fryum, respectively, achieve 99.1% and 99.7%, which shows
significant improvements. Although the average image-level
AUROC may not be the absolute best, on average, it still
shows a competitive advantage compared to OmniAL and
UniAD. MALA, with the result of 93.0%, is second only to
the current SOTA model OminiAL.

3) PERFORMANCE ON KOLEKTORSDD2 AND MT DATASETS
Our method applied to industrial datasets KolektorSDD2
and MT datasets also achieves notable results, as shown
in Fig.6. Unified-training results of the two datasets are
shown in Table 5. Our experiment, with a result of 98.7%,
surpasses the leading ViTALNet on the KolektorSDD2
dataset and reaches the state-of-the-art level. In addition, the
performance on the MT Defect dataset has also achieved
notable 1.1% and 5.6% increases in contrast with CLOW
[75] and DFR [74]. Although our results on the MT Defect
dataset are slightly inferior to ViTALnet, our method still
shows strong competitiveness and stability in terms of the
average detection results of the KolektorSDD2 and MT
datasets.

4) CONCLUSION
We agree that there is potential for optimization in the
method used to convert pixel-relative results into image-
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TABLE 1. Image-level / pixel-level AUROC(%) on MVTech AD dataset (Multi-class).

TABLE 2. Image-level / pixel-level AUROC(%) on MVTech AD dataset (Single-class).

TABLE 3. Image-level / pixel-level AUROC(%) on VisA dataset.

TABLE 4. Ablation results of Image-level / pixel-level AUROC(%) on MVTech AD dataset.

TABLE 5. Pixel-level AUROC(%) on KolektorSDD2 and MT datasets.

level scores. The VisA dataset generally consists of smaller
abnormal regions than theMVTec AD dataset. Consequently,

TABLE 6. Training / testing speed (images/sec) and learnable parameters
(M) of the models.

lightweight networks may not achieve fine-grained results.
Additionally, the uncertainty regions (gray or blurred parts of
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the output maps) tend to be larger, indicating that a smaller
network could help mitigate the influence of misleading
information and provide a more comprehensive assessment
of anomalies.

In general, to further validate the practicality of MALA,
we use the most challenging public datasets, MVTec
Anomaly Detection (MVTec AD) [22], Visual Anomaly
Dataset(VisA) [24], KolektorSDD2 [43], and MT [44]
to train. In brief, MALA achieves SOTA results in the
MVTech AD and KolektorSDD2, achieves SOTA in the
pixel-level of the ViSA dataset, and ranks second only
to OmniAL in terms of image level, ranks second in
MT Defect.

E. ABLATION STUDIES
In this section, we demonstrate the necessity and effec-
tiveness of our training paradigm and enhanced mod-
ules. First, we attempt different training pipelines between
Reconstruction-based and End-to-End. Next, we enhance
the encoder’s learning ability by masking images. Then,
we utilize the Pseudo Label Prediction Module to improve
the overall learning ability of the stage 1 model for defect
details by processing the true and false labels. Finally, we fed
the tokens into TBM to generate feature maps of different
scales. All the experiments are based on the MVTec AD
dataset.

As visualized in Table 4, the results of our ablation
experiment clearly demonstrate that both the modules and
retraining setups have a significant impact on the final
performance of our anomaly localization and detection goal.
Training Pipeline. The end-to-end training strategy can
reducemanual pre-processing and subsequent processing and
make themodel go from original input to final output as much
as possible, giving the model more space to automatically
adjust according to the data and increasing themodel’s overall
fitness. The first and fifth rows in the chart are different
results obtained by different training pipelines. It can be
seen that without adding other modules, end-to-end can get
better results compared to the Reconstruction-based pipeline
increased by 1.5%/1.4%. The use of Stage 1 can better help
the encoder capture relevant details. The difference between
the first and second rows in the table is whether stage 1 is used
during the training process. It can be seen that the accuracy
of the model has been significantly improved after adding
stage 1. In order to better allow the encoder to learn defect
details, we added aPseudo Label PredictionModule, which
consists of convolutional layers and is trained to distinguish
label types. The experiments in the third and fourth rows and
the last two rows prove the effectiveness of PLPM. It can be
seen that PLPM has indeed optimized the model forward,
and the accuracy has been significantly improved. Finally,
the first and third last rows in the table verify the role of
TBM. The tokens are fed into TBM to generate feature
maps of different scales, and the final result is a 2.5%/4.9%
improvement.

F. COMPUTATION COST ANALYSIS
We analyze the cost of different models. All the values are
measured with a single GPU (GeForce RTX 2080 Ti) on the
MVTech AD dataset. The results are listed in Table 6. All the
input images are resized into 256 × 256 and used to test the
ability to process images per second and trainable parameters.

Although the multi-class models seem to contain more
trainable parameters, single-class models indeed require
more storage. For instance, when it comes to 15 classes, even
the MKD [72] requires over 320M parameters, which are
obviously much more than each of the multi-class models,
leaving alone larger single-class models [26], [29]. Due to the
larger pipelines, multi-class models may train and infer more
slowly. Although UniAD [36] seems to perform perfectly
on both time and space, the properly extracted feature
tokens of each class are so challenging that transferability is
limited. Compared with the SOTA PMAD [38], our model is
competitive in both time and space.

V. DISCUSSION AND CONCLUSION
A. DISCUSSION
Despite our excellent results in many datasets and indus-
trial scenarios, deployment of redundant parameters will
inevitably cause the inference speed of the model to decrease,
and the deployment will take more time compared to other
models due to the need for the two-stage feature. However,
the large number of parameters makes our model play a dual
role by augmenting perceptual capabilities for larger models
and standing independently as a trainable stand-alone model.
Its unique strength lies in its ability to effectively detect
diverse defects without relying on pre-existing parameters,
showcasing adaptability to unique scenarios and unknown
anomalies. In the realm of industrial defect detection, taking
manufacturing and electronics as examples, our model, when
deployed in cameras, proves adept at identifying surface
defects, wear and tear, and soldered connections on circuit
boards. This not only elevates product reliability but also
enables timely adjustments for improved quality control.
Beyond these advantages, the broader impact of our model
is noteworthy. It has the potential to significantly reduce
manpower requirements in industrial settings. This reduction
translates to substantial cost savings, while concurrently
enhancing safety measures for a more robust operational
environment.

B. CONCLUSION
This paper presents a novel MAE-based self-supervised
network called MALA, which leverages multi-stage pretext
tasks of inpainting to accomplish final end-to-end anomaly
detection and localization. Our pipeline achieves SOTA
results in MVTech AD and VisA classes of image- and
pixel-level AUROC. Besides, MALA also achieves consid-
erable segmentation performance on the KolektorSDD2 and
MT datasets. This progress indicates the innovation and
robustness of MALA, even if the input datasets are made
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up of various types and styles. However, a few indexes
still have the distance to keep up with the apex indexes.
Besides, the predicted anomaly maps may contain uncertain
regions leading to misreporting. Due to the deep perception
characteristic of ViT, the training outcome is satisfying, while
the training process is time-consuming.

In the near future, we aim to combine multi-modal input
with the training process to assess defective regions more
precisely and study the more challenging multi-dataset setup.
Besides, the distillation of parameters is also a promising
research orientation to speed up the training and validation
process while retaining excellent experimental results as
much as possible.
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