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ABSTRACT Industrial Internet of Things (IloT)-enabled production facilities generate vast amounts of
data, which, if harnessed effectively, can substantially enhance manufacturing efficiency through latency
reduction. The selection of the appropriate data storage technology is a pivotal consideration in achieving
this objective. While prior studies have examined SQL and NoSQL databases in terms of latency and energy
efficiency, these evaluations have not been conducted specifically within the context of IIoT. This paper
aims to fill this research gap by conducting a rigorous comparison of SQL and NoSQL databases, focusing
on their performance latency and energy efficiency when interfaced with IoT nodes. By elucidating these
relationships, our research offers actionable insights that can guide IloT-enabled manufacturing facilities
in optimizing their operations. Specifically, the paper aids in the selection of the most suitable database
technology, thereby contributing to latency minimization and efficiency maximization in industrial settings.

INDEX TERMS SQL, NoSQL, latency, efficiency, IIoT, energy.

I. INTRODUCTION
The performance analysis and comparison of SQL and
NoSQL databases have been a vibrant field of research
lately [1]. Each of these databases has unique advantages
and disadvantages. These comparisons have been studied
from various points of view focusing on different types
of industries [2]. However, it has been observed that the
performance of IoT nodes’ communication with SQL and
NoSQL databases in terms of latency and energy efficiency
is an under-explored area [3]. This paper presents an
exploratory analysis to study and analyze the effect of NoSQL
and SQL databases on the latency and energy efficiency of
IoT. The findings of this exploratory analysis are a valuable
insight that has the potential to improve the efficiency
of the Industrial Internet of Things (IIoT) by guiding the
manufacturing industries to choose the most appropriate
solution for their IoT data storage challenges.

This is the first-ever exploratory analysis that explores this
field from both latency and energy efficiency perspectives.
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Initially, this paper presents an informative view of NoSQL
and MySQL databases and protocols that govern IoT
communication with the databases. After that, a unique
methodology has been developed to conduct the analysis.
It starts with the data description and processing. After that,
the data schema has been studied. The performance of the
IoT nodes in terms of latency and energy efficiency for
NoSQL and SQL databases has been studied through load
testing which have been detailed in this paper as well. The
experimental setup design is one of the innovative aspects of
this paper which makes it unique from other similar studies.
The core novelties and unique contributions of this paper are
listed below:

1) Novel Efficiency Modeling: A creative and efficiency
model formation to measure the energy efficiency of
SQL and NoSQL IToT communication for the first time
ever.

2) Unique Exploratory Analysis: Performance analysis
of NoSQL and SQL databases for IoT node communi-
cation in terms of latency and energy efficiency through
simulation of an industrial environment.
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3) Innovative Experimental Setup: An innovative and
unique experimental setup has been designed and
implemented in this study.

4) Impactful Findings: The findings of this paper are
the first discovery of differences between latency for
different number production units consisting of IoT
nodes for both SQL and NoSQL.

The remaining part of the paper has been organized into six
different sections. The literature review has been presented in
the second section where the novelty of the proposed paper
has been compared with the research gap available in other
papers. The database and related protocol for the analysis
have been studied in the third section. The fourth section
discusses the methodology of this study. The fifth section
presents the experimental result and analysis. The limitations
and future scope of this paper have been discussed in the sixth
section. Finally, the paper has been concluded in the seventh
section.

II. LITERATURE REVIEW

P. S. Mehta [4] investigates the pros and cons of inte-
grating NoSQL databases like MongoDB and Cassandra
into Kubernetes (K8s). The K8s Operator setup and YCSB
benchmark performance assessment are the emphasis. The
project promotes K8s-integrated databases, guides their
deployment, and provides performance insights. Instead of
traditional databases, NoSQL databases enable dynamic
schema modifications during runtime, raising doubts regard-
ing the schema’s importance. However, this study does not
address the latency and efficiency which have been studied
in this paper. Bansal et al. [5] examines Document, Column,
and Key-Value NoSQL databases. An example Entity Rela-
tionship (ER) model tests schema architectures for query
performance, including response time, speed, and database
size. The results show that schema decisions affect NoSQL
database performance. This paper is a critical analysis from a
schema architecture perspective. While it is useful within the
context of the paper, the application of this study is confined
to the schema architecture domain. The proposed approach
is robust and discovers valuable decision-making criteria for
industrial production efficiency improvement. da Silva et al.
[6] test Docker Swarm’s cost-effectiveness for cloud service
scalability and high availability. The results balance per-
formance and replication, which are essential in low-power
distributed systems. Citus and HBase’s consistency hindered
performance as replication grew, while Cassandra fared well
with customizable consistency. This promising analysis finds
the optimal balance for a low-power distribution system.
However, it does not demonstrate the latency and efficiency
of the optimized approach which has been studied in the
proposed approach.

Andreoli et al. [7] tweaks MongoDB NoSQL to allow OS-
level priority-based performance modifications. The change
is modest, doesn’t affect database functionality, and interacts
with MongoDB’s security access control. This method
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prioritizes response times for high-priority customers in
mixed-client settings, according to tests. It is a study of
SQL and NoSQL performance from a customer’s priority
perspective. Based on the priority, this approach switches
between SQL and NoSQL. It does not effectively compare the
two approaches from common ground the way the proposed
approach has done. Gomes et al. [8] use stochastic Petri
nets to assess cloud-based NoSQL database consistency.
The models evaluate system speed, availability, and data
freshness. The study also analyzes consistency-related energy
usage. The approach is viable based on experiments. This
paper analyzes important aspects of NoSQL and discovers
different characteristics. However, it is a unipolar study
without side-by-side analysis and comparison of SQL and
NoSQL approaches which has been done in the proposed
methodology. Arshad et al. [9] discuss NoSQL databases
in Big Data Analytics, including their characteristics, kinds,
and commercial advantages. Due to massive volumes of
unstructured data, data management paradigms must change.
This study compares RDBMS with NoSQL databases,
stressing NoSQL’s applicability for unstructured Big Data
analytics. The concept of this paper aligns with the proposed
approach. However, this paper has extended the study up to
latency and energy efficiency analysis which has never been
done before [10].

Khan et al. [11] compare Oracle RDBMS with MongoDB
on cloud data migration and SQL and NoSQL database
software architectures. NoSQL databases excel in large
data analytics, whereas SQL databases excel at transaction
processing. This comparison helps to craft efficient storage
architecture with appropriate DBMS. However, this study
only focuses on database migration and ignores valuable
performance measurement metrics such as latency and energy
consumption. The proposed methodology abridges the gap
of this paper by evaluating the performance using these two
metrics. Khan et al. [12] analyze and organize 80 NoSQL
technologies for easier comprehension. These solutions are
classified, compared, and used on huge graphs in six
categories. They also have a decision tree model and online
application to help people choose NoSQL. It is a unique
study and reveals valuable features of NoSQL database
applications. However, this paper leaves the scope of raising
a question about the effect of SQL databases on the same
settings. The proposed analysis leaves no such scope. It is
a comprehensive study and the first of its kind study that
compares SQL and NoSQL from a latency and energy
efficiency perspective. Kim et al. [13] tested MongoDB
and Couchbase, two popular document storage, and offered
findings and observations. A complicated dataset was used
to test Apache Accumulo with the GeoMesa framework to
demonstrate GeoYCSB’s versatility. It is another study that
compares two NoSQL approaches. This analysis is from a
utility perspective and studies two different types of NoSQL
databases. The proposed study is robust, involves both SQL
and NoSQL comparison, proposes unique ways of evaluating
performances, and demonstrates an innovative methodology
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to analyze the performance of latency and energy efficiency
for IIoT communication with SQL and NoSQL database
using MQTT protocol.

1lIl. DATABASE AND PROTOCOL ANALYSIS

A. AWS AURORA SQL DATABASE

SQL requires a predefined data field to store data. Otherwise,
there is no exception to store information. Because of this
nature, the SQL database schema is defined as a rigid
schema. It supports both single server operation and clustered
server configurations, illustrated in figure 1. Furthermore,
it supports atomic transactions where unity information
can be retrieved from or inserted into the table. These
characteristics have made it a reliable data storage system
for enterprises. However, the rigid nature of the schema and
field-specific query develops complex relationships among
multiple fields as the database grows larger [14].
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FIGURE 1. AWS Aurora single-master and multi-master configuration.

This paper uses the AWS relational database, Aurora,
which comes in single and multi-master configurations. The
single-master configuration is vertically scalable, and the
system performance depends on the availability of the hard-
ware. On the other hand, the multi-master configuration is
horizontally scalable, enabled by clustering among multiple
servers. The experimental context is to evaluate the latency
and energy consumption which become challenging to track
for multi-master configuration. That is why the single-master
configuration has been used in this paper.

B. AWS DYNAMODB NOSQL DATABASE

The NoSQL databases do not have rigidly defined table
schema. Instead of the key-value pair and key-based
document stores are used where these keys are used to
retrieve the data. Unlike SQL databases, predefined fields
are not mandatory for NoSQL approaches. However, data
are comparatively less normalized in NoSQL databases. As a
result, data duplication is a common issue in this method. The
absence of complex relations among multiple fields makes
NoSQL simpler. However, retrieving stored records requires
advanced knowledge of the query pattern. These exclu-
sive characteristics enable faster data writing and retrieval
process [15].
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FIGURE 2. AWS DynamoDB NoSQL database communication architecture.

This paper uses the AWS DynanoDB NoSQL database
illustrated in figure 2. It has been used in this paper following
the AWS service model for DynamoDB. The Application
Interface communicates with the experimental IoT through
low-level, document, and high-level interfaces. The low-level
API sits in between these layers and the database. Because
of being a NoSQL approach, this communication does not
require any field specification.

C. PROTOCOL ANALYSIS

The IoT as a Service (IoTaaS) offers zero-code integration
of 10T nodes with both SQL and NoSQL databases [16].
It uses the Message Queuing Telemetry Transport (MQTT)
protocol for this communication [17]. The application of
MQTT protocol for IoT communication has been observed in
healthcare [18], robotics [19], cyber-physical system security
[20], smart home [21], industrial production [22], and in
many different sectors. It is a widely used lightweight
Publish-Subscribe (Pub/Sub)-based protocol popular for
efficiency and easier implementation on various devices. Let
C be the set of all clients, and T be the set of all topics. Then
the function that represents the subscription of a client to a
topic is defined by equation 1 where if S(c, t) = 1, client c is
subscribed to topic 7. Otherwise, if S(c, ) = 0, client c is not
subscribed to topic ¢.

S:CxT—{0,1} (nH

The function representing publishing a message to a topic
is expressed by equation 2. When P(c, t, m) is called, the
message m is sent to all clients ¢’ such that S(¢/, 1) = 1.

P:CxTxM-—->M 2)
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IV. METHODOLOGY

A. DATA DESCRIPTION & PROCESSING

The data has been collected from an automated branch of
a manufacturing firm. The production floor of the industry
has been running for thirteen years. And the automated
branch has been in production since 2019. Each automated
unit has multiple sensors that communicate over the cloud
server through connected IoT devices. The sensor signals and
corresponding responses are stored in a MySQL database.
The data have been collected from this database with the
permission of the respective authority. The IoT data are stored
in the MySQL database using the MQTT protocol.

1) OUTLIER ELIMINATION

The MQTT payload size stored in the database ranges
between 1 x 10% to 1 x 103 bytes [23]. The mean and standard
deviation of the instances of each unit have been measured
using equation 3 and 4 [24].

X==) X 3)

> (i —x) )

The mean, x, of a dataset is computed by summing all the
values and then dividing by the number of values, n. It gives
the average value of the dataset. The standard deviation,
s, measures the amount of variation or dispersion from the
mean. It’s calculated by taking the square root of the average
of the squared differences from the mean. The standard
deviation gives insight into how spread out the values are
around the mean. The mean and standard deviation are used
to identify possible outliers in the dataset [25].

2) DATASET SCHEMA

The dataset collected from the industry has been retrieved
from the organizational database and stored in the experi-
mental database along with the metadata. The fields, their
datatypes, and descriptions as comments have been presented
in table 1. The dataset schema has been prepared to make
it effective in calculating latency and analyzing energy
efficiency.

TABLE 1. The dataset schema of the experimenting data storage.

Column Type Comment

Id int(8) Auto increment unique identifier
ReceivedDateTime timestamp | UNIX timestamp

topic varchar CSV MQTT topic

payload varchar JSON object

assetld varchar Asset Unique Identified
energyConsumption | varchar Consumed energy

B. LOAD TESTING STRATEGIES
The Apache JMeter 5.6.1 has been used in this experiment
as the load testing tool [26]. It has been integrated into the
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AWS cloud server to analyze and measure the performance
of the IoT nodes from evaluation metrics [10]. The Apache
JMeter supports communication over the MQTT protocol
which is one of the main reasons behind choosing this tool
[27]. It has an open-source plugin that has interfaced with the
IoT node communication. In this experiment, the client has
been simulated using the JMeter. It transmits messages from
AWS Elastic Cloud (EC2) instance [28]. These messages
are received by the AWS IoT core service end-point. In this
communication, each sensor has been considered as a single
client. The unique asset ID has been used to uniquely define
each client and track the communication.

1) TEST PLAN

The plan has been designed with three stages. The first stage
is connecting to the client using the MQTT protocol. The
second stage is about looping the messages through a logic
controller. And the last stage is the MQTT disconnection
stage. During the process of developing the test plan, we made
use of an aggregate report listener in addition to a summary
report listener in order to gather findings after the thread
group. A constant throughput timer was utilized inside the
message loop logic controller in order to produce traffic.
The timer was programmed using parameters taken from
the data set in order to get the desired results. A Gaussian
timer was added to the model in order to generate noise, and
its configuration was determined by taking the parameters
from the data set [29]. The test plan has been structured in
a user group. Each group operates through the three stages
mentioned earlier.

a: COMMAND LINE PARAMETERS

Several command line parameters have been used to control
the test configurations. These parameters are flags, clients,
and duration. Every test plan is performed within a single user
group. The user group configuration has been listed in table 2.
Each group contains the MQTT connect module which is
executed first. After connecting, the program enters into the
message loop. Unless interrupted, the loop keeps running as
long as there are messages from the IoT nodes. This loop
is controlled through the configurations and corresponding
values provided in table 2.

TABLE 2. The user group configuration and properties.

Configuration Primary Value | Input Type
Number of users 1 Text
Connection Time 0 Number
Number of loops 1 Number
Loop Count FALSE Boolean
User switching TRUE Boolean
Thread creation delay | FALSE Boolean
Thread lifetime FALSE Boolean
Energy consumption TRUE Boolean

b: EXECUTION LOOP
The main execution loop is controlled by the runtime
controller. It controls the execution of the MQTT messages
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within the defined timeline specified by the command line.
During this loop, two functionalities are carried out. And they
are the transmission of MQTT messages and controlling the
timing. As long as the thread lifetime is not specified, the
loop continues. In this loop, the MQTT publisher transmits
the MQTT messages to a predefined topic for every client.
This communication carries a sequence of characters in JSON
format.

Every time the MQTT publisher transmits a message,
the time() method is initiated [30]. The duration between
the transmission of the first and last bit is tracked by this
method. Finally, the timestamp is embedded in the message
itself which is retrievable. It has been observed that there
are some random delays associated with the timestamp in
real communication. Initially, it was absent in the testing
phase. However, later a Gaussian random timer has been
configured and applied in the transmission process. After
this modification, the differences between actual and testbed
timestamps were marginal.

¢: ENERGY CONSUMPTION

The purpose of tracking energy consumption data is to
measure the efficiency of IoT devices. The more messages
IoT devices transmit, the more energy they consume.
However, it has a direct relation with the MySQL and NoSQL
databases. These two databases handle messages differently.
As aresult, the energy consumption is also different. Through
an energy consumption test, this paper finds out the efficiency
of the IoT nodes for MySQL and NoSQL databases [31].

d: LATENCY MEASUREMENT

The AWS Application Programming Interface (API) offers
scope to retrieve the latency of the communication over
the MQTT protocol for both SQL and NoSQL databases
[32]. The process starts by recording the time of the initial
state and the terminal state of the execution loop. There is
a time difference between the loop execution and the time
the messages are retrieved from the database. This time
difference is an effective measure of the latency.

C. THE EXPERIMENTAL SETUP

The experimental setup is different from the production
environment from where the data have been collected.
However, workflow is logically equivalent to the actual
environment.

1) ACTUAL ENVIRONMENT

The production facility has multiple robotic arms that take
care of the production. Each arm contains multiple sensors.
These sensors sense the environment and according to
the intelligence in the embedded system, it act upon the
environment [33]. The data created during this sensing
and execution are sent to the MySQL database using the
MQTT protocol. Regardless of the architectural complexities,
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the communication method of the entire system has been
simplified as illustrated in figure 3.

Unit 1 Unit 2 Unit N
Sensor 1 Sensor 1 Sensor 1
Sensor 2 Sensor 2 Sensor 2
Sensor N Sensor N Sensor N

Y Y Y
MQTT Communication Protocol
)
—

52 38 2o
——> 3 2—>25 —>2% 0 MySQL

oo 2> o™

<~ o T @ Database

FIGURE 3. The actual communication model of the experimenting loT
network.

There is a buffer memory to hold the data temporarily.
The data in the buffer memory are processed through the
Sequential Processor and generate SQL queries for each
message [34]. The signals from the sensors carry unique
asset IDs. According to the nature of sensors, there are
predefined tables created in the MySQL database. The
sequential processor orders the messages for SQL queries
[35]. A layer responsible for SQL queries performs the
queries and stores the data in the MySQL database.

2) 10T SIGNAL PROCESSING

Every unit of figure 3 represents a single robotic arm that
contains multiple sensors. Mathematically the sensors are
organized as defined in equation 5 where Sy represents N
sensor. The sensor data are formatted as ‘key-value paid’
defined as equation 6. Here, uid, sid, d, sts, ets, and erg
refer to Unit ID, Sensor ID, Data, Starting Timestamp, Ending
Timestamp, and Energy, respectively. The key-value paired
data are generated in the data layer of MQTT protocol.

Sarray = {(S1, 82, .. ., SN),

S1,82,...,5n),

(S1, 82, ..., SM} (5)
M gatq = {“uid”: 16004,

“sid”: <0003,

“d”: 11011001,

“sts”: 1692170173,
“ets”: “1692170175”,
“erg”: “0.346Wh”’} 6)

129251



IEEE Access

S. B. Kenitar et al.: Novel Approach of Latency and Energy Efficiency Analysis of lloT

The data generated in the data layer are converted into
separated strings for every data instance. The MQTT topic
is attached to this string in this layer. The core operations of
the application layer are defined in equation 7 where the Str()
function converts M, into a string and the 7PC() function
adds the topic. The fup,() is the application layer function
which adds the layer-specific header for the subsequent
layers. And M5 is the final output from this layer.

Mapp :fapp(TpC(Str(Ml))) @)

The transport layer encapsulates My, inside a TCP
segment [36]. It also encrypts the data and generates data
for the network layer which is defined in equation 8. The
network layer encapsulates the M., within IP packets which
are expressed by equation 9 where M,,; represents the IP
packet. Finally, the M, is converted into an Ethernet frame
which is expressed by equation 10.

Mtcp = ftcp (Mapp) ®)
Myer = fnet (Mtcp) )
Mk = ﬁnk (Myer) (10)

Finally, the link layer carries the data to the buffer
memory. The sequential processor after the buffer memory
processes the data packets one by one. Each packet rep-
resents one instance of data generated by an IoT sensor
of a production unit. Predefined queries are performed
to store these data in the MySQL database. This is how
the IoT signals are processed in the actual production
environment [37].

3) SIMULATED ENVIRONMENT

A simulated environment has been created to conduct the
experiment which is illustrated in figure 4. The simulated
environment replicates the characteristics of the actual
environment illustrated in figure 3 and generates identical
responses. Although the underlying technology is different,
these two systems are logically equivalent according to their
final responses. The sensor data are stored in a MySQL
database in the actual production environment. Figure 4a is
that MySQL database. SQL queries followed by a parallel
processing module retrieve the sensor data and create the data
stream which replicates the actual sensor data stream which
is presented in figure 4b. Finally, there is a decision module
that is used to select between MySQL and NoSQL databases
which are illustrated in figure 4c.

V. EXPERIMENTAL RESULT AND ANALYSIS

A. LATENCY ANALYSIS

There is a time delay between the system responses and the
storage time of those responses. This delay is the latency in
the overall communication. One of the purposes of this study
is to analyze the difference between the latency of MySQL
and NoSQL databases for IoT data.
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1) LATENCY IN MYSQL DATABASE

The average latency for 1 unit over 60 seconds period has
been illustrated in figure 5. The horizontal axis shows the
time duration in seconds and the vertical axis is for average
latency in milliseconds. The average latency for the first
experiment is 228.5 ms. The time duration has been increased
by five seconds starting from five seconds to sixty seconds.
It has been observed that the standard deviation is 23.42 ms
which represents marginal differences among the latency for
different time duration. However, it is noticeable in figure 5
that the latency increases when the time duration increases.

The latency for 10 units is different than the linearly
incremental characteristics of latency for 1 unit. It has been
illustrated in figure 6. Although the trends curve in figure 6
shows incremental characteristics for several instances, there
is no observable pattern. It clearly indicates that the latency
does not maintain any pattern with the number of units.
However, the average latency for 10 units is 335.92 ms and
the standard deviation is 28.22 ms. It clearly indicates that
even if there is no traceable pattern, if the number of units
increases, the latency increases.

The irregularity still exists after increasing the number
of units to 100 which has been illustrated in figure 7.
The characteristics curve demonstrates nature similar to
the 10-unit experiment. However, the average latency is
824.75 ms for 100 units simultaneously. And the standard
deviation is 87.48 ms.

2) LATENCY IN NOSQL DATABASE

The same experimental setup, time duration, and number of
units have been used in the NoSQL database to compare
the performances. It has been observed that the average
latency for the NoSQL database is 199.67 ms and the standard
deviation is 25.36 ms. The latency variations at different
times have been illustrated in figure 8. It is clearly observable
that the latency increases when the time duration increases.
However, the rate of increase is not as smooth as it is for SQL
databases.

The latency of the NoSQL database over 50 seconds with
10 units has been illustrated in figure 9. The average latency is
279.92 ms and the standard deviation is 27.057 ms. Although
the average latency of NoSQL is lower than the MySQL
database for IoT nodes, the characteristics curve is similar to
the MySQL database. It does not have any traceable pattern.

The latency characteristics of the NoSQL database for [oT
nodes with 100 units over 60 seconds have been illustrated
in figure 10. The average latency is 679.75 ms and the
standard deviation is 86.02 ms. This observation leads to
the conclusion that the latency of NoSQL databases is lower
than MySQL databases. However, the characteristics curve
demonstrates a similar pattern for both MySQL and NoSQL.

B. ENERGY EFFICIENCY
Each sensor sends the energy consumption data. These data
have been used to discover if there is any relation between
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the energy efficiency of the production units with the type of
database they are connected to. It has been observed that the
energy efficiency of the production units does not show any
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Average Latency in ms

FIGURE 7. The latency variation for 100 units for MySQL database.

significant variations when the database type is switched to
NoSQL from MySQL.

1) ENERGY EFFICIENCY MODELING

The energy efficiency of a system is the ratio of useful
output power and total input power expressed in a percentage
calculated using equation 11. However, the experimental
setup consisted of multiple elements consuming power at
different rates. At the same time, the output of the system is
measured in rates of data storage capability and system delay
instead of power. This makes energy efficiency calculation
challenging using the equation 11. A novel energy efficiency
measurement model has been designed, implemented, and

129253



IEEE Access

S. B. Kenitar et al.: Novel Approach of Latency and Energy Efficiency Analysis of lloT

—_ —_ =] (=]
o Lh (=] Lh
(=] = (=] =

Average Latency in ms

Lh
(=)

35

0 10 20 30 40 50 60 70
Time Duration in Seconds

5

15 20 25 30 35 40 45
Duration in Seconds
FIGURE 8. The average latency for 1 unit for NoSQL database.

[FS]
Lh O Luh
o o O
L]
.
L]
|
*
L]
»
¥

et e B S B ¥ )
Lh O
[ R

o
o

Average Latency in ms

Lh
o O

FIGURE 9. The average latency for 10 units for NoSQL database.

60 =2
35 =
50 =
"'E 45 = a1
§ 40 =2
; 35 =
é 30 =
= 25 =
QB 20 =
15 =
10 =
5 =2
0 200 400 600 800

Average Latency in ms

FIGURE 10. The average latency for 100 units for NoSQL database.

experimented in this experiment which is illustrated in
figure 11.

E:POM

x 100% (11)
mn

The proposed energy efficiency model is presented in
figure 11 calculates the Total Energy consumed by the
IIoT Sensor (Ejj,r) units before passing the data through
the MQTT protocol. The Total Number of Data Instances
(T4arq) 1s calculated during the network packet generation
phase. The Ej,r and Ty4, are the same for both SQL and
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NoSQL databases. It is beyond the scope of measuring the
energy consumption at the electronics level by the DBMSs.
However, this experiment has developed a novel alternative
by running the SQL and NoSQL DBMSs in two different
Virtual Machines (VMs).

2) ENERGY CONSUMPTION

The energy consumed by the SQL DBMS is characterized by
Buffer Memory (By,), Sequential Processing (Sp), SQL Query
(S4), and SQL DB Read/Write (DBg). These are the distinct
units of the SQL DBMS running in an SQL VM. The distinct
elements of the NoSQL DBMS running in the NoSQL
VM are Parallel processing (Pp), Key-Value Access (K,),
and NoSQL DB Read/Write (DB,,,). Every consumption by
the other Electronics Module (Et,,) of each VM has been
considered logically equivalent in this experiment as the
configurations of both VMs are the same. The union among
all elements of Virtual Machine of SQL (VMsp) and Virtual
Machine for NoSQL (VMposor) presented in equation 12
shows that the Et, is common for both. The equation 13
further validates that the Et,, is common for both VMs.

(VMsgr U VMposoL) = {Bm, Sp, Sq> DBsrw, Pp,
Ka, DBy, Ety} (12)
(VMsgr N VMposor) = {Etn} (13)

From this observation, it is evident that the energy
consumed by Et,, does not play an active role in overall effi-
ciency calculation. The energy consumption by VMsg;, and
VMposo1 are defined by equations 14 and 15, respectively.

E(VMsor) = E(Bp) + E(Sp) + E(Sg) + E(DByny) (14)
E(VMNOSQL) = E(Pp) + E(K,) + E(DB,y,) (15)

3) DATA R/W RATE

Both SQL and NoSQL databases Read and Write (R/W)
all of the data received through the MQTT protocol. There
is no data loss. However, the data R/W rates are different.
The comparison between SQL and NoSQL reading and
writing time for different numbers of data instances have
been listed in table 3. The number of data instances are
64, 128, 256, and 512. For instance, at 64 instances, the
writing time for SQL was 32.54 ms whereas for NoSQL it
was slightly lower at 29.18 ms. The reading time followed a
similar trend, with SQL taking 30.19 ms and NoSQL only
24.75 ms. As the number of instances doubles to 128, the
writing time for SQL increased to 67.76 ms, while NoSQL
lagged just slightly behind at 65.3 ms; for reading, SQL took
66.24 ms compared to NoSQL’s 63.47 ms. At 256 instances,
SQL had a writing time of 141.33 ms and a reading time of
135.45 ms, while NoSQL recorded 132.86 ms and 126.58 ms,
respectively. For the highest tested instance count of 512,
SQL registered a writing time of 285.71 ms and a reading
time of 229.3 ms. NoSQL, on the other hand, required only
219.41 ms for writing and 201.34 ms for reading. Overall,
while both SQL and NoSQL scale reasonably well as the
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FIGURE 11. The model to measure and compare the energy efficiency of SQL and NoSQL database for IloT data.

number of instances increases, NoSQL appears to offer a
slight performance advantage, especially in terms of reading
time. The comparison has been illustrated in figure 12 to
visualize the differences.

TABLE 3. Read/Write response time for SQL and NoSQL database for
different number of instances.

SQL (ms) NoSQL (ms)
Instance Writing | Reading | Writing | Reading
Received | Time Time Time Time
64 32.54 30.19 29.18 24.75
128 67.76 66.24 65.3 63.47
256 141.33 135.45 132.86 126.58
512 285.71 229.3 219.41 201.34

=]
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[=1

[
=1
=1

Time in Millisecond
—_ =
(=3 LA
[==} [==]

LA
[=}

. III‘ III| III III|

Writing Time  Reading Time

NoSQL (ms)

Writing Time  Reading Time
SQL (ms)
E64 m128 m256 m512

FIGURE 12. Comparison of reading and writing rate between SQL and
NoSQL database.

The average reading and writing time for SQL and
NoSQL have been calculated using equation 16 where x =
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{read,write} and j = {SQL, NoSQL}. To write 240 data
instances, the SQL takes 131.835ms and NoSQL takes
111.687ms. On the other hand, the reading times for the same
number of data instances are 115.295ms and 104.035ms for
SQL and NoSQL, respectively. The SQL DBMS takes 1.055s
to read and write 1024 data instances. On the other hand, the
NoSQL DBMS takes 0.92s for the same number of instances.
According to equations 14 and 15, the energy consumed per
second by VMo, and VM,sor are 32.19 j/s and 28.01 j/s,
respectively.

‘4

Py
k=4

D=tk

avg(x) = (16)

4) EFFICIENCY CALCULATION

The input to the system is the data instances. The output from
the system is the reading and writing operations. To process
1024 input data instances, the SQL and NoSQL DBMSs take
33.96 j/s and 27.45 j/s energy, respectively. The number
of data processing per second by SQL and NoSQL DBMS
are calculated by equation 17. It concludes that the SQL
DBMS receives 1024 instances per second and processes
971 instances per second. On the other hand, the NoSQL
DBMS receives the same number of instances and processes
all of them in 0.92 seconds. Therefore the efficiency of SQL
DBMS is 94.81% and the efficiency of NoSQL DBMS is
98.00%.

Dayg x 1000

Dinstance = m 17
py
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VI. LIMITATION AND FUTURE SCOPE

This paper discovers valuable and unique insights into the
latency and energy efficiency of IoT nodes’ communica-
tion with SQL and NoSQL databases. Despite remarkable
potential, this study suffers from several limitations. These
limitations have been discussed in this section.

A. LIMITED NUMBER OF DATABASES

This analysis studies only two databases. There are many
other popular SQL and NoSQL databases that have not been
explored in this paper. It is a significant limitation of this
paper. The API integration complexity is the reason behind
this limitation. The researchers of this paper are conducting
more studies on other SQL and NoSQL databases which will
be published in the future.

B. SINGLE-MASTER MODE

The experimented cloud server offers both single-master
and multi-master configurations. For the simplicity of the
experiment, the single-master mode has been used in this
research. It is one of the weaknesses of this paper. Selecting
the benchmarks to evaluate the performance of NoSQL and
SQL databases in multi-master configurations is challenging.
This challenge will be explored in the future scope of this
research [38].

C. EXPERIMENTAL ENVIRONMENT

The analysis presented in this paper is the findings
on the experimental environment. It is beyond the scope of
the researcher of this paper to conduct the research in an
active industrial environment. As a result, the challenges of
real-time industrial production have not been included in the
analysis.

The limitations of this paper are considered as the future
scope to conduct further research and discover more valuable
data that will further contribute to improving the IoT
environment efficiency.

VIl. CONCLUSION

There are multiple solutions available for almost every
technological aspect in this age of technological revolution.
It facilitates a competitive market where the service providers
compete with each other which ensures sustained and con-
tinuous development of the services and products. However,
multiple options lead to another challenge which is choosing
the most effective solution for a problem. Choosing an
effective database management system to store voluminous
IIoT data is one such problem. This paper has explored both
SQL and NoSQL databases to discover the most effective
and efficient option. This paper explores AWS Aurora SQL
Database and AWS DynamoDB NoSQL Database which are
SQL and NoSQL databases, respectively. The most com-
mon and popular protocol for loT-database communication,
MQTT has been used in this paper. The methodology has
been designed carefully to ensure the effectiveness of the
study. After carefully processing the data, a flawless test plan
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has been devised in this paper. A proper experimental setup
has been designed to execute the test plan. The experimental
data collected during the experiment shows that the NoSQL
database reduces the latency. To cross-validate the findings,
the same experiment has been conducted with 1, 10, and
100 units. In every case, the result shows that the latency
of the SQL database is higher than the NoSQL database for
IIoT. Further, the novel energy efficiency model designed
and analyzed in this paper demonstrates that NoSQL is more
energy efficient than SQL database for IloT communication.
Despite the valuable contribution of this study to facilitate
a data-driven decision-making approach while choosing an
effective database management system to store IloT data,
there are some limitations of this study. The experimental
setup has been developed using a limited number of databases
in a single-master model service. Whether the proposed
methodology and its findings are valid for a large number of
databases has not been addressed in this study. This limitation
will be overcome in the subsequent research effort. Despite
the limitations, this analysis unearths valuable information
related to IIoT and database communication which has
the potential to increase production efficiency and reduce
operational costs by guiding the decision-making process of
selecting an appropriate storage system to store sensor data
of autonomous manufacturing facilites.
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