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ABSTRACT This study examines the communications of English- and Spanish-speaking Twitter users
through traditional and deep learning algorithms to automatically recognize whether they live with one
of nine mental health conditions. We created two datasets in English and Spanish. The ‘‘diagnosed’’ set
comprises the timeline of 1,500 users who explicitly reported in one or more of their posts having been
diagnosed with one of the following: ADHD, Anxiety, Autism, Bipolar, Depression, Eating disorders, OCD,
PTSD, and Schizophrenia. The ‘‘control’’ set comprises the timeline of 1,700 randomly selected users who
had not disclosed a diagnosis.We extracted a variety of text features from the collected data, such as n-grams,
q-grams, Part-of-speech (POS) tags, topic modeling, Linguistic Inquiry and Word Count (LIWC), and word
embeddings, and trained traditional machine-learning and deep learning classifiers for two tasks: binary
classification, to distinguish between diagnosed and non-diagnosed users, and multiclass classification,
to identify the specific diagnosis. Overall, XGBoost and convolutional neural network (CNN) performed
the best in the two classification tasks. Moreover, lexical attributes based on n-grams and q-grams are the
ones that performed well in both datasets. Using our collected datasets, for binary classification, we achieved
anAUCof 0.835 on the Spanish Twitter dataset using n-grams of words from one to three (UBT) and 0.846 on
the English Twitter dataset with a 5-gram characters (C5) model. In multiclass classification, we obtained
an AUC of 0.712 and 0.697 in the Spanish and English Twitter datasets, respectively.

INDEX TERMS Binary classification, machine learning, mental health disorders, multiclass classification,
social media, Twitter.

I. INTRODUCTION
In 2020, the World Health Organization (WHO) estimates
that mental disorders affect close to 1 billion people [1],
or slightly more than one in ten of the world’s population.
In terms of disability, morbidity and mortality, and overall
quality of life, people who suffer from mental disorders
experience a significant negative influence on their lives [2].
Given the stigma still attached to mental health challenges,
people tend not to seek help early; therefore, automated
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methods that might signal an individual the need to do so
could potentially significantly impact their long-term health.

With the rise of social media, research has turned to
these platforms to gain insights into users’ well-being and
to explore how people’s behaviors on these platforms relate
to their mental health status. Topics such as depression [3],
[4], [5], self-harm [6], suicide risk [7], among others, have
recently been investigated in the literature by integrating
data from social media alongside natural language processing
(NLP) and several machine learning techniques.

For example, the workshop on Computational Linguistics
and Clinical Psychology (CLPsych) was established as
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an interdisciplinary forum bringing together researchers
and clinicians interested in improving mental health [8].
Similarly, the shared task on early risk prediction (eRisk)
on the Internet, organized as part of the Conference and
Evaluation Forum Laboratories (CLEF), explores processes
related to the timely detection of health and safety problems,
for example, signs associated with psychological disorders
such as depression and anorexia [9], [10], [11].
Most of the studies reported in the literature concentrate

on English-language data [12], although Spanish-speaking
countries such as Mexico, Spain, and Colombia are among
the top 20 most active Twitter users in the world, with
more than 13 million, 8 million, and 4 million users,
respectively [13]. The United States has 76.9 million Twitter
users, making it the country with the most users on
the social media [13]. Therefore, including English and
Spanish-speaking users could provide coverage for a large
population segment. Furthermore, most past studies focus
on each condition in isolation (i.e., they are approached
as a binary classification, such as depression vs. non-
depression) [14]. In this paper, we address the problem of
collecting and categorizing large volumes of Spanish and
English language data to automatically detect the nine mental
health disorders described in Cohan et al. [15]. Our long-term
objective is to develop a robust and general methodology
for extracting indicators of a broad range of mental health
conditions from the communications of social media users in
a variety of languages in order to support earlier diagnosis
and timely treatment.

To that end, we constructed two datasets in English and
Spanish, following the same data-collection methodology.
Next, we extracted the same linguistic features from English
and Spanish user profiles: n-grams, q-grams, Part-of-speech
(POS) tags, topic modeling, Linguistic Inquiry and Word
Count (LIWC), and word embeddings. We then trained
several traditional machine learning and deep learning
models for binary and multiclass classification.

We use n-grams of words and q-grams of characters as
features to capture a broad range of textual information.
While n-grams refer to a sequence of ‘‘N’’ words that appear
together in a text, q-grams are a collection of successive
characters in a document that may include letters, numbers,
and other symbols. The goal of topic modeling is to discover
the main themes in a large collection of texts by grouping
words that often appear in the same context and finding
the underlying patterns in these groups of words. Word
embeddings generate a unique vector of numbers for each
word in a corpus based on the context in which they appear
so that words with similar contexts have similar vector
representations. As a result, patterns in the connections
between words can be discovered. LIWC uses a word dictio-
nary to categorize texts based on psychological or linguistic
dimensions, such as positive or negative emotion, cognitive
processing, or social relationships. The aim is to extract
insights to understand human behavior and psychology
better.

Our work makes three contributions to the state of the
art. We have curated two new publicly available datasets (in
English and Spanish) collected with the same methodology.
We systematically compared traditional and deep-learning
algorithms for learning binary and multiclass classifiers
to distinguish between diagnosed and non-diagnosed user
profiles. Finally, we have demonstrated that our proposed
models can accurately detect users who may suffer from
mental disorders in both datasets; for example, the model
based on n-grams of one to three words (UBT) achieves
the highest AUC and F1-score on the diagnosed class (AUC
0.835; F1 0.824) for the Spanish Twitter dataset, while the
5-gram characters (C5) perform the best (AUC 0.846; F1
0.819) on the English Twitter dataset.

The rest of this paper is organized as follows. Section II
reviews work related to our own. Next, Section III describes
the methodology for Twitter data collection and the develop-
ment of the English and Spanish datasets, the extracted text
attributes and the classification methods used in our experi-
ments. In Section IVwe present the results of our experiments
for the two classification tasks (binary and multiclass) on the
extracted datasets, and on the Self-reported Mental Health
Diagnoses (SMHD) dataset. Subsequently, in Section V we
discuss the results obtained. In Section VI we address the
current limitations of the work. Finally, in Section VII, we
outline the conclusion and future lines of research.

II. RELATED WORK
Online social media platforms, such as Facebook, Reddit,
and Twitter, are pathways for people to stay connected and
share information. Over the past decade, several studies
have utilized the rich data on social media platforms to
explore the complex relationship between mental health and
language usage. De Choudhury et al. [3] first explored the
potential of using social media data to detect major depressive
disorder in individuals. Studies in [15], [16], [17], and [18]
computationally showed that distinctive linguistic patterns
grounded by psycholinguistic theories can be crucial in
identifying users suffering from mental disorders. As words
that people use are often indicative of their psychological
states, previous work [19] has compiled a test collection
of corpora on depression and language use to encourage
research on the differences in language usage between
depressed and non-depressed users and also to explore
the evolution of language used by depressed individuals.
Aside from textual data, another significant component
for proper classification is the study of behavior. These
behavioral attributes include engagement, emotions, and ego
networks [3].

Twitter and Reddit are the most studied platforms for
mental health research [20]. In the recent past, shared tasks
like CLPsych 2015 [8] using Twitter data and CLEF eRisk
(2017-20) [9], [10], [11], [21] using Reddit data introduced
datasets for mental health analysis, for conditions like
depression, anorexia, post-traumatic stress disorders (PTSD)
and self-harm.
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The CLPsych 2015 shared task [8] used data from Twitter
users who state a diagnosis of depression or PTSD and
demographically-matched community controls to build a
group that is not entirely unrelated to the diagnosed group.
The train partition consisted of 327 depression users, 246
PTSD users, and 572 age and gender-matched control users,
for a total of 1,145 users. The test data follows the same
methodology, resulting in 600 users distributed as follows:
150 depression users, 150 PTSD users, and 300 control-
matched users. For each user in the dataset, approximately
3,200 most recent posts were collected.

The eRisk forum each year organizes a new task around
a specific disorder; for instance, in 2017 and 2018, the
shared task focused on depression [9], [10], and in 2019 and
2020, there were tasks on predicting anorexia and self-harm
tendencies [11], [21]. For each task, a dataset is created
using Reddit posts selected from the authors’ self-report of
having a mental health disorder. As a result, the positive
class comprises users who explicitly mentioned in at least one
of their posts that they had been diagnosed with depression
or anorexia. The negative class contains users from other
Reddit groups and users active in the depression or anorexia
groups without a self-declaration of having a mental disorder,
ensuring that the gap between healthy and diagnosed users is
not trivially detectable [16]. For both classes, a long history
of publications is collected from the users included in the
dataset.

In order to produce the dataset SMHD, Cohan et al. [15]
searched for high-precision patterns to identify self-reported
diagnoses of nine different mental health conditions. Some
studies have used these pre-defined datasets for their
research, while others focused on collecting their own
data. In general, some form of regular expressions (regex)
matching is used to construct these datasets, and common
annotation mechanisms include community participation,
clinical surveys and platform activity [20].
Jamil et al. [4] have trained classifiers on CLPsych

2015 and their newly introduced BellLetsTalk dataset,
constructed using tweets collected from the #BellLetsTalk
campaign, designed to support mental health across Canada.
The results show that due to the increase in granularity
and data imbalance, achieving satisfactory performance on
tweet-level analysis that monitors individual tweets for
signs of mental disorders (specifically depression) is more
challenging in comparison to a user-level analysis, which
involves looking at the tweets history of a user over a period
of time. Aguilera et al. [22] used the eRisk datasets for
their experimentation and proposed a one-class classification,
which considers only one mental disorder for training and
testing. They obtained competitive results against traditional
binary classification methods.

Though most early studies focused on depression detec-
tion, Guntuku et al. [23] analyzed the language of social
media users diagnosed with attention-deficit/hyperactivity
disorder (ADHD) to see how their language is correlated

with users’ characteristics, such as personality and temporal
orientation. Mitchell et al. [24] explored potential linguistic
markers such as topic distribution to increase classification
accuracy for schizophrenia, which has traditionally been
challenging to identify given the low prevalence of the
condition.

Most existing mental health disorder classification meth-
ods use features engineered via natural language processing
techniques (NLP) and various machine learning (ML) clas-
sifiers for evaluating text data from social media platforms.
Coppersmith et al. [18], [25] examined a range of mental
health disorders, and in their studies, n-grams provided
superior performance compared to other analytic methods.
In several studies [5], [6], [16], [26], broader textual features,
such as LIWC and Latent Dirichlet Allocation (LDA)
based topic allocation of posts, have been found to be
useful. An ensemble of approaches combining linguistic
information with user metadata achieved the best results
in some studies [17], [27]. Tadesse et al. [5] showed the
power of proper feature selection, especially multiple feature
combinations, for depression detection. Their experimental
data was collected from Reddit, where bigrams showed the
best performance as a single feature. The top performance
was the combination of LIWC, LDA and bigram features with
a multilayer perceptron (MLP) classifier. Additionally, Skaik
and Inkpen [14] have summarized the features used in various
mental health studies in their review.

On the SMHD dataset, Cohan et al. [15] applied term
frequency-inverse document frequency (TF-IDF) vector-
ization of documents and performed classification using
Logistic Regression, XGBoost, Support Vector Machines
(SVM) and Convolutional Neural Networks (CNN) with
fastText embeddings. They found that when working with
several mental health conditions, the performance of the
models is strongly affected by the number of diagnosed users
in the training set. The use of fastText word embeddings
obtained the best performance in their study in terms of
F1-score. Regarding deep learning approaches, CNNs have
shown the best performance in several studies [6], [28],
[29]. Husseini et al. [28] have investigated the most effective
deep neural network architecture for CLPsych 2015 and
BellLetsTalk datasets. In most recent studies [16], [30],
transformer-based architectures like bidirectional encoder
representations from transformers (BERT) and robustly
optimized BERT pre-training approach (RoBERTa) are also
being explored for the task.

Most studies in social media mental health research only
looked at posts written in English, though not as extensively;
some studies have also explored data written in other
languages. Tsugawa et al. [31] looked at the activity history
of users to recognize the presence of depression; for that, they
used ML classifiers on tweets written in Japanese and found
topic models to be useful as features. Almouzini et al. [32]
explored depression-related behaviors of Arabic words; in
their experiments, the Liblinear classifier outperformed the
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other ML models. Leis et al. [33] aimed to identify users’
linguistic features and behavioral patterns for tweets posted
in Spanish. Their visualization-based approach considered
distribution over time, parts of speech, word count, use of
negation, emotion, and polarity analysis. Uddin et al. [34]
applied the Long Short TermMemory (LSTM) deep recurrent
model and showed the effect of hyperparameter tuning for
analyzing Bangla tweets for depression.

Table 1 briefly overviews some of the research papers
discussed in the related work section.

III. METHODOLOGY
A. DATA COLLECTION
Twitter has more than 550 million registered users [35], with
the population between 25 and 34 years of age being the
most active (38.5%) [36]. Our dataset comprises tweets of
users who reported in one of their tweets (in English or
Spanish) a diagnosis of a mental health condition (diagnosed
users) and users who have not reported any such condition
(control users). Users and posts were extracted from Twitter
through its application programming interface (API) [37].
All data obtained is public and collected between September
1st, 2020, and August 31st, 2021. The selection of users and
their tweets was computed using the full-archive endpoint
provided by the Twitter API, which allows developers to
request historical tweets by searching them via a set of rules.
An overview of the data-collection pipeline is shown in
Fig. 1.

1) DIAGNOSED GROUP
Following the work of Cohan et al. [15], the selected
mental disorders correspond to the subdivisions of the
Diagnostic and Statistical Manual of Mental Disorders of
the American Psychiatric Association (DSM-5) [38]. They
are the six first-level disorders, i.e., Anxiety disorders (Anx),
Bipolar disorders (Bipo), Depressive disorders (Depr), Eating
disorders (Eat), Obsessive-compulsive disorders (OCD), and
Schizophrenia spectrum disorders (Schizophrenia); Post-
traumatic stress (PTSD), classified under trauma-and stress-
related disorders; lastly Autism spectrum disorder (Auts) and
Attention-deficit hyperactivity disorder (ADHD), classified
under neurodevelopmental disorders.

We leverage self-reported diagnostic statements in which
a user posts on Twitter about being diagnosed with a mental
health disorder such as depression, anxiety, bipolar, among
others. It is essential to note that medical experts have
not validated or confirmed these self-reports. While we
have taken steps to filter and clean the data, the possibility
of misreporting, misunderstanding, or inaccuracies in self-
diagnoses exists. However, previous research indicates that
this type of data collection has high inter-rater reliability [6],
[15], [19], [23], [24], [25].

For this reason, we selected users who have publicly
stated that they have been diagnosed with a mental con-
dition. Tweets were obtained using regular expressions,

e.g., ‘‘Me diagnosticaron’’, ‘‘He sido diagnosticado(a)’’,
‘‘I was diagnosed’’, and ‘‘I’ve been diagnosed’’. Tweets
with matching diagnoses were reviewed to find out whether
the tweet included a genuine statement of a mental health
diagnosis (text patterns used are included in Section I in the
Supplementary Material).

We searched for the nine conditions explained above.
Following the methodology of Losada et al. [19], the regular
expressions were strict. Expressions like ‘‘Tengo. . . ’’, ‘‘Creo
que tengo. . . ’’, or ‘‘Nunca he sido diagnosticado(a), pero. . . ’’,
‘‘I have. . . ’’, ‘‘I think I have. . . ’’, ‘‘I’ve never been diagnosed,
but. . . ’’ did not qualify as explicit expressions of a diagnosis.
We only included a tweet in the diagnosed group when there
was a clear and explicit mention of a diagnosis and the name
of the mental health condition.

Table 2 shows examples of false (often jokes or non-
clinical diagnoses) and authentic diagnostic posts. As shown
in Table 2, the collected tweets do not usually include a
definitive date, which might range from days to months or
even years. There are also cases in which a description of the
stage of recovery follows the statement. Using this method
makes it possible to retrieve posts with some degree of
uncertainty about the specific date of diagnosis [19]; however,
these data are still valuable for the development of automatic
methods for detecting mental disorders.

2) CONTROL GROUP
In addition to the diagnosed users, we collected a random
sample of users from the general population, constituting
the control group or non-diagnosed class. These users were
chosen from a pool of candidate users based on their
similarity to diagnosed users as measured by the number
of messages they posted [15]. This was done to avoid
biases between the control and diagnosed groups in the
dataset.

We follow a similar process for both languages: 1,500
users’ usernames were randomly selected from a list of
Twitter users who tweeted in a two-week window in early
2021 and did not have a self-reported mental disorder
diagnosis. We also included in the control group 500 user-
names whose tweets were followed by different hashtags
related to mental health (e.g., #SaludMental / #MentalHealth,
#NoEstasSolo / #YouAreNotAlone, or #ApoyoEmocional /
#EmotionalSupport).

Hashtags are keywords people use to mark the topic of
their social network content. Since on Twitter there are no
forums where people frequently share their experiences about
a common topic (as in other social media such as Reddit),
it is possible to filter searches around a specific topic through
hashtags. Therefore, as these people are talking about mental
health topics, including them in the control group helps to
make the collection more realistic.

Given this pool of 2,000 users, we identified the most
similar control user (in terms of number of posts) for each
user in the mental health group. In more detail, we matched
each diagnosed user with a candidate control user based on
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TABLE 1. Overview of selected studies of mental disorder detection in social media. TF-IDF: Term frequency - Inverse document frequency; NRC: National
Research Council Canada; HAN: Hierarchical Attention Network; ocSVM: one-class Support Vector Machine; ocKNN: one-class k-Nearest Neighbor; kNN:
k-Nearest Neighbor; P: Precision; R: Recall; Acc: Accuracy.

the similarity of the number of texts they had. We selected
controls without replacement, so a control user could only be
included once.

We are aware that there is a possibility that the control
group includes users with some of the conditions investigated,
for example, users who do not disclose depression, ADHD,
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FIGURE 1. Overview of the data collection pipeline.

TABLE 2. Examples of tweets with genuine (left) and false (right) statements of self-reported diagnoses.

or other mental health problems in social media; however, the
impact is expected to be minimal since alternative approaches
(e.g., screening tests, crowd-sourced surveys, etc.) are not
noise-free either [19], [25].

3) TEXTS EXTRACTED
For both groups (diagnosed and control) in each dataset
(English and Spanish), users were filtered based on ver-
ification of the tweets -removing ads and spam. Then,
we retrieved the most recent tweets (up to 3,200, which
is the maximum allowed by Twitter API for each user).
Retweets and tweets that were not in the target language were
excluded.

Next, to ensure that we have sufficient data for the
analysis, users were filtered to eliminate those with fewer
than 25 tweets or a total number of words less than 500 and
those whose tweets are more than five years apart between
the first and last tweet.

4) DATA STATISTICS
The statistics of the resulting collection are reported in
Table 3. Following our strategy, we collected a substantial
number of subjects and a large number of posts. In both
datasets, the total number of users is slightly more than
3,200, with a distribution of approximately 1,500 users in the
diagnosed group and 1,700 in the control group.

The total number of tweets per user depends on the
language. For instance, an average of 700 tweets were
collected per user in the Spanish Twitter dataset, while in
the English Twitter dataset, approximately 1,500 tweets were
collected. Also, the difference in the average period between
the first and last tweet is notable. In the first case, the tweets
cover between three and six months, and in the second case,
between seven months and a year or more.

Regarding the distribution of the number of users by
disorder, in the Spanish-language dataset, the mental disorder
with the most users is Depr, followed by Anx, and the class
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TABLE 3. Overview of the collected datasets.

with the fewest users is Schizophrenia and PTSD. In the
English-language dataset, ADHD and Depr are the classes
with most users, and Schizophrenia and Eat are the classes
with the fewest users.

The imbalance ratio (IR) indicates the fraction between
the number of objects in the positive and negative classes
(also called minority and majority class, respectively) [39].
Consequently, a higher IR value indicates more imbalance
between the classes, which means that the number of objects
in the positive class is low compared to the negative class.

Table 4 shows the IR for each mental health condition
with respect to the control class (which is the majority class).
Based on the IR, in the Spanish-language dataset, the Depr
class is about one-third the size of the control class, while
the Schizophrenia class is thirty-five times smaller than the
control class. In the English-language dataset, the ADHD
class has the lowest imbalance, being slightly more than half
smaller than the control class. Once again, the Schizophrenia
class is the most imbalanced because the control class is
seventy-one times larger than the control class.

TABLE 4. IR of each class with respect to the control class.

B. FEATURE EXTRACTION
The first step towards classifying users was to preprocess the
corpus. This step removes unnecessary punctuation marks
and white spaces for each post. Then, we use the pysentiment
toolkit [40] to preprocess tweets from each user, removing
URLs and hashtags symbols, replacing mentions (@user),
and eliminating continuously repeated symbols or characters

(such as ‘‘aaaa’’) and stop words defined in the NLTK
(Natural Language Toolkit) library [41]. Finally, we use
tokenization to divide the posts into individual tokens and
apply lemmatization to reduce the words to their root form
using the spaCy library [42].

We consider all the tweets posted by a user as their
‘‘profile’’ document, and we extract the following features
from each document.

1) LEXICAL
Words are a powerful tool of expression, and they are one
way of communicating with each other; they can be used
to express ideas, concepts, and emotions. Therefore, we use
word n-grams (n = 1, 2, 3) and char q-grams (q = 3, 5, 7) as
features. We weigh each term t with its TF-IDF, as follows:

TF − IDF(t, d,D) = TF(t, d) · IDF(t,D), where:

TF(t) =
Number of times term t appears in a document

Total number of terms in a document d
IDF(t,D)

= loge(
Total number of documents in the corpus
Number of documents with term t in them

)

The TF-IDF value increases with the number of times a
word appears in a document but decreases with the number
of documents in which the word appears. This helps to filter
out words that often appear across the document collection.
The higher the TF-IDF score, the more important or relevant
the term is.

In our study, we use TF-IDF vectorizer from the
scikit-learn Python library [43], and we restrict the
term-document matrix to 10,000 most frequent n-grams and
q-grams. We also consider only the words that appear at least
in more than 15 documents and ignore terms that appear
in more than 75% of the documents. From our results, the
model performs better when the term matrix is limited to
these numbers.

2) PART-OF-SPEECH (POS) N-GRAMS
We use the n-gram (n = 1, 2, 3) with their POS tags to
understand the importance of the role played in the text.
We used the POSTagger provided by the spaCy library [42] to
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identify lexical and grammatical properties of words such as
pronouns, adjectives, verbs, adverbs, nouns, etc.We restricted
the vocabulary size to 10,000, as we did for the lexical
attributes because the model performed better with this
vocabulary size.

3) TOPIC MODELING
This category aims to capture the topic of each document
by detecting patterns and automatically clustering groups
of similar words and expressions that best represent a set
of documents. Topic modeling is an unsupervised machine
learning technique, so this clustering is performedwithout the
use of any dictionary.We employ two of the best-known topic
modeling algorithms, Latent Dirichlet Allocation (LDA) and
Non-Negative Matrix Factorization (NMF). For creating the
feature set, we compute the probability of the appearance of
each topic in the document. Based on our results, both models
perform best when limited to 50 topics. For both algorithms,
we use the implementation of the scikit-learn library [43].

4) LIWC
The LIWC dictionary is widely used in computational
linguistics as a source of features for psychological and
psycholinguistic analysis [44]. The Spanish LIWC2007
dictionary includes around 70-word categories to analyze
different language dimensions like emotions (e.g., sadness,
anger, etc.), self-references, and words for perceptual,
cognitive, or biological processes in each text. The tool
returns the estimated percentage of words in each category,
so we transform the feature set by scaling each numerical
attribute within the interval [0, 1]. We use the most recent
version of the dictionary, LIWC2015, for English-language
datasets, which contains about 98 categories.

5) EMBEDDINGS
Recent advances in language models extracted from large
corpora have led to the development of a new style of text
analysis, where each word is located in a multidimensional
vector space based on its adjacent words in the underlying
corpus. Word embeddings can be trained using the input
corpus itself or can be generated using pre-trained word
embeddings such as Global Vectors for Word Representation
(GloVe) [45], fastText [46], and Word2Vec [47]. These three
models have advantages and disadvantages and depend on
the specific use case. However, fastText is more suitable
for handling unknown or new words and language with
typos or abbreviations, such as Twitter data. Furthermore,
GloVe can handle large corpora efficiently due to its co-
occurrence matrix-based approach, which allows training to
be scalable and fast. Hence, in this study fastText and GloVe
were tested as word embeddings. In the case of the Spanish
Twitter dataset, we use pre-trained word embeddings vectors
from the Spanish Billion Word Corpus (SBWC) [48]. For
the English Twitter dataset, we used word vectors trained
on Common Crawl from the fastText library [49] and the

Stanford project [50]. The description of all utilized word
embeddings is shown in Table 5.

C. CLASSIFICATION OF MENTAL HEALTH DISORDERS
We address two different classification problems. The first
concerns binary classification to recognize users diagnosed
with a mental health condition versus non-diagnosed indi-
viduals (or control users). The second classification problem
deals with multiclass classification of the nine mental health
conditions, i.e., recognizing the type of diagnosis of users.
We applied the same methodology and evaluation approach
for both tasks, including training eight different classifiers
with a diverse set of linguistic features (explained above).

We experimented with several algorithms, including tradi-
tional machine learning classifiers and deep learning-based
classifiers.

The first four classifiers (Naïve Bayes, SVM, Bagging
with Decision Trees, and XGBoost) are employed in our
analysis with the lexical, POS tag, topic modeling, and LIWC
features explained in Section III-B. We used the algorithms
implemented in the scikit-learn and XGBoost libraries of
Python, and all the selected classifiers were executed using
the parameters by default, which are shown in Table 6.
This allows us to establish a baseline performance on the
classification problems we addressed. In the case of SVM,
we use three types of kernel functions: linear, radial basis
function (RBF), and polynomial with degree 3 to explore
different possibilities of data classification; since SVM is a
powerful algorithm, but it can be sensitive to the shape of the
data.
Based on neural network architecture, the other four

classifiers include the same number of layers and are trained
with a similar approach. Thus, a Convolutional Neural
Network (CNN), a Gated Recurrent Unit (GRU) network -
that is, an improved version of standard Recurrent Neural
Networks (RNNs)-, a Long Short-Term Memory (LSTM)
network, and a CNN-LSTM were chosen for the word
embedding features. The CNN-LSTM architecture uses a
CNN layer for feature extraction on the input data combined
with LSTM to support sequence prediction. The parameters
of the neural network architectures are detailed in Section II
of the Supplementary Material. It is essential to highlight that
all the architectures include a Dropout layer that penalizes
the model weights to prevent them from growing too
large. Similarly, each neural network was trained with early
stopping to interrupt the trainingwhen the performance on the
validation set is no longer improving; this prevents the model
from being overfitted.
The source code for our experiments is available in

a GitHub repository,1 and the Twitter dataset for mental
disorder detection is available for download through the IEEE
DataPort platform.2

1https://github.com/miryamelizabeth/Twitter-Mental-Health
2https://ieee-dataport.org/documents/twitter-dataset-mental-disorders-

detection
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TABLE 5. Characteristics of the fastText and GloVe word embeddings used in this work.

TABLE 6. Parameter specification for the algorithms tested in our experimentation.

IV. RESULTS
In this section, we present our experiment results on the
collected Twitter dataset for both classification tasks, binary
and multiclass.

A. EVALUATION METRICS
We randomly split the Twitter datasets using stratified 5-fold
cross-validation (5FCV), so we preserved the distribution of
the classes in all data partitions. By partitioning the data into
K different folds to train and test the model, a more accu-
rate indication of the model’s generalizability to unobserved
data can be obtained. To evaluate the different sets of features,
we use the following performance indicators, as traditionally
done in supervised classification:

• Area under the ROC curve (AUC): Area under the
curve of true positive detection rate (TPR) versus false
positive detection rate (FPR). AUC values above 0.5 are
preferable since a value equal to 0.5 indicates that the
classifier’s performance is random guessing.

• F1-score: The harmonic mean of the precision and
recall.

• Precision: It calculates how many positively identified
samples are correct; it measures the proportion of users
the classifier considers to have a mental health disorder
that actually had the disorder. If precision=1, that means
that all users diagnosed by the classifier really had the
disorder.

• Recall: Also known as sensitivity (True Positive Rate).
It estimates what proportion of positive samples was
correctly identified. That measures how successfully
the classifier recognizes users with the condition.
If recall=1, that means that all users with the disorder
are detected.

Because AUC gives an idea of the amount of work done by
the classifier and is less sensitive to imbalance [51], it will be
the main metric we consider when comparing performance
between different models and datasets.

Based on the results, the Friedman non-parametric
test [52], [53], [54] and the Finner post-hoc procedure [54]
with α = 0.05were applied to determinewhether themodels’
differences are statistically significant.

B. BINARY CLASSIFICATION OF DIAGNOSED AND
NON-DIAGNOSED USERS
We first evaluate the performance of our models in a binary
context, that is, whether we can recognize diagnosed users
versus non-diagnosed individuals (control users) based on
the texts of their publications. By considering the users
from the nine mental disorders as a single group (for instance,
the diagnosed class), the balance between this class and the
control class is preserved.

In both the Spanish and English Twitter datasets, XGBoost
(XGB) and CNN showed marginally superior performance
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TABLE 7. Evaluation results for the binary classification for both datasets (Spanish and English) in each set of attributes. The values for the best AUC,
F1-score, Precision, and Recall are in bold.

compared to the other classifiers; hence, we report results for
these two classifiers only (the results for the remaining five
algorithms are detailed in Section III in the Supplementary
Material). As explained in feature extraction, we used CNN
with word embeddings such as fastText and GloVe, and
XGBoost with the remaining attributes.

Table 7 summarizes the performance of the best two
binary classification models for both datasets. AUC shows
the overall performance of the classification model, while
F1, precision, and recall show the score for the positive
class.

For the Spanish Twitter dataset, UBT showed the highest
AUC and F1-score on the diagnosed class (AUC 0.835; F1
0.824), while in the English Twitter dataset, C5 had the
highest performance (AUC 0.846; F1 0.819).

Table 7 shows that models based on lexical attributes
(n-grams and q-grams) and POS n-grams perform well for
the Spanish Twitter dataset, except when n = 3 (for instance,
Trigrams and POS_T). Top AUCs range from 0.802 to
0.835. Meanwhile, the attributes related to topic modeling,
NMF, and LDA showed the lowest AUC, 0.720 and 0.724,
respectively.

Regarding AUC and F1, fastText is better than GloVe in
identifying users with mental health disorders. However, both
word embedding methods do not improve their performance
with respect to lexical attributes. The performance of LIWC
is comparable to GloVe, with an AUC score of 0.754 and an
F1-score of 0.749 in the diagnosed class.

Based on the AUC values, Friedman’s test showed
significant differences between the models (χ2

15=51.3,
p-value < 0.001). The post-hoc revealed a significantly
better score for the UBT model than LDA (R=14.8,
p-value=0.002), NMF (R=14.2, p-value=0.002), LIWC
(R=12.6, p-value=0.009), GloVe (R=12.2, p-value=0.01),

POS-T (R=11.8, p-value=0.01), T (R=10.8, p-value=0.03),
and fastText (R=10.6, p-value=0.03).

For the Twitter English dataset, lexical attributes based on
q-grams (q = 5 and q = 7) and POS n-grams (n = 1 and
n = 1 − 3) show the highest performance in terms of AUC
and F1-score on the diagnosed class (Table 7). Trigrams and
POS_T had the lowest performance of all attributes in terms
of AUC, 0.699 and 0.701, respectively. A similar trend is also
observed in the Spanish Twitter dataset.

The performance between both word embedding methods
is very similar, but once again fastText (AUC 0.808; F1
0.787) and GloVe (AUC 0.809; F1 0.796) do not improve
their performance with respect to lexical attributes, mainly
C5, C7, POS_U, and POS_UBT. Regarding topic modeling
attributes, LDA and NMF also showed low AUC, 0.754 and
0.774, respectively, and their F1-scores in classifying users
with mental illness are about 0.75 on average.

The performance of LIWC is comparable to LDA and
POS_B, with an AUC score of 0.746 and F1 of 0.734 in
the diagnosed class. Based on the AUC values, Friedman’s
test revealed significant differences between the models
(χ2

15=49.7, p-value < 0.001). The post-hoc revealed a
significantly better score for the C5 model than T (R=15.6,
p-value=0.001), POS_T (R=15.4, p-value=0.001), POS_B
(R=13, p-value=0.007), LDA (R=11, p-value=0.04), B
(R=11, p-value=0.04), and LIWC (R=10.8, p-value=0.04).

A Receiver Operator Characteristic (ROC) curve is con-
structed by plotting the True Positive Rate (TPR) against the
False Positive Rate (FPR). It shows the trade-off between
sensitivity (or TPR) and specificity (1 - FPR). Classifiers
that give curves closer to the top-left corner indicate a better
performance. In contrast, a random classifier is anticipated
to produce data points lying along the diagonal line, where
the FPR equals the TPR. The closer a curve approaches the
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45-degree diagonal within the ROC space, the less reliable
the test’s accuracy becomes.

The ROC curves in Fig. 2 and Fig. 3 show satisfactory
performance of the models with the highest result, with an
AUC of 0.84 and 0.85 for the Spanish and English datasets,
respectively. In both cases, the optimal cut-off point is located
at a point on the ROC curve where the sensitivity and
specificity are approximately 83%. This means the models
can correctly identify 83% of the positive and 83% of the
negative classes.

FIGURE 2. ROC curve for binary classification using UBT model in the
Spanish Twitter dataset.

FIGURE 3. ROC curve for binary classification using C5 model in the
English Twitter dataset.

Based on the results, in general, our proposed models can
accurately detect potential users whomay have psychological
disorders using only their texts for both datasets.

C. MULTICLASS CLASSIFICATION OF USERS WITH
MENTAL HEALTH DISORDERS
In the second set of results, we evaluated the performance
of our models when applying multiclass classification to
identify the mental health condition a user was diagnosed

using their timeline of tweets. In other words, we aim to
recognize the type of diagnosis of each user.

Table 8 illustrates the macro-average (AUC, F1, precision,
and recall) of all feature-based models used for both datasets.
The macro-average computes the corresponding metric
independently for each class and then takes the arithmetic
mean. In general, if we are working with an imbalanced
dataset where all classes are equally important (like ours),
using the macro-average is a good choice, as it treats all
classes equally. Once more, XGB and CNN performed better
than the other classifiers, so we only report the results for
these two classifiers (additional algorithm results are listed in
Section IV in the Supplementary Material).

For both datasets (Spanish and English), based on the
AUC, most of the classifiers perform above 0.5, thus, they are
generally able to detect mental health disorders in amulticlass
context.

For the Spanish Twitter dataset, UBT achieved the highest
macro-average results (AUC 0.712; F1 0.501), while LIWC
got the lowest results (AUC 0.538; F1 0.185). Based
on the AUC values, Friedman’s test showed significant
differences between themodels (χ2

15=66.8, p-value< 0.001).
The post-hoc revealed a significantly better score for the
UBT model than B (R=9.4, p-value=0.03), T (R=9.8,
p-value=0.02), C3 (R=10.6, p-value=0.01), POS_B (R=11,
p-value=0.008), POS_T (R=13.6, p-value<0.001), NMF
(R=13.6, p-value<0.001), LDA (R=15, p-value<0.001),
and LIWC (R=15.8, p-value<0.001).

In the English Twitter dataset, the Unigrammodel obtained
the highest performance (AUC 0.697; F1 0.477), whereas
POS_T got the lowest results (AUC 0.514; F1 0.118). Based
on the AUC values, Friedman’s test revealed significant
differences between themodels (χ2

15=68.6, p-value< 0.001).
The post-hoc showed a significantly better score for the Uni-
gram model than B (R=10, p-value=0.02), NMF (R=11.2,
p-value=0.006), LDA (R=12.2, p-value=0.002), POS_B
(R=12.8, p-value=0.001), LIWC (R=14.2, p-value<
.001), T (R=14.8, p-value<.001), and POS_T (R=15.2,
p-value<.001).

The ROC curves in Fig. 4 and Fig. 5 show a medium per-
formance of the models with the highest result, with an AUC
of 0.71 and 0.69 for the Spanish and English datasets, respec-
tively.

According to the results, in general, our proposed models
can classify users as belonging to one of ninemental disorders
using only their texts for both datasets.

In multiclass classification, it is helpful to report the results
of the experiments separated by classes as well. Therefore,
Table 9 presents the evaluation metrics (AUC, F1, precision,
and recall) detailed for each class of the best model for both
datasets.

Results for individual disorders vary (Table 9). The
Spanish Twitter dataset’s AUC values range from 0.499
(PTSD) to 0.843 (ADHD). The PTSD class achieved a zero
value in F1, precision, and recall. The cause of this may be
that using UBT results in overfitting. That is, when using
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TABLE 8. Overall evaluation results for the multiclass classification for both datasets (Spanish and English) in each set of attributes. The values for the
best macro-average AUC, F1-score, Precision, and Recall are in bold.

FIGURE 4. ROC curve for multiclass classification using UBT model in the
Spanish Twitter dataset.

the unigram, bigram, and trigram combination, the feature
dimensions are too high, degrading the performance of PTSD.
Thus, discarding the PTSD class, F1 has values between
0.207 (Schizophrenia) and 0.745 (ADHD). Moreover, five
out of nine disorders achieved a precision between 0.579
(OCD) and 0.776 (ADHD). Precision is generally higher
(>0.50) than recall, except for Anx and Depr.

Not only does the number of users per disorder impact
the performance of the classification, but also the degree
to which the class is modeled by the language used by
individuals of each mental health condition. For instance,
the Schizophrenia class contains the lowest number of
diagnosed users (48/1,551, 3.1%) scored an AUC of 0.568,
compared to the PTSD class (65/1,551, 4.2%), which
scored an AUC of 0.499. The neurodevelopmental-related
disorders, ADHD (206/1,551, 13.3%) and Auts (119/1,551,

FIGURE 5. ROC curve for multiclass classification using Unigram model in
the English Twitter dataset.

7.7%), achieved the highest AUC results, 0.843 and 0.806,
respectively.

According to Table 9, for the English Twitter dataset, AUC
values range from 0.544 (Anx) to 0.784 (ADHD). Most F1
values are lower than 0.6, except for ADHD, which is 0.751.
Similarly to the Spanish Twitter dataset, overall precision is
higher than recall (>0.50), but now the exception is ADHD
and Bipo.

For the English Twitter dataset, we can see well-defined
classes such as Bipo (136/1,543, 8.8%) and Auts (170/1,543,
11.0%) that showed high AUC with the Unigrams model,
0.758 and 0.717, respectively, even though their F1-scores
are slightly above 0.5. ADHD (622/1,543, 40.3%) is the
class that has the most diagnosed users and presents the
best AUC (0.784). Although Eat (24/1,543, 1.7%) and
Schizophrenia (24/1,543, 1.6%) classes contain less than
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TABLE 9. Multiclass classification results (breakdown by disorder) of the best models for the Spanish and English Twitter datasets.

25 users, these classes achieved an AUC of 0.692 and 0.674,
respectively.

Additionally, we use the normalized confusion matrices to
analyze the distribution of all predicted responses with their
true classes (Fig. 6 and Fig. 7). According to the matrix, each
row represents an instance of the actual class, while a column
represents an instance of the predicted class. Therefore, the
diagonal values represent the degree of correctly predicted
classes.

FIGURE 6. Normalized confusion matrix of UBT model in the Spanish
Twitter dataset.

According to the diagonal values in the Spanish Twitter
dataset (Fig. 6), the model correctly predicted 72% and 74%
of the instances of ADHD and Depr, respectively, while for
Eat, Auts, and Anx classes, between 55% and 65% of the
instances were correctly predicted. From the diagonal values
in the English Twitter dataset (Fig. 7), we can say that the
model correctly predicts only two classes, ADHD and Bipo,
87% and 56%, respectively. All other classes are below 50%.

A trend towards mislabeled instances in the prediction
phase can be observed for both datasets. Most of the incorrect
predictions in the Spanish-language dataset are in the Depr

FIGURE 7. Normalized confusion matrix of Unigram model in the English
Twitter dataset.

and Anx classes, while in the English-language dataset, they
lie in the Depr and ADHD classes.

When removing the majority class for both datasets,
there is a slight increase in classification performance
(Section V in the Supplementary Material). For instance, the
macro-average AUC in the Spanish Twitter dataset is now
0.737, compared with 0.712. In the English Twitter dataset,
the macro-average AUC increased from 0.697 to 0.712.

D. COMPARISON WITH THE SMHD DATASET
In this section, we applied our models for detecting mental
disorders to another available corpus to investigate the
robustness of the proposed models for both classification
tasks. This will allow us to gain some insights on how
feature-based models perform in a dataset with the same
number of mental health conditions but in a different
social media, Reddit, instead of Twitter. To the best of
our knowledge, no directly comparable work assesses the
performance of machine learning and deep learning methods
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on the SMHD dataset for the two classification tasks we
consider.

The SMHD dataset, collected by Cohan et al. [15], consists
of Reddit posts from users with mental health disorders along
with matched control users. The original dataset contains
20,406 diagnosed users and 335,952 control users. Due
to the number of users, we selected a sample of up to
700 users for the diagnosed classes and 3,259 users for the
control class. By using these values, we tried to obtain a
population more or less similar to our collected dataset on
Twitter. Hence, the average IR between the diagnosed and the
control group ranges from 4.6 (ADHD, Anx, Bipo, and Depr)
to 22.79 (Eat).

Table 10 shows the statistics of the final data subset
used for our experiments. The average number of posts
made per user is between 145 and 158 in the diagnosed
classes and 283 posts in the control class. The mean number
of posts in the SMHD dataset is lower compared to our
dataset.

TABLE 10. Main statistics of the SMHD data subset.

Using the SMHD data subset, Table 11 shows the five
highest results for binary classification based on the AUC
values. The top five results were obtained using n-grams
(UBT), q-grams (C5), LIWC, and both word-embedding
methods (fastText and GloVe) as attributes.

The AUC with LIWC features, 0.823, is the highest of all
the tested models. Moreover, this model performs better in
this set than in the Spanish and English Twitter sets, which
achieved an AUC value of 0.754 and 0.746, respectively.
This is explained by the fact that the percentage of LIWC
dictionary words found in SMHD is higher (mean 83.7,
SD 6.6) than in the Spanish (mean 74.3, SD 7.4) and English
(mean 76.7, SD 9.0) Twitter datasets.

By applying fastText and GloVe, it was possible to convert
98% of the words in this dataset. Nevertheless, while the
AUC is very similar to the English Twitter dataset, in which
a lower percentage of words were converted (between 81.3%
and 83.9%), both F1-score and precision are higher.

Regarding multiclass classification, Table 12 shows the
metric results for the best model for this task. C5 combined
with XGB yields an AUC of 0.536, meaning the model has no
discriminatory ability to distinguish between the nine types of
disorders. Only one class, ADHD, obtained a value close to
0.6, making it barely distinguishable.

TABLE 11. Top 5 results for the binary classification on the SMHD data
subset. The highest AUC, F1-score, Precision, and Recall values are in bold.

E. RESULTS SUMMARY
In order to ease the comparison of the best results across
each dataset, Table 13 shows the AUC and F1 values for the
Spanish and English Twitter datasets (our collected data) and
for the SMHD data subset.

V. DISCUSSION
This study addresses the problem of automatically classifying
social media users into different mental health conditions
based on their posting history.

For this purpose, we provide two datasets extracted from
Twitter, in Spanish and English, and annotate each one
with approximately 1,500 users diagnosed with one of nine
different mental disorders and 1,700 matched-control users.
For both datasets, the outcome is just over 3,000 Twitter
users with their corresponding timelines (the texts retrieved
from each user cover at least three months of activity on
the social media), which support two user-level classification
tasks, binary and multiclass.

We evaluate the datasets using Machine Learning and
Deep Learning classification models, trained with different
text-related attributes such as n-grams, q-grams, POS tags,
topic modeling, LIWC, and word embeddings. We use
binary classification to assess whether a user potentially
suffers from a mental health disorder and multiclass clas-
sification to determine the condition to which the user
relates.

Using our collected dataset, for binary classification
(Table 7), we achieved an AUC of 0.835 on the Spanish
Twitter dataset using n-grams of words from one to three
(UBT) and 0.846 on the English Twitter dataset with a 5-gram
characters (C5) model. Furthermore, in multiclass classifica-
tion (Table 8), we obtained an AUC of 0.712 and 0.697 in
the Spanish and English Twitter datasets, respectively, so we
were able to categorize Twitter users into one of the nine
categories of mental health conditions.

These findings suggest that using feature-based models in
our collected datasets can detect users with mental health
disorders and the type of user diagnosis, as long as there is
enough data history to train the models.

Predictive performance can vary considerably depending
on the feature type and the task. Regarding binary classifica-
tion, in the Spanish Twitter dataset, when using more sparse
features such as lexical features and POS tags (except for
Trigrams and POS_T), the AUC and F1-score increase versus
less sparse features such as topic modeling, which uses a
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TABLE 12. Multiclass classification evaluation results (breakdown by disorder) of the best model (C5 + XGB) on the SMHD data subset.

TABLE 13. For both classification tasks (binary and multiclass), AUC and F1 scores of the best model for each dataset (Spanish, English and SMDH).

50-dimensional space. For LIWC and word embeddings, the
performance of the classifiers will depend on the percentage
of words found in the dataset by the dictionaries and pre-
trained words.

For the case of the English Twitter dataset, as we increase
the N-word sequence, n-grams do not do a better job of
modeling the training corpus, degrading performance when
n = 2 and n = 3 (with and without attached POS tags).
A similar trend is also observed in this corpus when using
a less sparse feature space. For the case of word embeddings,
the performance is related not only to the percentage of words
found, but also to the number of words with which the model
was pre-trained.

The Common Crawl corpus contains petabytes of data
collected over 12 years of web crawling [55]. The corpus
contains between 640 and 800 billion tokens, while the
SBWC contains only 1.4 billion. For this reason, the models
in the English-language obtain AUC values of 0.80 as
opposed to the Spanish language, which is between 0.759 and
0.782.

Bearing in mind the number of classes in the collected
dataset, the performance for multiclass classification is
acceptable (Table 8), although there is some variability in
class-level results (Table 9). As we stated before, the number
of users per disorder and the degree to which the class is
modeled by the language used by those with each mental
health condition affects its performance. For the Spanish
Twitter dataset, ADHD, Auts, Depr, and Eat are the more
distinguishable classes of a pool of mental disorders, while
for the English Twitter dataset, these are ADHD, Bipo, Auts,
and PTSD.

Based on the confusion matrices (Fig. 6 and Fig. 7),
we can observe that due to the number of samples, there is
a bias towards the majority class, which leads to a significant
proportion of the instances of the remaining disorders
being classified in both the Depr (Spanish Twitter dataset)
and ADHD (English Twitter dataset) classes. Furthermore,
we conducted an experiment to verify the impact of removing
the majority class on the performance of the two best

classification models presented in multiclass classification
(Section V in the Supplementary Material). Even though
the increase in overall classifier performance is minimal,
some noteworthy changes were observed in the distribution
of predictions of the resulting confusion matrix. For example,
in the Spanish Twitter dataset, correct predictions improved
by 22% in Anx, while in the English Twitter dataset, correct
predictions improved by 21% in Auts and Depr, 16% in Bipo,
and 13% in Anx.

Our study also investigated the robustness of feature-based
models on additional resources, sowe used the SMHDdataset
from Reddit and created a subset that better matches the
dimensions of our datasets. While the number of posts per
user is smaller than in our dataset, Reddit postings are not
limited by the character limit; thus, we get longer texts per
user.
Using this subset, we provide benchmark results for the

two classification tasks to facilitate further research and
conduct extensive experiments. Therefore, in the SMHD data
subset, the top five binary classification results (Table 11)
are very close to the results obtained in our datasets.
However, in the multiclass classification task, the highest
macro-average AUC is just 0.536 (Table 12), meaning there is
a content overlap across all mental health disorders, making
it impossible to distinguish between the nine conditions.

Finally, our goal for an automatic detection system is to
design classifiers that maximize true positives (i.e., mental
health disorders) and minimize false positives (i.e., false
mental disorder cases). We base our analysis on the AUC
mainly because it is a metric with low sensitivity to class
imbalance, a problem observed in multiclass classification,
and gives an idea of the classifier’s overall performance.

Precision and Recall are proportional to true positives but
inversely related; for instance, a classifier that maximizes
precision will yield only robust positive predictions, missing
positive events. On the other hand, for high recall, the
classifier assigns more examples to the positive class to
reduce false negatives. Whether to maximize Recall or
Precision depends on the medical use case.

VOLUME 11, 2023 128149



M. E. Villa-Pérez et al.: Extracting Mental Health Indicators From English and Spanish Social Media

Untreated mental health conditions can lead to poor quality
of life, unemployment, substance abuse, homelessness, and
in some cases suicide [1]. In the context of detecting mental
health disorders, Recall is critical. For instance, receiving
multiple false alerts (false diagnosis cases) is probably
preferable to missing a true one (false healthy condition).

VI. LIMITATIONS AND THREATS TO VALIDITY
This study has several limitations. First, Twitter is
well-known for spreadingmisinformation. Even though it has
become a more open topic in recent years, given the social
stigma commonly associated with mental disorders, it seems
unlikely that users would intentionally mislead about their
condition [19]. We leveraged self-reported diagnosis using
regex matching to build the dataset, but there is no way to
verify the legitimacy of the postings (e.g., confirmation from
medical experts). Second, the users collected from Twitter
are not representative of the entire population. We studied
the part of the population related to mental disorders and
who also disclosed it on social media. However, how they
communicate and interact in non-traditional media is a
necessary step to further understanding the mechanisms
behind mental disorders. Third, for the control group, age
and gender matching with the diagnosed group are desired
to avoid biases originating from gender or age differences
in language use [18], [25]. This strategy was discarded
owing to the computational time required for calculating
these features for each user in the dataset and the lack of
Spanish language resources for this task.We used post-count-
matching [15] combined with users identified through mental
health-related hashtags to build the control group. However,
automatic solutions to construct a control group that is not
entirely unrelated to the diagnosed group require additional
study. Fourth, in the dataset collected from Twitter, the
imbalance between the diagnosed classes affects the detection
performance at multiclass levels. Strategies that mitigate such
majority class bias should be implemented.

VII. CONCLUSION AND FUTURE WORK
Mental health problems do not improve on their own; the
longer a disorder persists, the more challenging it can be to
treat and recover from. Identifying the potential risk for a user
to suffer from a mental disorder is significant for developing
automated applications to recognize early signs of mental
disorders and the subsequent targeted interventions.

This study presents two annotated corpora consisting of
Twitter users in two of the most widely used languages
worldwide.We also exploit a wide range of linguistic features
to create different machine-learning models to detect mental
health disorders using each user’s tweet history over time.

According to the results, both datasets and the suggested
models support the two proposed classification tasks: identi-
fying users related to a mental disorder diagnosis and the type
of mental health disorder they are referring to.

Regarding the algorithms, XGBoost and CNN models
outperformed other classifiers. Furthermore, although there

is no particular feature set that works best for both languages,
we can observe that lexical attributes, such as n-grams (U
and UBT), q-grams (C5 and C7), and POS n-grams (POS_U
and POS_UBT) performed well in the Spanish and English
Twitter datasets -for binary and multiclass classification-
. The advantage of n-grams over embeddings is that they
can capture more specific details in a text, especially when
dealing with short texts. N -grams are also helpful when
dealing with rare or out-of-vocabulary words since they can
still be included in the analysis as part of an n-gram. These
models do not depend on the percentage of words found in the
dataset by the dictionaries -for example, all the input to LIWC
must be grammatically correct- or the number of pre-trained
words in the corpus.

For future work, we plan to evaluate the performance of
PBC4cip [56], a contrast pattern-based classifier that has
performed well on tasks such as detecting depressive and
xenophobic tweets [57], [58]. Also, compared to popular ML
algorithms, it is interpretable, resulting in a set of patterns
that provide a deeper understanding of how language is
manifested in these mental disorders.

In addition, more linguistic features from user’s tweet
history can be extracted to determine the relationship
between linguistic markers associated with mental health
disorders, and more advanced deep learning architectures
(e.g., HAN and transformers) can also be explored to detect
mental disorders from text data to improve classification
performance in both tasks.

Finally, researchers can consider more comprehensive
validation, comprising the robustness assessment in practical
real-time scenarios. These tests may include collaboration
with clinical partners, acquiring real-world data, and address-
ing the technical and logistical challenges that such validation
entails.
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