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ABSTRACT This paper researches the almost sure exponential leader-following consensus (ASELFC) of
linear and nonlinear multi-agent systems (MASs) under semi-Markovian switching topologies (SMSTs).
Differing from existing research works ofMASs under SMSTs, we remove the restriction that every topology
has a directed spanning tree (DST) rooted in the leader. Only partial switching topologies are requested to
have a DST. By employing Lyapunov analysis method and stochastic technique, sufficient conditions for
ASELFC are obtained. Finally, the theoretical results are applied to solve the synchronization of Chaos
systems by using an example of Chua’s circuits.

INDEX TERMS Almost sure exponential leader-following consensus, semi-Markovian switching
topologies, multi-agent systems.

I. INTRODUCTION
In the past two decades, coordination problem of multi-agent
systems (MASs) has drawn a large amount of attention in
virtue of its broad applications in multi-mobile networks [1],
the formation flying [2], communication networks [3], robot
rendezvous [4], etc. The consensus is an important matter
in addressing the issue of MASs [5], [6], [7], [8], [9]. The
main thought of consensus is to design controler that derive
all agents to a common state. The consensus in the context
of a leader is called leader-following consensus, whose goal
is to design protocols that derive each follower agent has the
same state as the leader’s [10], [11], [12].
The changes of communication topologies among the

agents may be random in MASs, owning to packet dropouts,
random link failures or the change of environments, etc.

The associate editor coordinating the review of this manuscript and

approving it for publication was Qiang Li .

Accordingly, it is meaning to researchMASs under stochastic
switching topologies. Under Markov switching topologies,
the consensus problems of MASs have been addressed
[13], [14], [15]. However, there are some restrictions on
the Markov switching topologies, because of each com-
munication topology obeys exponential distribution and the
transition rates are constant owning to the memoryless
property of the exponential distribution. Therefore, semi-
Markovian switching topologies (SMSTs) [16], [17], [18],
[19], [20], [21] have been researched to overcome these
restrictions, since the sojourn time of each possible topology
is not necessary to be exponential distributed. The leader-
following consensus problem of nonlinear MASs under
SMSTs in the mean square sense is studied [16]. The
containment control of stochastic MASs under SMSTs in the
asymptotic mean square sense is researched [17]. The leader-
following consensus of nonlinear MASs in the mean square
sense under SMSTs and cyber attacks is studied [18]. The
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H∞ leader-following consensus problem in the mean square
sense for nonlinear MASs under SMSTs is investigated [19].
Event-triggered leader-following consensus of nonlinear
MASs under SMSTs in the mean sense is researched
[20]. Impulsive consensus of stochastic MASs under semi-
Markovian switching topologies is researched [21].
For MASs under SMSTs, most of previous works [16],

[17], [18], [19], [20] require the each possible topology
contains a directed spanning tree (DST). In fact, some topolo-
gies perhaps do not have any DST. When communication
topology has not a DST, some properties of Laplacian matrix
cannot be used (e.g. Lemma 1). That is, the methods [16],
[17], [18], [19], [20] cannot be extended to the case that some
topologies do not contain a DST. It is worthy to study the
partial switching topologies have a DSTwith the leader as the
root. Moreover, most of the existing works [16], [17], [18],
[19], [20] on MASs under SMSTs focus on the consensus in
the sense of mathematical expectation. As far as we know,
no results have been reported on almost sure exponential
consensus problem with semi-Markovian jump MASs.

Inspired by the above discussion, we aim at designing
consensus protocol for MASs with SMSTs, in which
partial switching topologies have not a DST. The dominant
contributions include the following three aspects. (1) For the
MASs under SMSTs, the existing works [16], [17], [18], [19],
[20] focused on the consensus in the mean square sense. For
the first time, the almost sure exponential leader-following
consensus (ASELFC) is studied for MASs under SMSTs.
(2) In contrast to the previous works [16], [17], [18], [19],
[20], [22], which require that each possible topology contains
a DST, we investigate the SMSTs that partial switching
topologies have not a DST. (3) The control gains of designed
communication protocol are topology-dependent, which is
less conservative (see Remark 1).

In Section II, the MASs with SMSTs is presented, together
with some useful preliminary results. Section III contains
main results. Simulation results are provided in Section IV
to illustrate the effectiveness of the proposed results. The
conclusion is given in Section V.
Notations: Rn stands for the n-dimensional Euclidean

space with real entries. The superscript T denotes the
transpose of vector (or matrix). In represents an n×n identity
matrix. 1n = [1, . . . , 1]T ∈ Rn. diag{l1, l2, . . . , ln} stands
for a diagonal matrix that diagonal elements are l1, l2, . . . , ln.
P > 0 means that P is a real symmetric positive definite
matrix. For real symmetric matrix M , λmin(M ) and λmax(M )
represent the minimum and maximum eigenvalue of matrix
M . M ⊗ N stands for the Kronecker product of matrices M
and N . P represents the probability measure, E represents the
mathematical expectation.

II. PRELIMINARIES
A. GRAPH THEORY
The directed graphs Gϖ (t) = (V, Eϖ (t),Aϖ (t)) denote semi-
Markovian switching interaction topologies which consist
of a leader 0 and N followers, where V = 0 ∪ V ,

V = {1, 2, . . . ,N }, the switching signal ϖ (t) is a right
continuous semi-Markovian chain taking values in a given
state space S = {1, 2, . . . , s}. The kth switching instant is
denoted by tk , k ≥ 1, which satisfies 0 = t0 < t1 <

t2 < . . . < tk < . . . and lim
k→∞

tk = ∞. The graphs

Gϖ (t) = (V, Eϖ (t),Aϖ (t)) represent the switching interaction
topologies which consist of N followers. The corresponding
adjacency and Laplacian matrices of Gϖ (t) are denoted as
Aϖ (t) = [aϖ (t)

ij ]N×N ,Lϖ (t) = [lϖ (t)
ij ]N×N , respectively. Note

that aϖ (t)
ij > 0 if (i, j) ∈ Eϖ (t) and a

ϖ (t)
ij = 0 otherwise.

In general, aϖ (t)
ii = 0. Note that lϖ (t)

ij =

N∑
j=1,j̸=i

aϖ (t)
ij , i =

j and lϖ (t)
ij = −aϖ (t)

ij , i ̸= j. The corresponding Laplacian
matrix of Gϖ (t) is represented as Hϖ (t), where Hϖ (t) =

Lϖ (t)+Dϖ (t).DefineDϖ (t) = diag{dϖ (t)
1 , dϖ (t)

2 , . . . , dϖ (t)
N }

with dϖ (t)
i > 0 means there is a directed edge form the leader

0 to agent i at time t; otherwise, dϖ (t)
i = 0.

B. PROBLEM FORMULATION
Consider a multi-agent system composed of N followers and
a leader. The dynamics of the ith follower can be described
as

ẋi(t) = Axi(t) + f (xi(t)) + Bui(t), i = 1, 2, . . . ,N , (1)

the f (·): Rn
→ Rn is a nonlinear function.

The leader is represented as

ẋ0(t) = Ax0(t) + f (x0(t)). (2)

The protocol for agent i can be designed as

ui(t) = αϖ (t)Kϖ (t)[
N∑
j=1

aϖ (t)
ij (xj(t) − xi(t))

+ dϖ (t)
i (x0(t) − xi(t))], (3)

where Kϖ (t) is the control gain matrix will be devised later.
Definition 1 [23]:The switching signalϖ (t) is referred to

as semi-Markovian switching, if we denote ϖ (t) = ϖ (tk ) =

ϖk for t ∈ [tk , tk+1), k ≥ 0,
(i) the discrete-time process {ϖ (tk ), k ≥ 0} is a Markovian

chain with transition probability matrix

P = [prl]s×s (r, l ∈ S),

where prl = P{ϖ (tk+1) = l|ϖ (tk ) = r} and prr = 0.
(ii) the distribution function of T (k+1) ≜ tk+1−tk is defined
by

Frl(t) = P{T (k + 1) ≤ t|ϖk = r, ϖk+1 = l}, r, l ∈ S, t ≥ 0,

which depends on ϖk and ϖk+1.
Assumption 1: Every graph Gr , r ∈ S has a DST with the

leader as the root.
Lemma 1 [24]: Assume that Assumption 1 holds. Let

zr = [zr1, z
r
2, . . . , z

r
N ]

T
= H−1

r 1N , yr = [yr1, y
r
2, . . . , y

r
N ]

T
=

H−T
r 1N , 2r = diag{yr1/z

r
1, y

r
2/z

r
2, . . . , y

r
N /zrN },

Qr = HT
r 2r + 2rHr . Then Qr > 0 and 2r > 0.
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Lemma 2 [25]: Let ϖ (t) be a semi-Markovian process
and κ̄ = [κ̄1, κ̄2, · · · , κ̄s] be the stationary distribution of its
embedded Markov chain {ϖk , k ≥ 0}, then,

lim
t→∞

Tr (t)
t

= κr , a.s. (4)

lim
t→∞

Nr (t)
t

=
κr

mr
, a.s. (5)

lim
t→∞

Nrl(t)
t

= κr
prl
mr

, a.s. (6)

where κr =
κ̄rmr∑
l∈S κ̄lml

, mr = E[Tr (1)]. Tr (k) is the sojourn
time of the r th topology for the kth visiting of ϖ (t), k ≥

1,Tr (t) is the total active time of the r th topology over interval
[0, t], Nr (t) is the total active numbers of r th topology over
interval [0, t], Nrl(t) is the total numbers of the events of
switching from the r-th topology to the l-th topology over
interval [0, t], r, l ∈ S, a.s. means almost surely.
Lemma 3 [26]: Suppose that D ∈ Rn×n is a positive

definite matrix and G ∈ Rn×n is a symmetric matrix. Then,
for any given positive semi-definite matrix W ∈ Rr×r and
vector ξ ∈ Rnr , the following inequality holds:

ξT (G⊗W )ξ ≤ λmin(D−1G)ξT (D⊗W )ξ (7)

Let ϵi(t)= xi(t)−x0(t) be the state error between the agent
i and the leader, i = 1, 2, . . . ,N .
Definition 2 [27]: ASELFC of MASs (1) − (2) can be

achieved via protocol (3), if for each agent i ∈ V

lim
t→∞

sup
ln ∥ϵi(t)∥

t
= lim

t→∞
sup

ln ∥xi(t) − x0(t)∥
t

< 0. a.s.

III. MAIN RESULTS
By using the multiple Lyapunov functions method and the
stationary distribution of semi-Markovian process, we will
study ASELFC of linear and nonlinear MASs with a general
topology that only needs partial switching topologies have a
DST under SMSTs in this section. Then two conclusions are
provided.
Assumption 2: Let S = ST

⋃
SU , if r ∈ ST , then Gr has a

DST with the leader as the root; otherwise, r ∈ SU .

A. THE CONSENSUS OF LINEAR MULTI-AGENT SYSTEMS
For the f (·) = 0 in (1) and (2), the MASs is linear. The
dynamics of the ith follower can be described as

ẋi(t) = Axi(t) + Bui(t) i = 1, 2, . . . ,N , (8)

where A and B are constant real matrices.
The leader is represented as

ẋ0(t) = Ax0(t). (9)

ϵi(t) = xi(t) − x0(t) is the state error between the agent i
and the leader, i = 1, 2, . . . ,N . Then

ϵ̇(t) = [IN ⊗ A− αϖ (t)(Hϖ (t) ⊗ BKϖ (t)]ϵ(t), (10)

where ϵ(t) = [ϵT1 (t), ϵ
T
2 (t), . . . , ϵ

T
N (t)]

T .
Assumption 3: (A, B) is stabilizable.

Theorem 1: Consider the MASs with dynamics (8) and
(9) satisfying Assumption 2 and Assumption 3, ASELFC is
solved by (3) with Kr = BTP−1

r for r ∈ S, if there exist
constant βr > 0, γr > 0 and matrices Pr > 0 such that

APr + PrAT − αr λ̄rBBT + βrPr < 0, r ∈ ST ,

(11)

APr + PrAT − αr λ̃rBBT − γrPr < 0, r ∈ SU ,

(12)∑
r,l∈S

κr
prl
mr

ln µ̃rl −
∑
r∈ST

κrβr +

∑
r∈SU

κrγr < 0 (13)

where λ̃r = λmin(Hr + HT
r ), zr = [zr1, z

r
2, . . . , z

r
N ]

T
=

H−1
r 1N , yr = [yr1, y

r
2, . . . , y

r
N ]

T
= H−T

r 1N , 2r =

diag{yr1/z
r
1, y

r
2/z

r
2, . . . , y

r
N /zrN }, 9̃r ≜

{
2r ⊗ P−1

r , r ∈ ST
IN ⊗ P−1

r , r ∈ SU ,

λ̄r ≜ λmin(2−1
r HT

r 2r +Hr ), µ̃rl =
λmax (9̃l )
λmin(9̃r )

(r ̸= l), r, l ∈ S.
Proof : Consider the multiple Lyapunov function candi-

date for system (10):

V1(ϵ(t), ϖ (t)) =

{
ϵT (t)(2ϖ (t) ⊗ P−1

ϖ (t))ϵ(t), ϖ (t) ∈ ST
ϵT (t)(IN ⊗ P−1

ϖ (t))ϵ(t), ϖ (t) ∈ SU .

(14)

For t ∈ [tk , tk+1), if ϖ (t) = l, l ∈ ST , then derivation of
V1(ϵ(t), l) can be obtained as

V̇1(ϵ(t), l) = ϵT (t)[2l ⊗ (P−1
l A+ ATP−1

l )]ϵ(t)

− αlϵ
T (t)[(HT

l 2l + 2lHl) ⊗ P−1
l BBTP−1

l ]ϵ(t).

From Lemma3, we get

V̇1(ϵ(t), l) ≤ ϵT (t)[2l ⊗ (P−1
l A+ ATP−1

l )]ϵ(t)

− αl λ̄lϵ
T (t)(2l ⊗ P−1

l BBTP−1
l )ϵ(t)

= ϵT (t)[2l ⊗ (P−1
l A+ ATP−1

l

− αl λ̄lP
−1
l BBTP−1

l )]ϵ(t). (15)

Combining (15) with (11), we get

V̇1(ϵ(t), l) ≤ −βlV1(ϵ(t), l). (16)

If ϖ (t) = l, l ∈ SU , taking the derivation of V1(ϵ(tk ), l),
V̇1(ϵ(tk ), l) can be obtained as

V̇1(ϵ(t), l) = ϵT (t)[IN ⊗ (P−1
l A+ ATP−1

l )]ϵ(t)

− ϵT (t)[(HT
l +Hl) ⊗ P−1

l BBTP−1
l ]ϵ(t)

≤ ϵT (t)[IN ⊗ (P−1
l A+ ATP−1

l )

− λ̃lP
−1
l BBTP−1

l ]ϵ(t). (17)

Combining (17) with (12) yields that

V̇1(ϵ(t), l) ≤ γlV1(ϵ(t), l), l ∈ SU . (18)

Denote β̃ϖ (t)≜

{
βϖ (t), ϖ (t) ∈ ST
−γϖ (t), ϖ (t) ∈ SU .
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For t ∈ [tk−1, tk ), ϖ (t) = r ∈ S, r ̸= l. Based on the
earlier analysis, we obtain

V1(ϵ(tk ), l) ≤ µ̃rlV1(ϵ(t
−

k ), r). (19)

For t ∈ [tk , tk+1), combining (14), (16), (18), (19), we get

V1(ϵ(t), ϖ (t)) ≤ V1(ϵ(tk ), l)e−β̃l (t−tk )

≤ µ̃rlV1(ϵ(t
−

k ), r)e
−β̃l (t−tk ). (20)

Let N (t) is the total numbers of switching over interval
[0, t]. By recursion,

V1(ϵ(t), ϖ (t))

≤ V1(ϵ(0), ϖ (0))
N (t)∏
k=1

µ̃ϖk−1,ϖk e
∫ t
0 −β̃ϖ (s)ds

= V1(ϵ(0), ϖ (0))
∏
r,l∈S

µ̃
Nrl (t)
rl e

∫ t
0 −β̃ϖ (s)ds, (21)

then,

lnV1(ϵ(t), ϖ (t))

≤ lnV1(ϵ(0), ϖ (0)) +

∑
r,l∈S

Nrl(t) ln µ̃rl

−

∑
r∈S

β̃rTr (t)

= lnV1(ϵ(0), ϖ (0)) +

∑
r,l∈S

Nrl(t) ln µ̃rl

−

∑
r∈ST

βrTr (t) +

∑
r∈SU

γrTr (t). (22)

Thus

lim
t→∞

sup
lnV1(ϵ(t), ϖ (t))

t

≤ lim
t→∞

∑
r,l∈S

Nrl(t)
t

ln µ̃rl − lim
t→∞

∑
r∈ST

βr
Tr (t)
t

+ lim
t→∞

∑
r∈SU

γr
Tr (t)
t

. (23)

From Lemma 2, and (13), we get

lim
t→∞

sup
lnV1(ϵ(t), ϖ (t))

t

≤

∑
r,l∈S

κr
prl
mr

ln µ̃rl −
∑
r∈ST

κrβr

+

∑
r∈SU

κrγr < 0, a.s. (24)

so lim
t→∞

sup ln ∥ϵi(t)∥
t < 0, i ∈ V. a.s. From Definition 2,

we get that the MASs with a general SMSTs is ASELFC. ■
Corollary 1: Consider the MASs with dynamics (8)− (9)

satisfying Assumption 1 and Assumption 3, ASELFC is
solved by (3) with Kr = BTP−1

r ,r ∈ S, if there exist constant
βr > 0 and matrices Pr > 0 such that

APr + PrAT − αr λ̄rBBT + βrPr < 0, (25)∑
r∈S

κr (
∑
l∈S

prl
mr

lnµrl − βr ) < 0 (26)

where zr = [zr1, z
r
2, . . . , z

r
N ]

T
= H−1

r 1N , yr =

[yr1, y
r
2, . . . , y

r
N ]

T
= H−T

r 1N , 2r = diag{yr1/z
r
1, y

r
2/z

r
2,

. . . , yrN /zrN }, λ̄r ≜ λmin(2−1
r HT

r 2r +Hr ), 9r ≜ 2r ⊗ P−1
r ,

µrl =
λmax (9l )
λmin(9r )

(r ̸= l), r, l ∈ S.
Proof : Consider the Lyapunov functon candidate:

V2(ϵ(t), ϖ (t)) = ϵT (t)(2ϖ (t) ⊗ P−1
ϖ (t))ϵ(t). (27)

By using Theorem 1, we get that the linear MASs with
SMSTs is ASELFC.

B. CONSENSUS OF NONLINEAR MULTI-AGENT SYSTEMS
For the f (·): Rn

→ Rn is a Lipschitz nonlinear function with
parameter matrix F, we consider theMASs with dynamics (1)
and (2). Then

ϵ̇(t) = [IN ⊗ A− αϖ (t)(Hϖ (t) ⊗ BKϖ (t)]ϵ(t) + F̄(ϵ(t)),

(28)

where F̄(ϵ(t)) = [f̄ T1 (ϵ1(t)), f̄ T2 (ϵ2(t)), . . . , f̄ TN (ϵN (t))]T ,
f̄i(ϵi(t)) = f (ϵi(t)) − f (ϵ0(t)), i = 1, 2, . . . ,N .
Theorem 2: Consider the MASs with dynamics (1) and

(2) satisfying Assumption 2 and Assumption 3, ASELFC is
solved by (3) with Kr = BTP−1

r for r ∈ S, if there exist
constant βr > 0, γr > 0 and matrices Pr > 0 such that

[
APr + PrAT − αr λ̄rBBT + In + βrPr PrFT

FPr − In

]
≤ 0,

(29)

(r ∈ ST )[
APr + PrAT − αr λ̃rBBT + In − γrPr PrFT

FPr − In

]
≤ 0,

(30)

(r ∈ SU )∑
r,l∈S

κr
prl
mr

ln µ̃rl −
∑
r∈ST

κrβr +

∑
r∈SU

κrγr

< 0, (31)

where λ̃r = λmin(Hr + HT
r ), zr = [zr1, z

r
2, . . . , z

r
N ]

T
=

H−1
r 1N , yr = [yr1, y

r
2, . . . , y

r
N ]

T
= H−T

r 1N , 2r =

diag{yr1/z
r
1, y

r
2/z

r
2, . . . , y

r
N /zrN }, 9̃r ≜

{
2r ⊗ P−1

r , r ∈ ST
IN ⊗ P−1

r , r ∈ SU ,

λ̄r ≜ λmin(2−1
r HT

r 2r +Hr ), µ̃rl =
λmax (9̃l )
λmin(9̃r )

(r ̸= l), r, l ∈ S.
Proof : Consider the multiple Lyapunov function candi-

date for system (28):

V3(ϵ(t), ϖ (t)) =

{
ϵT (t)(2ϖ (t) ⊗ P−1

ϖ (t))ϵ(t), ϖ (t) ∈ ST
ϵT (t)(IN ⊗ P−1

ϖ (t))ϵ(t), ϖ (t) ∈ SU .

(32)

For t ∈ [tk , tk+1), if ϖ (t) = l, l ∈ ST , then derivation of
V3(ϵ(t), l) can be obtained as

V̇3(ϵ(t), l)

= ϵT (t)[2l ⊗ (P−1
l A+ ATP−1

l )]ϵ(t)
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− αlϵ
T (t)[(HT

l 2l + 2lHl) ⊗ P−1
l BBTP−1

l ]ϵ(t)

+ 2ϵT (t)(2l ⊗ P−1
l )F̄(ϵ(t)).

From Lemma3, we get

V̇3(ϵ(t), l)

≤ ϵT (t)[2l ⊗ (P−1
l A+ ATP−1

l )]ϵ(t)

− αl λ̄lϵ
T (t)(2l ⊗ P−1

l BBTP−1
l )ϵ(t)

+ ϵT (t)2l ⊗ (FTF + P−1
l P−1

l )ϵ(t)

≤ ϵT (t)[2l ⊗ (P−1
l A+ ATP−1

l + FTF

+ (P−1
l )2 − αl λ̄lP

−1
l BBTP−1

l )]ϵ(t). (33)

Combining (33) with (29), we get

V̇3(ϵ(t), l) ≤ −βlV3(ϵ(t), l). (34)

If ϖ (t) = l, l ∈ SU , taking the derivation of V3(ϵ(tk ), l),
V̇3(ϵ(tk ), l) can be got as

V̇3(ϵ(t), l)

= ϵT (t)[IN ⊗ (P−1
l A+ ATP−1

l )]ϵ(t)

− αrϵ
T (t)[(HT

l +Hl) ⊗ P−1
l BBTP−1

l ]ϵ(t)

+ 2ϵT (t)(IN ⊗ P−1
l )F̄(ϵ(t))

≤ ϵT (t)[IN ⊗ (P−1
l A+ ATP−1

l + (P−1
l )2

+ FTF − αr λ̃lP
−1
l BBTP−1

l )]ϵ(t). (35)

Combining (35) with (30) yields that

V̇3(ϵ(t), l) ≤ γlV3(ϵ(t), l), l ∈ SU . (36)

Denote β̃ϖ (t)≜

{
βϖ (t), ϖ (t) ∈ ST
−γϖ (t), ϖ (t) ∈ SU .

According Theorem 1, we get that the nonlinear MASs
with a general SMSTs is ASELFC. ■
Remark 1: Due to the topology r, r ∈ SU has not

a DST, we cannot use Lemma 1 to obtain 2r . Thus,
according to whether or not the communication topology has
a DST, we design the Lyapunov function (32). To accurately
estimate the growth of V3(ϵ(t), r), we consider the topology-
dependent control gain Kr to obtain the topology-dependent
parameter γr (see Eq. (36)) which is less conservative than
the topology-independent parameter γ in [22].
Corollary 2: Consider the MASs with dynamics (1)− (2)

satisfying Assumption 1 and Assumption 3, ASELFC is
solved by (3) with Kr = BTP−1

r ,r ∈ S, if there exist constant
βr > 0 and matrices Pr > 0 such that

[
APr + PrAT − αr λ̄rBBT + In + βrPr PrFT

FPr −In

]
≤ 0,

(37)∑
r∈S

κr (
∑
l∈S

prl
mr

lnµrl − βr ) < 0

(38)

FIGURE 1. The switching signal ϖ (t).

FIGURE 2. The communication topologies.

where zr = [zr1, z
r
2, . . . , z

r
N ]

T
= H−1

r 1N , yr =

[yr1, y
r
2, . . . , y

r
N ]

T
= H−T

r 1N , 2r = diag{yr1/z
r
1, y

r
2/z

r
2,

. . . , yrN /zrN }, λ̄r ≜ λmin(2−1
r HT

r 2r +Hr ), 9r ≜ 2r ⊗ P−1
r ,

µrl =
λmax (9l )
λmin(9r )

(r ̸= l), r, l ∈ S.
Proof : Consider the Lyapunov functon candidate:

V4(ϵ(t), ϖ (t)) = ϵT (t)(2ϖ (t) ⊗ P−1
ϖ (t))ϵ(t). (39)

By using Theorem 2, we get that the MASs with SMSTs is
ASELFC. ■

IV. SIMULATION EXAMPLE
To confirm the effectiveness of the theoretical results,
synchronization of Chaos systems by using an example of
Chua’s circuits is provided in this section. Consider theMASs
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FIGURE 3. State trajectories of all agents.

with four followers and a leader, described by (1) and (2) with

A =

 −18/7 9 0
1 −1 1
0 −14.286 0

 ,

B =

 1 0 0
0 1 0
0 0 1

 ,

f (xi(t)) =
[ 27
14 (| xi1(t) + 1 | + | xi1(t) − 1 |) 0 0

]T
,

i ∈ {0, 1, 2, 3, 4}. The Lipschitz matrix F is diag{ 2714 , 0, 0}.
In FIG. 1, ϖ (t) ∈ S = {1, 2, 3} is the switching signal.

The communication topologies are shown in FIG. 2.
The transition rate matrix of ϖ (t) is assumed to be

P =

 0 0.22 0.78
0.2 0 0.8
0.6 0.4 0

 ,

and the stationary distribution is κ̄ = [0.3137, 0.2454,
0.4410]. The expectations of sojourn time for graphs

FIGURE 4. Error state.

Ḡ1, Ḡ2, Ḡ3 is defined as m1 = 1.5,m2 = 1.4,
m3 = 0.9 seperately.
By solving the LMIs in the Theorem 2 with β1 = 0.1,

β2 = 0.1, γ3 = 11.4, α1 = 2, α2 = 1, α3 = 1, we obtain

P1 =

 0.2052 −0.0403 −0.0790
−0.0403 0.1255 0.0180
−0.0790 0.0180 1.4183

 ,

P2 =

 0.1166 −0.0018 −0.0364
−0.0018 0.0395 0.0071
−0.0364 0.0071 0.5830

 ,

P3 =

 1.5754 −1.1558 0.1703
−1.1558 1.8464 −2.1788
0.1703 −2.1788 8.0558

 .

Then, the controller gains matrices are got

K1 =

 5.3053 1.6656 0.2743
1.6656 8.5077 −0.0151
0.2743 −0.0151 0.7205

 ,

K2 =

 8.7520 0.3107 0.5428
0.3107 25.3569 −0.2904
0.5428 −0.2904 1.7526

 ,

K3 =

 1.6886 1.4906 0.3674
1.4906 2.1112 0.5395
0.3674 0.5395 0.2623

 .

The initial states of the leader and followers are given as
x0(0) = [−1, 2, −1]T , x1(0) = [−1.2, 3.7, 2]T , x2(0) =

[3, −2, 3]T , x3(0) = [−1, 2, −1]T , x4(0) = [0.4, 0.3, 0.8]T .
State trajectories of all agents are shown in FIG. 3 and error
state are shown in FIG. 4, from which it can be deduced that
ASELFC of MASs is achieved.

V. CONCLUSION
In this paper, ASELFC of linear and nonlinear MASs under
SMSTs that the partial switching topologies contain a DST
is studied. Taking Lyapunov analysis method and stochastic
technique, sufficient conditions for ASELFC are got. Then,
two corollaries with SMSTs that any switching topology
contains a DST with the leader as the root are provided.
Notice that the proposed protocol is based on real-time data
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transmission. For future work, we will focus on the design of
event-triggered control protocol for MASs under SMSTs.
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