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ABSTRACT Display field communication (DFC) is a spectral domain-based, unobtrusive display-to-camera
(D2C) communication method in which a commercially available digital display serves as the transmitter
and an off-the-shelf camera serves as the receiver. The data are transmitted through video and image frame
sequences over D2C links in such a way that it do not obstruct the normal viewing experience. In this study,
we propose a Video-DFC approach to detect data embedded in running videos. First, we propose the design
of a frame packet structure which is used to facilitate encoding input data as a specific frame sequence.
Then, we design a color code-based 4-point block pattern, that is inserted into the four vertices of the
transmitted image frames. This block pattern enables frame-to-frame synchronization and accurate extraction
of the data-embedded region from the received frames. Our proposed Video-DFC approach demonstrates
the potential of transmitting a large amount of data and achieving a data transfer by embedding distinct
data in each frame of the running video. To evaluate the robustness of Video-DFC, we conducted extensive
experiments varying the frame packet structure, input video, and camera resolution. Depending on the frame
packet structure, the results showed amaximum achievable data rate of 27 kbps. Overall, our findings suggest
that Video-DFC has the potential to be a next-generation, high-capacity D2C communication method.

INDEX TERMS Display field communication (DFC), display-to-camera (D2C) communication, frame
synchronization, invisible message, video signal processing.

I. INTRODUCTION
The demand for multimedia content has seen a steady
increase in recent decades, in tandem with the rise of digital
video platforms [1], [2]. Additionally, advances in camera
technology have led to the widespread commercialization
of high-resolution camera smartphones. These developments
have propelled the growth of display-to-camera (D2C)
communications [3], [4], [5], a critical technology that com-
plements the constraints of radio frequency-based commu-
nications in the future ubiquitous era. D2C communication
is a subfield of optical camera communication [6], [7], that
enables short-range communication over a wireless optical
link. In this technology, digital displays and cameras function
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as transmitters and receivers, respectively. Themain objective
of D2C systems is to embed and transmit data via images
or videos in a hidden way while providing high-quality
multimedia content to the user.

The research in the area of D2C communication primarily
involved the use of 2D barcodes, particularly the ubiquitous
QR codes, to transmit a small amount of data from printed
media to camera devices [8]. However, the size, location, and
data capacity of these barcodes are limited, so researchers
began to explore 2D color barcodes [9], [10], [11] that can
provide higher data capacity. However, these 2D barcodes
still have limitations, such as limited data transfer and
obtrusiveness. To address these challenges, researchers have
proposed a novel approach to embed data directly into
the spatial or spectral domain of an image that enables
high-capacity data transmission while minimizing perceptual
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artifacts. One category of techniques used to embed data
into images is spatial domain-based data embedding [4],
[12], [13], [14]. In this approach, small perturbations are
introduced to the intensity of image pixels to transmit data
while preserving the quality of visual content. In [13], the
authors proposed a novel image coding scheme designed
for transparent, efficient, and robust transmission of data
between screens and cameras which is adaptable to multiple
device types. The proposed system, called TERA, is based on
a combination of color modulation and transparency control
techniques that allow data to be encoded and transmitted
with minimal interference to the user’s visual experience.
Another recent work on D2C communication proposed a
real-time visible light communication system based on LED
displays and smartphones [14]. The system encodes the
hidden data using the alternate bit-flipping repeat coding and
then combines the encoded data frame with the image frame
using a data insertion process. At the receiver, fast image
processing algorithms such as fast ROI detection and adaptive
binarization technique were used to reduce the computational
complexity of extracting and decoding information from the
captured video frames in real time. Experimental results show
that with an LED display panel having a refresh rate of
150Hz and a 30 fps smartphone camera, a data transmission
rate of 30 bps can be achieved for one LED display point.
However, spatial-domain perturbations can cause changes
to pixel intensity that can make data decoding difficult and
increase the likelihood of errors in the received embedded
data.

Recent developments in the artificial intelligence industry
has led to the introduction of various D2C techniques
based on deep convolutional neural networks [15], [16],
[17], [18], [19], [20]. Stegastamp [15] proposed a technique
called steganography, which allows for real-time decoding
of hyperlinks embedded in printed or displayed photographs.
Deep D2C-Net [16] developed a fully end-to-end encoding-
decoding network structure that enables high-quality data-
embedded images and robust data acquisition simultaneously.
The work in HiDDeN [17] proposed a novel data-hiding
method using deep neural networks (DNNs). In this method,
a DNN is trained to encode a secret message into an image
while minimizing the perceptual differences between the
original and modified images. The encoded message can then
be decoded from the modified image using another neural
network. HiDDeN demonstrated that generative adversarial
networks (GANs) based training between the cover image
and encoded image finally improves the visual quality
of encoded images. Similarly, [19] presented an approach
to hide messages (hyperlinks) into common images. The
proposed approach, called RIHOOP, can generate images of
good visual experience by adversarial training, containing
invisible hyperlinks that are detectable by cameras on mobile
devices under various unconstrained environments. In par-
ticular, RIHOOP designed a novel distortion network based
on 3D rendering to enhance the robustness of information

extraction. In another work, [20] presented SteganoGAN,
a technique for hiding arbitrary binary data in images using
GANs, which allows us to optimize the perceptual quality of
the images produced by the model.

In contrast, D2C communication employing spectral
domain-based data embedding [21], [22], [23], [24] can
maintain visual quality while embedding data in spectral-
domain coefficients. Display field communication (DFC)
[22] is a spectral domain-based data embedding approach that
reduces the impact of the D2C wireless channel using the
spread-spectrum effect. The pioneering work on DFC [22]
includes the analysis of 1D discrete Fourier transform (DFT)-
based data embedding, while [23] extends this concept by
embedding the data in two dimensions of an image to achieve
an increase in achievable data rate (ADR). In another work
on DFC, the discrete cosine transform (DCT) was used and it
is shown that DCT-based DFC is indeed practically possible
[24]. The work performs experiments for different channel
conditions and input images, and presents a real-world data
detection for color images that demonstrates the effectiveness
of DFC for D2C communication.

Although multiple approaches exist in literature to estab-
lish a D2C communication system, a significant drawback of
the existing technologies is the limited number of data bits
that can be transmitted to the user, since the data transmission
is done via still images. In this study, we propose a novel
approach that overcomes the data capacity limitation of still
images by embedding data in a video to enable full-frame
communication in the real world. The proposed method,
called Video-DFC, enables stable streaming of large-capacity
data from a series of frames. Despite the challenges posed
by pixel alignment between consecutive frames and the D2C
wireless channel, experiments have shown that Video-DFC
performs exceptionally well. In particular, we examined the
feasibility of Video-DFC in terms of bit error rate (BER)
and ADR for various system design parameters. In the
experiments, we obtained a maximum ADR of 27 kbps.
In general, BER and the maximum data rate have an inverse
relationship, whichmeans that higher data rates lead to higher
BER. However, from the experiments, we found that the
increase in data rate is much higher than the increase in BER,
resulting in a higher ADR. This higher ADR is a remarkable
feature of our proposed DFC scheme, as it provides the
opportunity to reduce BER by using more powerful channel
coding schemes, albeit at the cost of some reduction in data
rate.

The remainder of this article is organized as follows.
Section II provides a detailed overview of the proposed
Video-DFC model, including its schematic architecture,
frame packet structure, 4-point block pattern, and data
embedding and detection mechanisms. Section III describes
the distortion caused by the rolling shutter effect in received
video frame sequences. Section IV describes the frame packet
synchronization process by comparing the received images
according to the sampling ratio and explains the extraction
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FIGURE 1. Schematic architecture of the proposed Video-DFC model.

process of image regions. Section V presents the experimen-
tal results obtained by changing various parameters such as
the frame packet structure, type of input video, and camera
resolution in a fixed experimental environment. Finally, the
paper concludes with Section VI.

II. THE PROPOSED VIDEO-DFC MODEL
Figure 1 shows a comprehensive schematic architecture
of the proposed Video-DFC system. First, the input video
is split into sequential frames using frame division. The
split frames are then divided into a reference frame and
the remaining frames as data-embedded frames. As shown
in Fig. 1, one reference frame serves the N − 1 data-
embedded frames. This interlacing of reference frames with
data-embedded frames facilitates data decoding at the camera
receiver. In Video-DFC, data embedding is performed in the
spectral domain of an image frame. Therefore, the N − 1
split frames were first converted to the spectral domain
using the DCT operation. At the same time, the binary input
data bits (b ∈ {0, 1}) are channel-coded and modulated
to symbol X , which are then embedded into the image
frame using the addition allocator. The spectral-domain data-
embedded frames are then converted back to the spatial
domain to be displayed on the electronic screen. This was
accomplished using the inverse discrete cosine transform
(IDCT). However, before the data-embedded frames and the
reference frame are merged and multiplexed on the display,
a color code-based 4-point block pattern is inserted into
the four vertices of each transmitted frame. This process
allows accurate data-embedded region extraction and frame-
to-frame synchronization at the receiver.

At the receiver end, the transmitted video is captured
by a camera. The captured video is once again split into
sequential frames. Then we synchronize the frames by
distinguishing between reference frames and data-embedded

frames using the 4-point block pattern. First, the image region
is extracted using the difference of images in consecutive
frames. That is, by performing subtractions of consecutive
frames, we obtain the difference image. Next, using the four
blocks, we can synchronize the frames and extract the four
points of the image region. Owing to the D2C channel, the
received video frames suffer from harsh channel distortions.
Therefore, each distorted frame is reconstructed to obtain
a distortion-corrected frame. The reconstructed reference
frames and data-embedded frames are then converted to
the spectral domain. Subsequently, the data are recovered
by subtraction data retrieval, and the final output data bits
are estimated by demodulation and channel decoding. The
following subsections provide a detailed description of the
mathematical model and techniques used in the proposed
Video-DFC method.

A. FRAME PACKET STRUCTURE
The videos are transmitted in the form of a frame packet
structure. That is, the frames are combined in a specific
order to form a frame packet structure, where each packet
contains one reference frame and several data-embedded
frames. In particular, a frame packet consists of N frames,
in which the first frame is the reference frame whereas the
remaining N − 1 frames are data-embedded, as depicted in
Fig. 2. The order of the frames is also illustrated. We first
transmit the reference frame and then data-embedded frames.
Mathematically, the frame packet structure can be given as

I (n)t =


R, n = 0,N , 2N , . . .

D(1), n = 1,N + 1, 2N + 1, . . .
...

...

D(N−1), n = N − 1, 2N − 1, 3N − 1, . . .,
(1)
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where R represents the reference frame, D(k) (k = 1, . . . ,
N − 1) denotes the k-th data-embedded frame in the spatial
domain, and N is the total number of frames allocated per
packet.

FIGURE 2. The proposed frame packet structure when N = 4.

Figure 2 illustrates the frame packet structure with a
length of four, that is, N = 4. Note that the image frames
D(1),D(2), and D(3) correspond to data-embedded frames and
different shades indicate that distinct data are embedded in
every frame. The transmission of the reference frame will
help in the subtraction data retrieval process at the receiver.
Assuming that the data are recovered successfully at the
receiving end, it seems that the data rate of the Video-DFC
system can be increased significantly by setting a large value
for N , that is, by transmitting a large number of data frames
per packet.

B. DATA EMBEDDING
Prior to embedding data into a frame, the input video It is
continuously split into frames based on the frame packet
structure with each frame cycle ranging from frame 0 to frame
N − 1. Therefore, we can represent one cycle of It as a P×Q
spatial-domain video in the form of a 3D matrix as

It =

[
I (0)t , I (1)t , . . . , I (N−1)

t

]
. (2)

Here, one cycle of the video It consists of a reference frame
I (0)t andN−1 data-embedded frames

(
i.e., I (1)t , . . . , I (N−1)

t

)
.

As the data embedding is performed in the spectral domain,
each image frame in (2) is transformed to the corresponding
spectral-domain frame, namely

IF =

[
I (0)F , I (1)F , . . . , I (N−1)

F

]
, (3)

through the DCT operation. Since the first frame in the frame
packet is a reference frame, it is not data-embedded. Without
loss of generality, the k-th frame (k = 1, 2, . . . ,N − 1) can
be transformed into the spectral domain as

I (k)F = C · I (k)t

=

[
C · i(k)t1 ,C · i(k)t2 , . . . ,C · i(k)tQ

]
, (4)

where i(k)tq (q = 1, 2, . . . ,Q) is the q-th column vector of the
k-th spatial-domain frame and C is the 1D-DCT matrix [24].

Similarly, the data to be embedded, b, are split into
N − 1 frames as

b =

[
b(1), b(2), . . . , b(N−1)

]
, (5)

where b(k) is the data embedded in the k-th frame. Then,
the data are channel coded and modulated to produce the
modulated data d =

[
d (1), d (2), . . . , d (N−1)

]
. The data d (k)

for the k-th frame can be written as

d (k) =

[
d (k)1 , d (k)2 , . . . , d (k)Q

]
, (6)

where d (k)q is the q-th column vector of the frame d (k), given
as

d (k)q =

[
d (k)q (1), d (k)q (2), . . . , d (k)q (L)

]T
, (7)

where L is the total number of data symbols per column [24].
Considering the power allocation in data symbols [24], the

vector d (k) is transformed into s(k)
(
=

[
s(k)1 , s(k)2 , . . . , s(k)Q

])
,

where s(k)q is calculated as

s(k)q = X (k)
amp · d (k)q =

(
α(k)

√
P(k)avg

)
· d (k)q . (8)

Here, s(k)q

(
=

[
s(k)q (1), s(k)q (2), . . . , s(k)q (L)

]T)
is the q-th

column vector of the k-th data-embedded frame, X (k)
amp is the

scaling value of data, α(k) (0 < α < 1) is a proportionality
constant that determines X (k)

amp, and P
(k)
avg denotes the average

power of the data-embedded region in the k-th image frame
I (k)F . Finally, the data embedded in the k-th image frame I (k)F
are represented as

s =

[
s(1), s(2), . . . , s(N−1)

]
. (9)

The data matrix embedded in the image frame I (k)F has
dimensions P × Q and can be represented as X (k)

=[
X (k)
1 ,X (k)

2 , . . . ,X (k)
Q

]
. The q-th column vector of the k-th

frame, denoted as X (k)
q , can be expressed as

X (k)
q =

 0︸︷︷︸
1×S

(
s(k)q

)T
︸ ︷︷ ︸

L

0︸︷︷︸
1×(P−S−L)


T

, (10)

where S is the start pixel of the data symbol. The data matrix
X (k) is then embedded into the spectral-domain image I (k)F
using the addition allocator operation as follows:

D(k)
F = I (k)F + X (k). (11)

To display the resulting image on the screen, the
spectral-domain image D(k)

F is converted back to the spatial
domain by performing an IDCT operation. This results in
the data-embedded image in the spatial domain, expressed
as follows:

D(k)
= CT

· D(k)
F , (12)

where CT is the transpose of the DCT matrix C .
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FIGURE 3. Hue circle.

C. 4-POINT BLOCK PATTERN
In this section, a 4-point block pattern is proposed to achieve
synchronization between video frames and precise extraction
of the image region. The block pattern is designed based on a
complementary color code, which employs complementary
color relationships to transmit data in a user-friendly and
non-obtrusive manner. That is, if we rapidly switch between
complementary colors at a high refresh rate, the human eye
perceives two colors as a combined white color. In Fig. 3,
the hue circle is presented, where each angle corresponds
to a specific color. Colors located 180◦ apart from each
other on the circle have a complementary relationship. The
red (R), green (G), and blue (B) values for each color are
presented in Table 1. It can be observed that when R, G,
and B values and their complementary colors are added
together, the resulting value is white, with RGB values of
(255, 255, 255). Therefore, by displaying complementary
colors with a high refresh rate, the human eye perceives
two colors as white, enabling user-unobtrusive delivery of
data.

TABLE 1. Color value for each angle.

Table 2 illustrates the indexing relationship between the
colors of the block pattern and the frames, considering a
single frame packet of length N . If N = 4, the four colors
listed in the table are chosen in the same serial order to
represent the block pattern. Specifically, the reference frame

R is assigned the red color, whereas the first data-embedded
frame is assigned the cyan color, and the second and third
data-embedded frames are assigned magenta and green
colors, respectively. When N exceeds 4, the block color
pattern repeats in a specific order: red, cyan, magenta, green,
magenta, green, and so on. This ordering is selected to ensure
a minimum angle difference of 120◦ between the current
color pattern and the next one, thus maximizing the color
contrast. Additionally, N should be an even number to ensure
that the block color pattern angle difference remains at a
minimum of 120◦ when the frame packets are repeatedly
transmitted. In this way, assuming the monitor refresh rate
of 60Hz, the designed block pattern can achieve data
transmission without any observable artifacts on the screen.

TABLE 2. Block color pattern according to the frame.

FIGURE 4. Illustration of the color pattern in one frame packet.

Figure 4 presents the 4-point block pattern for a single
frame packet. The pattern comprises four colors, that is,
red, cyan, magenta, and green. As mentioned above, we can
observe that the reference frame has the red block pattern
and the first data-embedded frame has the cyan block
pattern, maintaining a 180◦ angle difference. Subsequently,
the second data-embedded frame has the magenta block
pattern, differing by 120◦, and so on. This approach also
helps in the frame packet synchronization at the receiver,
that is, to distinguish between the reference frame and the
data-embedded frames. Second, we can observe that the same
colors are inserted at each of the three vertices (top left,
bottom left, and bottom right) of the frame. The block color
pattern for the fourth vertex (top right) is chosen to be the
complementary color to the other three corners. This design
is reminiscent of the finder pattern of conventional QR codes
[25] and functions as a reference point for the camera to
decode the correct orientation of the block pattern. Given that
there exist three reference corners, namely top left, bottom
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left, and bottom right, the block pattern can be read in a
consistent direction, irrespective of its rotation angle.

Altogether, the 4-point block pattern serves the following
functions:

• Frame packet synchronization: Frame synchronization
implies distinguishing the reference frame from the
data-embedded frames. As the reference frame has the
3-points as red and the 4th point as cyan, we can
distinguish it from the rest of the data-embedded frames.

• Rotation correction: It helps in detecting the accurate
rotation of the captured image. Therefore, even if the
image is captured upside-down or in any rotation, the
captured image can be accurately rotated back to its
original position based on the 4-point block pattern.

• Precise image region extraction: In addition, the four
points are exactly located at the corners of the image
frames. Hence, at the receiver, they help in the precise
extraction of image region for decoding the data. That
is, it allows us to crop the relevant image region, which
is further discussed in Sec. IV.

D. DATA DETECTION
When a camera captures a video on a display screen, a lot of
noise is generated during the process. Assuming that the noise
introduced is constant across the reference frame and the
data-embedded frames, the frames captured from the camera
can be represented as

Z (0)
t = I (0)t + Nt

Y (k)
t = D(k)

+ Nt = CT
· D(k)

F + Nt , (13)

where Z (0)
t is the received reference frame, Y (k)

t is the received
data-embedded frame, and Nt is the D2C channel noise at
spatial domain. The received frames are then transformed into
the spectral domain using the DCT as

Z (0)
F = C · I (0)t + C · Nt = I (0)F + NF

Y (k)
F = C · D(k)

+ C · Nt = D(k)
F + NF

= I (k)F + X (k)
+ NF , (14)

where I (0)F and D(k)
F represent the spectral domain representa-

tions of the original reference frame and k-th data-embedded
frame. The effect of noise in spectral domain is represented
by NF .
The k-th data matrix can then be obtained using a

subtraction data retrieval process that subtracts the reference
frame from the data-embedded frame as [24]

X̂ (k)
= Y (k)

F − Z (0)
F . (15)

Since X̂ (k)
(
=

[
X̂ (k)
1 , X̂ (k)

2 , . . . , X̂ (k)
Q

])
is the data matrix to be

estimated, which is embedded in the image frame I (k)F , the
q-th column data of the k-th frame are given as

ŝ(k)q (l) = X̂ (k)
q (S + l, q) l = 1, 2, . . . ,L. (16)

FIGURE 5. Exposure and readout time in rolling shutter effect.
(a) Transmitter. (b) Receiver.

Finally, the estimated data symbol of the k-th frame can be
obtained in the matrix form as

ŝ(k) =

[
ŝ(k)1 , ŝ(k)2 , . . . , ŝ(k)Q

]
. (17)

Here,

ŝ(k)q =

[
ŝ(k)q (1), . . . , ŝ(k)q (L)

]T
, (18)

is the estimated data symbol vector at the q-th column of the
k-th image frame, where the whole estimated data symbol is
given as

ŝ =

[
ŝ(1), ŝ(2), . . . , ŝ(N−1)

]
. (19)

Then, after channel decoding, the output bits of the k-th frame
are demodulated and the estimated data bits are give as

b̂ =

[
b̂(1), b̂(2), . . . , b̂(N−1)

]
. (20)

III. EFFECT OF ROLLING SHUTTER
Many smartphones these days are equipped with high-
performance complementary metal-oxide-semiconductor
image sensor arrays that mostly utilize rolling shutters.
Unlike global shutters that expose all pixels simultaneously,
rolling shutters expose rows sequentially from top to bottom
by setting different exposure times for each row. This
sequential exposure can cause geometric distortion in moving
objects or videos, commonly known as the rolling shutter
effect [26]. Owing to the different exposure times, parts of
the image may appear stretched or compressed, resulting in a
distorted image.

Considering the distortion caused by the rolling shutter
effect, if the refresh rate of the transmitter (Rtx) is faster
than the frame rate of the receiver (Rrx), the camera
may not capture the transmitted image correctly. Therefore,
to obtain an accurate image, at least two images need to be
captured at the receiver per transmitted image, satisfying the
Nyquist-Shannon sampling theorem as follows:

Rrx ≥ 2Rtx . (21)

Figure 5 illustrates the effect of rolling shutter on the captured
image frames whenN = 2. It shows the exposure and readout
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FIGURE 6. Received reference frame. (a) Sampling ratio: Rrx /Rtx = 120/60 = 2. (b) Sampling ratio: Rrx /Rtx = 120/40 = 3.

time resulting from the rolling shutter effect. Figure 5a
shows the transmission of a new image frame every 1/Rtx
seconds, whereas Fig. 5b shows the time interval (TI) every
1/Rrx seconds. We set the total number of row lines of the
captured image frame (h) at 1080, the refresh rate of the
transmitter at 60Hz, and the frame rate of the receiver at
120 fps. Then, the exposure time of the received frame is
1/Rrx = 1/120 s, and the readout time is 1/(Rrx × h) =

1/(120 × 1080) s. As the Rrx increases, the readout time
decreases. However, the delay introduced by the readout time
can result in a time lag between the exposures of consecutive
frames.

Owing to this effect, the exposure time varies for each
row, causing image frame distortion due to time delay. Please
remind that (Rrx/Rtx) is 2 so that two images are captured.
As shown in Fig. 5b, the time intervals for the received
R frame are TI 1 and TI 2, and TI 3 and TI 4 for the
received D(1) frame. For a specific received image frame,
when using the image frames from the first time interval,
for example, TI 1 and TI 3, the previous frame pattern area
before exposure still remains at the bottom of the frame. As a
result, it is difficult to determine whether these frames are
reference frames or data-embedded frames. Therefore, data
recovery may not be performed correctly. In other words,
owing to the rolling shutter effect, frames from first time
interval got affected by previous patterns and are not suitable
for data decoding. In addition, note that there is distortion
from pre-existing D2C channel noise, as shown in (13).
Hence, we suggest that the image frames from the second
time interval, such as TI 2 and TI 4, should be used as they
exhibit relatively lower levels of distortion.

IV. FRAME PACKET SYNCHRONIZATION
To decode the data, a process of frame packet synchronization
is performed. For that, we first need to locate the reference

frame in which the red block pattern was inserted during
transmission. This frame serves as a reference point for the
decoding process and is crucial for accurately extracting
the embedded data from subsequent data-embedded frames.
Figure 6 illustrates a received reference frame at TI 2 when
the frame packet structure is RD(1). In this experiment, the
frame rate was fixed at 120 fps, while the refresh rate was
varied to observe the changes in the block pattern. The
sampling ratio in Fig. 6a is set to 2 in accordance with (21).
As mentioned previously, when two complementary colors
are alternately displayed on the screen at a rate higher
than 60Hz, the human vision system cannot observe any
visual difference. Therefore, the 4-point block pattern was
recognized as white in Fig. 6a. As shown in Fig. 4, the
reference frame should have three red corners, excluding cyan
at the top right. However, as shown in Fig. 5, owing to the
time delay that occurred due to the readout time, bottom part
of the image does not get exposed, as observed in Fig. 6a.
In Fig. 6b, the sampling ratio is set to 3. That is, three
frames are captured per transmitted frame. As expected, with
more frames captured, the time delay due to readout time is
less significant, resulting in a received image closer to the
reference frame. Therefore, we can observe that the three
corners of the block pattern are red and one is cyan as shown
in Fig. 4. This is a more advantageous setup for data recovery
as the extracted image (Fig. 6b) is clearer compared to Fig. 6a.
If we further reduce the refresh rate, the flickering of the block
pattern becomes more conspicuous.

It is important to understand this trade-off. In order to
achieve perfect frame packet synchronization and accurately
recognize the rotation of the block pattern, it may become
necessary to acquire precise 4-point color information, which
can be achieved by taking at least three or more images per
frame. However, to ensure visual quality, the display’s refresh
rate must be no less than 60Hz under 120 fps receiver camera
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capture rate. In consideration of this, further experiments
were conducted with a fixed sampling rate of capturing two
images per transmitted frame. That is, considering the rolling
shutter effect, the top points (top left and top right) with little
time delay can be used to find the reference frame.

FIGURE 7. Distortion corrected reference frame.

Once the frame packet synchronization and rotation
correction have been achieved, the 2N received frames are
accurately aligned. Then, we have to take the second image
frame of each pattern and crop the relevant image region.
Figure 7 depicts a reference frame that has been corrected
from distortion, which has been obtained from Fig. 6a. This
has been done using a series of steps. Firstly, we obtain
a difference image by subtracting the consecutive frames,
sequentially for each channel. Next, we convert the resulting
image to a one-channel grayscale image and binarize it to
reveal the block pattern. Subsequently, a specific algorithm is
employed to identify and draw four minimum-size boxes that
encloses the four points of the block pattern. The bounding
boxes provide us with critical information, including the
top-left coordinates of the image, its width, and height. The
order of the block pattern’s four corners is sorted clockwise
via the top left coordinates provided by the bounding box.
We then determine the center point of the bounding box.
The center point is used to determine whether the frame is
a reference frame or a data-embedded frame and to identify
the frame packet structure. Finally, a distortion-corrected
image can be acquired by cropping the image based on the
coordinates provided by the bounding box. This cropped
image is then used for data decoding, which allows for the
estimated output bits to be obtained. In addition, please note
that the more often the reference frames are repeated, the less
flicker is visible on the screen. That is, if we use RD(1) instead
of RD(1)D(2)D(3), we can observe that RD(1) is repeated
twice in the same duration as of RD(1)D(2)D(3). Hence, frame
packet RD(1) will show less flicker than the frame packet
RD(1)D(2)D(3). Therefore, the design of the frame packet
structure should be carefully done based on the fact that how
much visual artifacts are tolerable on the screen.

V. REAL-WORLD BASED EVALUATION AND RESULTS
Table 3 lists the equipment and experiment setup for the
proposed Video-DFC scheme. A Samsung monitor with a

TABLE 3. Default experiment setup.

FIGURE 8. Laboratory experiment setup.

resolution of 1920 × 1080p was employed to transmit the
video, which was then captured by an Apple iPhone XS
Max camera with a resolution of 1080p (Full HD) mounted
on a tripod, as depicted in Fig. 8. From Table 3, we can
see that the transmission rate, Rtx , was set at 60Hz and the
frame rate, Rrx , was set at 120 fps, allowing for the camera
to capture two frames per transmitted frame. To mitigate
data loss resulting from D2C channel, an error correction
code, specifically turbo coding, was employed. Moreover,
the experiment was conducted indoors under ambient LED
lighting conditions, with a fixed display-camera distance of
50 cm. In addition, no angle distortion is assumed. That
is, as shown in Fig. 8, the actual laboratory experimental
environment consists of the camera angle (A) and display
rotation (R) fixed at 0◦ and the distance (D) is 50 cm.
In comparison to the work presented in [24], which utilized

still images for data transmission, this study adopts videos for
DFC. As a result, we have introduced a novel frame packet
structure specifically tailored for video-DFC. Additionally,
considering the rolling shutter effect, we have devised a
4-point block pattern to achieve frame synchronization and
accurately extract the image region. The key advantage of
video-DFC lies in its capacity to transmit a larger volume of
data by embedding distinct input data into different frames.
By employing videos as themedium for data transmission and
incorporating our novel frame packet structure and 4-point
block pattern, we aim to significantly enhance the data rate
of DFC, offering a valuable contribution to this research
area.
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FIGURE 9. Visual quality comparison according to PSNR. (a) Original.
(b) 30 dB. (c) 40 dB. (d) 50 dB.

A. PERFORMANCE ACCORDING TO THE TYPES OF FRAME
PACKET STRUCTURE
The first and most important thing about the Video-DFC
is that the quality of the video displayed on the screen
should be good. That is, the data should remain unobtrusive
and should not interfere the normal viewing experience.
In other words, the display should faithfully perform its
primary task of delivering the video content. Therefore,
first, we analyze the quality of the video displayed on the
electronic screen. In the current experiment, we used the
‘Beach.mp4’ [27] video for data embedding. Figure 9 depicts
the first frame from the video. The video quality is evaluated
using the metric peak signal-to-noise ratio (PSNR). PSNR
is a measure of the difference between the original video
and a data-embedded version of the video, expressed in
decibels (dB). The higher the PSNR, the less difference
between the two videos, and hence, the better the quality of
the data-embedded video. Therefore, we must check at what
PSNR values, the embedded data does not distort the image
frame. Figure 9a shows the original image frame without
any data embedding. On the other hand, Fig. 9b, 9c, and 9d
illustrate the data-embedded images for different PSNR
values. It can be inferred from the figures that the severity
of image quality distortion increases as the PSNR decreases.
Moreover, at 40 dB and above PSNR, the image frame does
not exhibit any noticeable artifacts. Therefore, we can say
that the embedded data in our proposed Video-DFC approach
becomes unobtrusive over 40 dB PSNR.

Table 4 presents the parameters associated with the frame
packet structures used in the conducted experiments. We can
observe that two kinds of frame packet structures were used in
the experiment. First, we conducted the experiment using two
frames, that is one reference and one data-embedded frame.
After that, we performed the experiment by increasing the
frame packet size to N = 4, that is, by using one reference
and three data-embedded frames. In both experiments, the
‘Beach.mp4’ video with a resolution of 324 × 576 was
utilized. Regarding the number of embedded data bits, each
R, G, and B channel of the image frames had 200 data
bits embedded, totaling to 600 and 1800 data bits per frame

TABLE 4. Experiment parameters for frame packet structure.

packet structure, for N = 2 and N = 4, respectively. The
number of encoded data bits increased after the turbo coding
process. The encoded data bits were eventually embedded
in the low sub-bands (rows 5 to 15) of the image frames,
considering the performance and frequency characteristics
of the spectral-domain image frame [24]. Soft-decision
decoding was employed to reduce the overall system error
rate.

Figure 10 displays the BER according to the frame packet
structure when soft-decision decoding is not applied. In this
experiment, different data bits were embedded in each of
the R, G, and B channels of the data-embedded frames.
Figure 10a shows the result when a single data-embedded
frame was transmitted. In other words, a total of 600 data bits
were transmitted per frame packet, that is, N = 2. On the
other hand, Fig. 10b illustrates the performance when the
frame packet structure size was N = 4. That is, a total of
1800 data bits were embedded per frame packet. It can be
observed that all channels have a BER of zero until 30 dB
PSNR. As the PSNR increases further, the error rates of the R
and B channels increase progressively, whereas G maintains
a BER of zero up to 40 dB, in both experiments.

Notably, the green channel is the least and the blue
channel is the worst affected. Despite embedding data within
the same spectral range— specifically, spanning rows 5 to
15, in all three R, G, and B channels, it seems that the
B channel frequency coefficients in this region are very
different compared to the R and G channel, making them
more vulnerable to noise and distortion. This can be attributed
to the fact that the color of the blue component of LED
displays tend to decrease as the display ages, which arises
from multiple factors [28]. First, the blue LED utilized
in LED displays is constructed using gallium nitride-based
semiconductor components, which can develop defects over
time as they are driven for extended periods. These defects,
commonly known as dislocations, compromise the structure
of the semiconductor component and create defects in the
material that maintain the color of the emitted light. These
issues ultimately contribute to a change in the color of the blue
LED light. Secondly, the blue LED has a shorter wavelength
compared to the red and green LEDs. Consequently, it is
more sensitive to certain wavelengths, which contributes to
a reduction in its wavelength and causes a color shift. Other
factors such as the color distribution of the original video
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FIGURE 10. BER performance with respect to PSNR when soft-decision
decoding is not applied. (a) RD(1). (b) RD(1)D(2)D(3).

and the image transformation techniques used, that is, DCT
and IDCT, may also contribute to the different error rates
observed in the three channels.

Figure 11 depicts the BER with respect to the frame
packet structure when soft–decision decoding is applied.
In this experiment, the same data were embedded in each
of the R, G, and B channels, resulting in 200 distinct
data bits embedded in a single data-embedded frame when
N = 2, and 600 distinct data bits in three data-embedded
frames when N = 4. In other words, the number of
input data bits was reduced to one-third as compared to the
previous experiment, where soft decision decoding was not
employed. Owing to the same data being embedded in all
three channels of an image frame, we can observe that the
BER performance has improved. Specifically, in Fig. 11a, the
error rate remained zero up to 45 dB. Similarly, in Fig. 11b,
the error rate remained zero up to 45 dB, except for the
third data-embedded frame. Note that soft-decision decoding
provides a more robust estimate of the transmitted bits

FIGURE 11. BER performance with respect to PSNR when soft-decision
decoding is applied. (a) RD(1). (b) RD(1)D(2)D(3).

compared to non-soft-decision decoding, which leads to a
lower overall error rate. This is because embedding the same
data in all three R, G, and B channels of an image adds
redundancy to the data. This redundancy helps to reduce the
error rate by providing additional information to the decoder.
In addition, the difference in BER between soft-decision
and non-soft-decision decoding is more pronounced at lower
values of PSNR. This is because the received signal is more
noisy at lower values of PSNR, and soft decision decoding
is better at handling noise. Overall, we can observe that
soft decision decoding is a better approach for reducing
BER. However, it should be noted that adding redundancy
will reduce the overall data rate of the system, as shown
next.

The ADR gives an idea about how much data can be
transmitted per unit time. It refers to the maximum number
of transmitted data bits per second without error, defined as

ADR = (1 − BER)Dmax, (22)
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FIGURE 12. Achievable data rate comparison for with and without
soft-decision decoding.

TABLE 5. Experiment parameters for different input videos.

FIGURE 13. First frame of different input videos. (a) Bridge.mp4 [29].
(b) People.mp4 [30].

where Dmax is the maximum number of transmitted data bits
per second, given as

Dmax =
κLch(N − 1)
N/frefresh

bps. (23)

Here, Lch is the number of data bits per channel, frefresh
is the refresh rate of the display, κ (∈ {1, 3}) is the
receiver parameter, which describes whether the soft-decision
decoding is applied or not. If κ is set to 1, it indicates that
soft-decision decoding is applied. On the other hand, if κ

is set to 3, it indicates that soft-decision decoding is not
applied. Lastly,N−1 is the number of data-embedded frames
allocated per packet. In each data-embedded frame, a total of
Lch × κ data bits were embedded. Note that data embedding
pattern depends on the presence or absence of soft-decision
decoding. If soft-decision decoding is applied, the same data
are embedded in the R, G, and B channels. Conversely, if soft-
decision decoding is not used, distinct data are embedded in
each channel.

Figure 12 presents the ADR as a function of PSNR
for four cases illustrated in Fig. 10 and 11. We can see
that ADR is higher when soft-decision decoding is not

employed. Particularly, it is observed that ADR reaches
around 27 kbps when the PSNR of RD(1)D(2)D(3) is 30 dB.
Therefore, by comparing the frame packet structures, it is
confirmed that increasing the number of data-embedded
frames and not using soft-decision decoding is beneficial in
achieving a higher ADR. However, there is a trade-off as
mentioned before.

Now, we know that the highest ADR is achieved at 30 dB
when the frame is RD(1)D(2)D(3) and soft-decision decoding
was not applied. For the same experiment, the BER is also
zero at 30 dB (cf., Fig. 10b). It means that 30 dB PSNR is
ideal to transmit lots of data. However, even though we can
transmit lots of data at 30 dB, looking at Fig. 9, we can
observe that the displayed video on screen has some visual
artifacts that may distract the normal viewer. Conversely,
if we consider the case of 40 dB, we can get an ADR of
20.34 kbps. On the other hand, if we consider the case of
40 dB PSNR with soft-decision decoding, we can see that
the BER performance is almost zero and the data-embedded
video is also artifact-free. However, the ADR is reduced to
9 kbps due to soft-decision decoding. Hence, based on the
required data rate, video quality, and BER, we have to choose
the experiment parameters.

We can analyze another trade-off in this context. As seen
in (22), there exists an inverse relationship between the BER
and the maximum data rate Dmax. In simpler terms, higher
data rates lead to a higher BER. Therefore, to increase the
ADR, higher values of Dmax are required. From Fig. 12,
we observe that in the absence of soft-decision decoding,
we still get a higher ADR than the soft-decision decoding
case. This is despite the fact that non-soft-decision decoding
gives rise to comparatively higher BER. This means that
the effect of degradation due to BER is comparatively less
than the effect of Dmax. In addition, as the PSNR increases,
the slope of decrease in ADR is higher in case of non-soft-
decision decoding. On the other hand, if we use soft-decision
decoding, the slope of decrease in ADR is comparatively less.
This slope comes from the degradation of the BER. Overall,
we can see that even though non-soft-decision decoding
gives us higher BER (cf. Fig. 10), the effect of increase in
data rate overcomes the degradation caused by the BER,
resulting in higher ADR. Moreover, this higher ADR can
be used to further reduce the BER by using more powerful
channel coding schemes. Therefore, increase in ADR is an
outstanding feature of our proposed video-DFC.

B. PERFORMANCE ACCORDING TO DIFFERENT INPUT
VIDEOS
The rationale for utilizing different videos in our study is
to check the effect of different RGB distributions and scene
changes. Table 5 presents the experiment setup. Two videos,
namely ‘Bridge.mp4’ [29] and ‘People.mp4’ [30] have been
selected in addition to ‘Beach.mp4’, all having a resolution
of 324 × 576p. The proposed method was evaluated using
the frame packet structure RD(1)D(2)D(3) when soft-decision
decoding was applied. Figure 13 shows the first frame of
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FIGURE 14. BER performance with respect to PSNR for two different
input videos. (a) Bridge.mp4. (b) People.mp4.

the two videos. If we compare the quality of three videos,
we found that the Beach.mp4 has simple colors and dominant
shades of red. On the contrary, Bridge.mp4 contains a range
of colors with blue dominant in some parts. Moreover,
Beach.mp4 showcases a slow scene change between frames
than Bridge.mp4, resulting in low complexity picture. Lastly,
People.mp4 stands out as the most complex video. It features
a wide variety of colors with RGB evenly distributed across
each frame. Additionally, People.mp4 includes frequent
scene changes between frames.

Figure 11b and 14 depicts the BER performance based on
the PSNR for all the three videos used as input on the screen.
To check the effect of RGB color distribution on the BER,
let’s examine the first data-embedded frames’ performance
of all the three videos. We can observe that the Beach.mp4
performs the worse among all the three cases. For instance,
at 50 dB PSNR, D(1) frame of Beach.mp4 shows a BER of
0.4 compared to Bridge.mp4 and People.mp4, which show
much lower BER, close to 0.1. This is attributed to the fact
that even though Bridge.mp4 and People.mp4 have complex
picture, they have better RGB color distribution, whichmakes
it easier for them to transmit data reliably. On the other hand,
in Beach.mp4, which has dominant frequency components
of red, makes it difficult to transmit data reliably over the

D2C link, resulting in higher BER. In other words, the RGB
components in Bridge.mp4 and People.mp4 seem to serve
as effective channel coefficients (as in an OFDM scheme).
That is, color distribution in the image frames influences
data transmission efficiency. For example, in the case of
the Beach.mp4, where red dominates, the transmission of
data using blue and green components becomes challenging.
This deficiency in the blue and green components adversely
affects the soft decision decoding process, manifesting in
higher BER values. In contrast, videos like Bridge.mp4 and
People.mp4, with more balanced RGB distributions, shows
improved BER performance due to the presence of sufficient
frequency components in all the three channels.

To understand the effect scene change, we have to observe
the performance of D(2) and D(3), the second and third data-
embedded frames. In case of Beach.mp4, we can see that
the difference of BER performance between frames is not
significant. This is due to very few scene changes between
the frames. On the other hand, looking at Bridge.mp4
and People.mp4, the BER performance difference between
frames is significant. Particularly, D(2) performs worse than
D(1) and D(3) performs worse than D(2). This is because there
is a lot of scene changes between frames in these videos. That
is, the D(3) frame is more far away from the reference frame.
Overall, our analysis underscores the intricate relationship
between BER, RGB distribution, and scene changes and
sheds light on how these factors interact and influence the
overall performance of demodulation, particularly in the
context of soft-decision decoding.

C. PERFORMANCE ACCORDING TO THE RESOLUTION OF
THE CAMERA
At last, we performed the experiment using two different
cameras. Table 6 presents the experiment conditions for
different camera resolutions. The full high-definition (FHD)
camera used in the experiment had a resolution of 1920 ×

1080p, whereas the ultra-high-definition 4K (UHD) camera
had a resolution of 3840 × 2160p. For the UHD camera
experiment, the refresh rate and frame rate were set to 30Hz
and 60 fps, respectively. Therefore, two image frames were
captured at the camera per transmitted frame.

TABLE 6. Experiment parameters for different camera resolutions.

In Fig. 15, the BER performance is presented according
to PSNR using cameras with two different resolutions.
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FIGURE 15. BER performance with respect to PSNR. (a) FHD. (b) UHD (4K).

Specifically, Fig. 15a is based on the results of using a FHD
camera, whereas Fig. 15b is based on the results of using a
UHD camera. The results show that using a high-resolution
camera provides better performance. For example, at the
same PSNR value of 50 dB, Fig. 15a exhibits an error
rate of 0.3 or higher in all data-embedded frames, whereas
Fig. 15b shows that the error rate is close to zero. This is
because cameras with higher resolution can capture more
detailed information about the scene, including finer details
and textures. This increased level of detail help improve the
accuracy of the data decoding.

Here, we want to compare our work with the recent
state-of-the-art work proposed in [14]. Table 7 presents the
quantitative comparison of both works in terms of certain
common parameters. However, note that both papers present
different approaches to hidden communication between
displays and smartphones. They use different techniques and
experiment scenarios to obtain their results. This means that
the results of the two papers are not directly comparable.
Nevertheless, both works provide valuable insights into the

design of D2C communication and their results can be used
in the development of future D2C communication systems.

TABLE 7. Comparison of the proposed work with [14].

VI. CONCLUSION
In this study, we proposed a novel video-based display-
to-camera (D2C) communication system and performed
practical real-world experiments. To the best of authors
knowledge, it is the first trial in DFC research field. Our
proposed method involves embedding and extracting data
from the spectral domain of each video frame, which is
called Video-DFC. We designed the frame packet structure
composed of the reference frame and the data-embedded
frame. In addition, we also inserted a 4-point block pattern
at the four vertices of the transmitted image frames to
enable accurate data-embedded region extraction and frame-
to-frame synchronization. We also investigated the sampling
rate of the transceiver to account for the rolling shutter effect
of the camera. In the experiments, we evaluated the BER
and ADR of the Video-DFC according to the frame packet
structure. As a result, we found that applying soft-decision
decoding reduces the overall error rate and increasing the
number of data-embedded frames can obtain more ADR.
Furthermore, from BER experiments with respect to various
input videos, we deduced that the error rate is lower for input
videos with evenly distributed RGB colors and few changes
in motion. Finally, we demonstrated that using a higher
resolution camera results in better performance. Overall, our
proposed Video-DFC system shows promising results for an
efficient data transmission via video contents.
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