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ABSTRACT The use of Deep learning techniques in the field of Marine Science has become popular in
recent years. For instance, many works propose the application of instance segmentation neural networks (in
particular, Mask R-CNN) for detection and classification of fish in underwater images. The performance of
these learning-based approaches depends heavily on the volume of data used for training, which, in the case of
instance segmentation models for fish detection, implies that human experts must label and mark the shapes
of all the fish appearing in a vast amount of underwater images. This is an enormously time-consuming
task that we seek to alleviate in this paper. We propose a training strategy that combines manual and semi-
automatic annotations. The latter are obtained in a weakly-supervised manner: the bounding box that contains
the fish is manually selected, but its shape is automatically obtained thanks to a pretrained encoder-decoder
segmentation network. Several popular architectures for this encoder-decoder network are examined. This
strategy permits to reduce drastically the annotation cost for instance segmentation, at the expense of a small
drop in performance with respect to the use of fully manual annotations. We show that a balance can be
achieved between the segmentation performance and the time used to collect the training data by using the
proposed strategy.

INDEX TERMS Deep learning, fish analysis, instance segmentation, bounding box, weakly-supervised
learning, encoder-decoder network.

I. INTRODUCTION

Management of fisheries is of paramount importance to
guarantee the sustainability of marine ecosystems. The study
of fish abundance, size and biodiversity can be performed
by analyzing underwater marine images [1], [2], [3], [4].
This process can be automated with the help of computer
vision techniques. In particular, deep learning methods have
been recently applied to fish detection and classification [5],
[6], [7], [8], coral classification [9], [10], coastal sediment
transport and morphodynamics [11], assessment of marine
pollution [12], [13], etc.

The associate editor coordinating the review of this manuscript and

approving it for publication was Tao Huang

If the goal is the classification of fish and the obtention
of shape measurements the use of instance segmentation
techniques is required. Instance segmentation methods are
able to detect and localize objects (e.g. fish) in the image and
assign the same label to all the pixels that describe them. The
result is a segmentation mask that is unique for each detected
object (see Figure 1-bottom). This mask can be analyzed and
descriptors of the shape and size of the object can be obtained
afterwards.

Several recent works show the advantages of using instance
segmentation networks for fish analysis (see next section).
These networks are trained by providing images and the
segmentation masks of all the objects that we seek to detect.
These masks need to be carefully annotated by human
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experts, so that all the parts of the fish stand out with respect
to the background. In the case of submarine images this can
be a daunting task due to the limited visual quality of these
images. Some pre-processing is often required to facilitate the
annotation task [14]. On the other hand, the number of fish
that may appear in a single image can be big and some of them
overlap each other. According to [15], it can take up to 2 min-
utes per fish to acquire accurate segmentation labels. Besides,
the diversity of the images and the number of instances of
each type of fish must be big enough in the training set so that
the network is able to generalize and perform well on unseen
images. As a consequence, the number of expert hours needed
to annotate a dataset in order to attain the desired performance
of the network can be very high.

The burden of the annotation task can be alleviated with
the use of weak annotations. These annotations may consist
in the use of bounding boxes, or one or several clicks on the
objects of interest, from which the segmentation masks can be
automatically obtained. By using this type of annotations, the
time required to label each fish can be reduced from minutes
to seconds. Besides speeding up the annotation of new data,
the use of bounding boxes permits to take advantage of a large
amount of existing data already labeled using this format.

In this paper we focus on the use of bounding boxes for
weak annotation. Figure 1 illustrates the proposed approach.
In the top image the positions of the fish have been
manually marked with bounding boxes. The corresponding
segmentation masks (bottom) are automatically inferred from
the bounding boxes using an encoder-decoder network. These
segmentation masks are then used to train an instance
segmentation model (Mask R-CNN [16]) for fish detection
and classification.

Our contributions can be summarized as follows:
« We propose a framework that leverages bounding box

annotations and obtains accurate segmentations of fish
in the wild.

o We test several encoder-decoder network architectures
to obtain segmentation masks from bounding box
annotations.

o« We present experimental results that show that the
proposed approach permits to struck a balance between
the performance of the instance segmentation network
and the time needed to gather the training data.

The paper is organized as follows: in the next section we
review recent works that apply deep learning techniques for
fish analysis; in Section III the proposed method for the
extraction of segmentation masks from bounding boxes is
described; several experiments illustrating the performance
of an instance segmentation network (Mask R-CNN) trained
with the extracted masks are presented in Section IV; finally,
some conclusions are drawn in Section V.

Il. RELATED WORK

Several articles have been published in recent years proposing
the use of object detection and image segmentation networks
for the analysis of fish populations. Object detection models
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FIGURE 1. Manually annotated bounding boxes (top) and segmentation
masks (bottom) automatically obtained using the proposed approach.

can detect, locate and classify the fish, while segmentation
models provide information about their shape. Instance
segmentation models are able to perform both tasks simul-
taneously and they permit to detect, classify and locate all the
fish in the image, assigning labels at the pixel level.

Popular object detection architectures such as Faster
R-CNN [17] and YOLO, in its different versions [18],
[19], [20], have been used for fish detection and abundance
estimation [21], [22], [23], [24], [25], [26]. Other works [27]
propose the use of a feature pyramid architecture (FPN)
to extract robust features at different scales and improve
the detection performance. Qi et al. [28] apply a deformable
convolutional pyramid structure for detection of small
objects. In [29] the authors propose to train two YOLOVS
networks simultaneously so that they learn from each other
based on a selection of the cleaner samples. Tseng et al. [30]
train two networks to detect head and tail of fish, and
estimate their length based on the distance between the
detections. A recent modication of YOLO, YOLOACT [31],
which permits fast instance segmentation has been proposed
for fish identification in [32]. Rather than focusing on the
architecture, [33] analyzes the importance in the selection
of an adequate dataset for robust training of the object
detector. Recent reviews of the literature on underwater object
detection can be found in [34], [35], and [36].

Segmentation networks have been used in several works.
Thampi et al. [37] apply the popular U-Net architecture [38]
to the segmentation of five different fish species. In [39]
two networks are used to produce the final segmentation,
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one of them for optimal feature extraction and the other for
multi-level feature accumulation that improves the pixel-wise
prediction. Recent advances in network architectures such
as attention modules and Transformers have been used to
capture long-range dependencies between the image pixels
and improve the segmentation results [40], [41].

One of the most popular architectures for instance
segmentation, Mask R-CNN [16] have been profusely used
for classification and estimation of fish size and other
morphological features [25], [42], [43], [44], [45], [46].
Following this trend, we use this architecture in the current
paper.

Weakly supervised methods for image segmentation have
become popular since they permit to decrease the time cost
of gathering a labeled training set. They are based on the
use of weak annotations, from which a strong predictive
model can be trained. There are four main types of weak
annotations for object detection/segmentation: image-level
annotations (a label assigned to the whole image, indicating
the presence or absence of the sought object), point-level
annotations (labels assigned to one or several pixels of the
object), scribbles (labels assigned to a set of pixels along
the object), and bounding boxes (a rectangle around the
object). In the general computer vision literature several
recent articles propose the use of these types of annotations,
specially in the field of medical image segmentation. Scribble
annotations are used in [47], [48], [49], and [50], points
in [51], [52], and [53] and bounding boxes in [54], [55], [56],
and [57]. In Marine Science applications the literature on
weakly supervised methods is scarce. Laradji et al. [15] use
single point annotations for fish segmentation. They design a
network with activation and affinity branches merged through
a random walk to diffuse labels from the selected point.
However, their results lack accuracy in the fine details of the
fish (tails or fins). Saleh et al. in [41] and [58] propose two
different approaches for unsupervised fish segmentation that
leverage spatial and temporal variations in video data.

In addition to the weakly supervised approach, other
methods have been proposed in the literature to reduce the
annotation cost. Active learning methods [59], [60], [61]
advocate for reducing the number of images to annotate
by selecting the ones that are expected to yield the largest
increase in the model’s performance. This requires the defi-
nition of an “‘acquisition function” adapted to the underlying
data distribution. Interactive Learning methods [62], [63] add
human interaction in the segmentation process: positive and
negative clicks are used to define the foreground and the
background in the scene. Recently [64], a combination of
both techniques has been proposed.

In our work, most of the data used for training have
annotations in the form of bounding boxes. We have decided
to use all the available data instead of sampling this training
set using an active learning method. Moreover, we don’t
want to increase the annotation time by using an interactive
method to refine the segmentation results. Since we want
to take full advantage of the available annotations we
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propose the use of bounding boxes as weak annotations
for fish instance segmentation. Inspired by transfer learning
techniques we propose to use an existing image segmentation
architecture to segment the contents of each bounding box.
These segmentations can then be used to train an instance
segmentation network for the detection of fish in any image.
To the best of our knowledge, this is the first time this
strategy for fish instance segmentation has been proposed in
the literature. The method is described in the next section.

Ill. FROM BOUNDING BOXES TO SEGMENTATION MASKS
Our goal is to develop a method capable of transforming
datasets with bounding box type annotations into valid
annotations for segmentation. The process is illustrated in
Figure 2. First, given an image containing several objects of
interest (in our case fish) framed by bounding boxes, these
bounding boxes are extracted in the form of sub-images. Each
of these sub-images is segmented using a neural network
and the masks obtained are drawn over the original image,
after post-processing using classical techniques. Details on
the neural network used for the segmentation and on the
post-processing of the masks are given below.

A. SEGMENTATION NETWORK

In order to segment the fish contained in the sub-images
associated to the bounding boxes, we will make use of a
segmentation model.

Many of such models have been proposed in the literature.
On the the most popular is U-Net [38], originally proposed
for the segmentation of medical images, but that has found
application in several fields such as satellite imagery [65],
ecological monitoring [66], autonomous driving [67], etc.

The U-Net consist of a contraction path (encoder) com-
posed by four blocks, and an expansion path (decoder) with
also four blocks. Both paths are connected through skip
connections. Figure 3 displays the architecture.

Due to its simplicity and its proven efficacy in the
segmentation of different types of images we have used
U-Net in our tests. Moreover, we have tested two state-of-the-
art alternatives: U-Net++ [68], [69] and DeepLabv3+ [70].
We do not use recent segmentation methods based on Visual
Transformers due to their high computational requirements
and the vast amount of data needed to train them.

UNet++ consists of an encoder and a decoder connected
through a series of nested dense convolutional blocks (see
Figure 4). The goal is to bridge the semantic gap between
the feature maps of encoder and decoder prior to fusion.

DeepLabv3+ employs also an encoder-decoder architec-
ture where the rich contextual information is encoded using
DeepLabv3 [71] and a simple decoder manages to recover the
object boundaries (see Figure 5). DeepLabv3 employs atrous
convolutions to capture multi-scale context, which permits to
handle the problem of segmenting objects at multiple scales.

In our experiments we have implemented U-Net following
the description of the original paper. Instead of the con-
ventional scaling that can be found in many of the public
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FIGURE 4. U-Net++ architecture (from [68]).

implementations we use learnable inverse convolutions in the
upscaling layers and, in order to prevent overfitting, we apply
the dropout technique [72].

Regarding U-Net++ and DeepLabv3+, we have used
public implementations of the models, available in GitHub.!

B. TRAINING
The three segmentation models described in the previous
section have been trained with 2480 sub-images cropped from
an original set of 600 larger images (see Figure 2).

Each of these sub-images displays a fish whose shape
has been manually segmented and constitutes the ground

1 https://github.com/MrGiovanni/UNetPlusPlus/tree/master/keras
https://keras.io/examples/vision/deeplabv3_plus/
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truth for the training. In addition, 756 sub-images, with their
corresponding ground truths, have been used to validate the
network after training. All these sub-images have sizes bigger
than 25 x 25 pixels.

The models have been trained using one NVIDIA GeForce
RTX 2080 Ti card with 11GB of VRAM. Different configura-
tions of each model, leading to different numbers of learnable
parameters, have been tested. For the U-Net we have used
either 32 or 64 filters in the first layer of the encoder, which
implies 8.6M or 34.5M parameters. Similarly, for U-Net+-+
we have made experiments with 16 and 32 filters in the first
layer, leading to 24.1M and 41.8M parameters. Finally, 256 or
512 filters have been used in the convolutional blocks of
DeepLabv3+ (11.8M and 18.4M parameters, respectively).

The U-Net has been trained from scratch using Xavier
initialization of the parameters. For U-Net++ we use a
VGG16 backbone and for DeepLabv3+ a ResNet50, both
initialized with weights learnt on Imagenet. We have then
fine-tuned the models with the training images. Regarding
the loss function, we use the binary cross-entropy, and the
Adam optimizer to minimize it. The initial learning rates
have been 0.0001 for U-Net and U-Net++ and 0.001 for
DeepLabv3+. Different numbers of epochs have been used
for each model: 60 epochs for U-Net and 40 epochs for
U-Net++ and DeepLabv3+. For each model, the parameters
providing the minimum value of the loss function over the
validation set during the training process have been saved.
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Moreover, we have tested two different sizes for the input
images: 64 x 64 and 128 x 128. The batch size has been set to
the maximum value that fits the memory of our GPU, which
depends of the number of parameters of the model and on the
size of the input images (in practice, values 32 or 16 have been
used in all the experiments). The average times needed for
each training have been 25 min. for the U-Net and 15 min.
for the U-Net++4- and DeepLabv3+4-.

For each model and configuration 5 trainings have been
performed and evaluated on the images of the validation
set. The metric used to measure each network performance
is the intersection over union, commonly known as IoU
(intersection over union).?> This metric defines a number
in the range [0, 1] where 0 means that there is no overlap
between the output of the network and the ground truth and
1 means a perfect match.

For each image in the validation set the IoU of the
segmentation result, for each training, has been computed.
The averages and standard deviations of these values are
displayed in Table 1.

TABLE 1. loU values over the validation set for the three tested
architectures, for different number of parameters and input resolutions.
Average and standard deviation values (in brackets) are displayed. The
best result is highlighted.

Input resolution

Architecture #Parameters 64 x 64 128 x 128
et 8.6M 0764 (0.010) | 0.768 (0.010)
34.5M 0.796 (0.005) | 0.798 (0.004)
20IM 0.830 (0.006) | 0.826 (0.005)
U-Net++ 41.8M 0.832 (0.004) | 0.828 (0.004)
TT.8M 0.696 (0.162) | 0.744 (0.042)
DeepLaby3+ 18.4M 0.692 (0.023) | 0.724 (0.023)

We observe that the best performances are obtained
with the U-Net++ model, followed by U-Net. The
U-Net++ configuration with 41.8M parameters and input
size 64 x 64 obtains, in average, the best results, but closely
followed by the configuration with 24.1M. We have chosen
this less computationally demanding configuration to obtain
segmentation masks from bounding boxes in Section IV.

The images in Figure 6 permit a qualitative evaluation
of the results obtained with each model. The configurations
used to obtain these results are: U-Net 34.5M parameters and
64 x 64 input, U-Net++4- 24.1M parameters and 64 x 64 input
and DeepLabv3+ 18.4M parameters and 128 x 128 input.

The images displayed in Figure 6 illustrate the perfor-
mance of the methods under different scenarios. The first
row displays a good qualiy image with well contrasted fish.
The image in the second row has low quality and part of the
background has a similar color than the fish. In the third row
the fish is only partially visible, while it is partially occluded
by another fish in the fourth row. Finally, the shape of the fish

|ANB|

———, where | - |
|A U B|

2Given two segmentation masks A and B, loUy g =

denotes the area operator.
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in the last row is different from the shape of most other fish
in the dataset.

We observe that, in general, DeepLabv3+ is unable to
recover the correct shape of the fish, specially when partial
occlusions are present. U-Net and U-Net++ do a similar job,
but U-Net++ recovers slighly better fine shape details as the
tails of the fish.

C. MASK ENHANCEMENT

The output of the segmentation network is a pixel map
with values in the range [0, 1]. These values indicate the
probability that the pixel belongs to the segmented object.

The standard procedure to obtain the segmentation mask is
to binarize this map with threshold 0.5. The masks displayed
in Figure 6 have been obtained this way.

Howeyver, a method for the selection of this threshold based
on the conformal risk paradigm has been recently proposed
and applied to the segmentation of medical images [73]. The
authors use a conformal risk control algorithm to pick the
threshold value \ guaranteeing that the average fraction of
missed foreground pixels (the false negative rate) is below
some fixed parameter «. The algorithm works with an already
trained network and only needs a set of images with known
ground truth to estimate A. Some images are randomly
selected from this set (the calibration points) and used to
estimate the lowest A that guarantees that the empirical false
negative rate of the selected set is below «. The process is
repeated several times and the final value of )\ is computed as
the average of the obtained results.

We have adopted the same approach, witha = 0.1, applied
to the validation set of our experiment (756 images, 300 of
which have been randomly selected as calibration points).
After 10 runs of the algorithm we have found that the average
value of the threshold is, approximately, 0.64. This value has
then been selected as the binarization threshold to obtain the
segmentation masks in the rest of the paper. Figure 7 shows
an example of the application of this threshold to the result
of U-Net++. The obtained mask can be compared to the one
computed with the standard threshold. We observe that the
number of missclassified background pixels decreases.

Additionally some classic post processing is applied to
the thresholded output: first a closing operation [74] with
a circular kernel of size 3 x 3 is used to fill small holes
and connect nearby connected regions, and then the largest
connected component is taken as the final output of the
processing (see an example in Figure 7(f)).

IV. INSTANCE SEGMENTATION WITH MANUAL AND
AUTOMATIC ANNOTATIONS

In this section we make experiments on instance segmen-
tation of fish in underwater images, comparing the results
obtained after training the instance segmentation network
with masks manually annotated and with the masks obtained
from bounding boxes with the U-Net++ method proposed in
Section III.
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Although any instance segmentation architecture could for Mask R-CNN [16], which is widely used by the
have been chosen for our experiments, we have opted Marine Sciences community (see Section II). However, more
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recent models could have been used (e.g. YOLOACT [31],
YOLOACT++ [75], Mask2Former [76]).

We use the MMDetection® implementation of the network,
with ResNet 50 backbone and pre-trained weights, which
we fine-tune* to detect a single class of object (‘fish’).
The network has been trained with 815 images containing
several instances of fish (of different species). The only data
augmentation method we have used is image flipping. Other
techniques such as rotation, shifting or cropping did not
improve the results. The performance of the network has been
assessed on a validation set with 418 images. The training and
validation sets contain about 6600 and 2500 fish, respectively.
The manually annotated segmentation masks for all these
fish are available as ground truth. Only fish larger than 40x
40 pixels were annotated by the human experts. It must be
remarked that the U-Net++ model described in the previous
section was trained with sub-images extracted from a set of
images different from the ones used to train the Mask R-CNN
network.

Mask R-CNN has been trained 7 times with different
settings for the training data. Recall that this network needs
annotations in the form of segmentation masks for training.
For each training setting the images are the same, but the
associated annotation files are a mixture of manual and semi-
automatic annotations. The semi-automatic annotations are
obtained from the bounding boxes that delimit each fish: the
U-Net++ model from Section III is applied to the sub-image
contained in the bounding box and the segmentation mask is
obtained as output.

The different settings of our experiment use different
percentages of manual annotations: 100% (all manual), 80%,
60%, 50%, 40%, 20% and 0% (all automatic). Mask R-
CNN has been trained for 12 epochs with each setting, using
one NVIDIA GeForce RTX 2080 Ti card with 11GB of
VRAM. The average time needed for each training has been
40 min. In inference, the 418 images in the validation set are
segmented in approximately 55 seconds.

For each training setting the performance of the network is
evaluated using the mean average precision (mAP?), which
summarizes the relationship between precision and recall
for different values of the score of the detected objects.
Precision measures the ratio of correct detections to total
detections, and recall measures the ratio of correct detections
to total objects in the ground truth. The decision on whether
a detection is correct is made based on the IoU between the
detected object and the ground truth. In our experiments we
require a minimum IoU of 0.5 to consider a detection as
correct. This IoU can be calculated in two ways, based on
the intersection/union of the bounding boxes, or based on the

3https://github.comlopen—mmlab/mmdetection

4MMdetection respects the convention used in Detectron
(https://github.com/facebookresearch/detectron2) to freeze the ResNet
layers, by default and the configuration we used freezes the stem and the
first stage of ResNet. Tests performed by increasing the number of trained
stages did not positively affect our results.

5 https://cocodataset.org/#detection-eval
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FIGURE 8. mAP and average loU values over the validation set for
different training strategies (the closer to one the better). Several mixes
of manual and semi-automatic annotations have been tested: from fully
manual annotations (100%) to fully automatic (0% manual). The
estimated time needed to annotate the data associated with each
strategy is shown in the horizontal axis. See comments in the text.

intersection/union of the segmentation masks.® We apply this
second definition since the obtained mAP is related to the
quality of the instance segmentation.

Figure 8 summarizes the results of our experiments. This
graphic displays, in red the mAP values (the closer to one the
better) over the validation set obtained for different training
settings. Besides, the IoU for each segmented image’ is
computed and the averages are displayed in the blue curve.
The horizontal axis of the graphic shows an estimation of
the time needed to obtain the annotated data in each setting.
We consider an average of 2 minutes per fish to manually
obtain the segmentation masks [15] and 4 seconds to draw the
bounding boxes used for the automatic estimation (recall that
the training set contains about 6600 fish). If only bounding
boxes are used for annotation (all automatic setting) the
annotation time is 7.3 hours, in contrast with the 219.5 hours
needed to manually annotate all the segmentation masks.

In general, as the number of manual annotations increases,
the performance of the network increases (both in terms of
mAP and mloU), however, it is interesting to observe that a
balanced mix of both types of annotation (around 50% or 60%
manual), produces the best results. The images in Figure 9
help to explain this result.

This figure compares the ground truth of a given image
with the segmentations obtained under different training
settings.> We observe that some fish are missing in the
segmented images, but also that the ground truth is not
perfect since one fish at the top of the image was not
annotated. This fish has been however detected by the

In this case the ground truth consists of the manually annotated
segmentation masks.

TThe segmentation result displays the segmentation masks of all the fish
whose detection score is above 0.7.

8The images display the segmentation masks of all the fish whose
detection score is above 0.7.
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(a) Original image

(e) Result training with 60% manual and 40% automatic annotations

(f) Result Faster RCNN followed by UNet++ segmentation

FIGURE 9. Original image (a) and ground truth segmentation (manual annotation) (b). Examples of prediction results of Mask RCNN with several training
settings: all manual annotations (c), all automatic annotations (d), and 60% manual and 40% automatic (e). Result of applying the U-Net++
segmentation network trained in Section IlI to the bounding boxes detected with Faster RCNN (f).

network. We also observe that the main bodies of the fish
are correctly detected, but most of the fine details (tails,
fins) are missing. This is specially true when using only
automatic annotations (Figure 9(d)). When using only manual
annotations more details are recovered (Figure 9(c)), and
when using a 60%-40% mix we obtain intermediate results
(Figure 9(e)). However, in this last case one additional fish
is partially detected (bottom-most detection in image (e)).
This may explain why the performance results in Figure 8
are better than the rest with this training setting.

One could wonder if the method described in Section III
to obtain segmentation masks from bounding boxes could be
used at the output of an object detection network, instead of
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using it to train an instance segmentation network. That is,
could we apply the U-Net++ trained in Section III to the
bounding boxes obtained with an objet detector and obtain
segmentation masks of similar quality that the ones obtained
with the instance segmentation network? In order to test this
possibility, we have trained a popular object detector (Faster
R-CNN [17]) with the same training set as Mask R-CNN, but
only using the bounding box information.

As for Mask RCNN, we have also used the MMdetection
framework to train Faster RCNN. Since both architectures
are closely related, we use the same Resnet 50 backbone and
pre-trained weights which we fine-tune to detect a single class
object (‘fish’).
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The trained model has been applied to detect and locate
the fish in the validation set and the sub-images associated
to the detected bounding boxes have been segmented
using U-Net++ (with the post-processing described in
Section I1I-C).

Figure 9(f) shows an example of the obtained results and
the green and black points in Figure 8 display, respectively,
the mAP and average IoU values over the validation set.
We observe that, in terms of mAP, the results of this approach
are worse than using Mask RCNN. However, the average
IoU is quite high. This may be explained by the fact that,
in some cases, Faster RCNN is able to correctly detect fishes
that are missed by Mask RCNN (see bottom-most detection
Figure 9(f)), while U-Net++ recovers better the fine details
in the tails and fins of the fish.

V. CONCLUSION

In this article we have proposed a strategy that allows training
an instance segmentation network (Mask RCNN) for fish
detection in a fraction of the time normally needed for the
task.

We show that the combination of weak annotations in the
form of bounding boxes and a U-Net++ encoder-decoder
architecture may be used to obtain segmentation masks that,
in whole or in part, can replace manually annotated masks.

Our experimental results show that good instance seg-
mentation results can be obtained by combining manual
and automatic annotations, with the additional benefit
of reducing the time required to obtain the training
data.

A wealth of datasets containing still images of fish,
annotated using bounding boxes (e.g. [77], [78]) presents
an untapped opportunity for our proposed methodology.
The potential to automate the segmentation of these labeled
objects would lower human labor costs and bolster our
capacity to obtain precise estimates of fish size, shape,
and health metrics. This advancement stands to facili-
tate more informed decision-making, optimize breeding
practices [6], and improved ecosystem management, ulti-
mately fostering sustainable fisheries and healthier aquatic
environments [79].
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