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ABSTRACT To remain competitive in a highly dynamic environment, manufacturing companies have to
quickly react to disturbances or changing customer requirements. To enable manufacturing systems to cover
these dynamics, the concept of reconfigurable manufacturing systems was introduced. From a technical
point of view, this concept has been exploited for the past 20 years, revealing several different design
solutions. However, industrial application is still an exception. Our analysis led to the assumption that this
is due to a lack of operator support for reconfiguration management. In addition, mostly individual aspects
of reconfiguration are considered instead of exploiting the entire reconfiguration space at the system and
machine level. Therefore, in this paper, we present a digital twin framework for reconfiguration management
considering reconfiguration as a holistic problem. We evaluate the framework by conducting a case study
and challenging it by evaluating the completeness based on a systematic literature review, and analyze if it
follows good practice based on 32 requirements for digital twin frameworks.

INDEX TERMS Reconfigurable manufacturing systems, reconfiguration planning, cyber-physical

production system, configuration selection, adaptation.

I. INTRODUCTION

Industrial production is in a state of change. This includes,
on the one hand, the individual desires every one of us, which
increases the importance of and demand for individualized
and customized products. On the other hand, environmental
awareness and the demand for resource-friendly production
are increasing, as about a third of the energy consumption
in the world is emitted by the manufacturing domain [1].
These social changes and the scarcity of resources pose
new challenges to the manufacturing domain. In particular
static production lines are not prepared for these challenges,
as varying product requests require flexible and reconfig-
urable manufacturing systems (RMSs), which provide the
required manufacturing capabilities and can prevent energetic
and resource inefficient configurations of the manufacturing
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systems. Accordingly, dedicated production lines are not
suitable for reconfiguration and reuse in the production of
individualized products. Non-optimal operating production
lines increase environmental impact and lead to a waste
of resources. Currently, most existing production systems
are designed for single-purpose usage with limited or no
flexibility [2], [3], [4].

One solution to address this need is RMSs, which can
be composed of various machines from different vendors
providing varying manufacturing capabilities [5]. During the
past 20 years, the concept of RMSs has been exploited from
a technical point of view, presenting several design solutions
for hardware and software modularity. But for industrial
applications there are still several barriers to overcome [4],
[5], [6]. In particular, reconfiguration management during
operation remains mainly a manual task and is individually
triggered [5], [7]. Reconfiguration management includes
the identification of reconfiguration needs, reconfiguration
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planning, and finally reconfiguration execution [8]. Without
systematic and methodical support, reconfiguration manage-
ment is error prone and the configuration selection process
during reconfiguration planning remains subjective based on
incomplete knowledge of individual workers [7], [9].

RMSs are reconfigurable at both the system and machine
level. At the system level, machines with required capabilities
are selected and arranged, as mentioned by Nakano et al.
[10]. At the machine level, a machine configuration must be
selected that provides the capability with the right manufac-
turing parameters [5]. To underline the need for reconfigu-
ration management, Haddou Benderbal et al. [9] states that
configuration selection is a complex task, with complexity
increasing if both system and machine reconfigurations
are considered, as the number of configurations increases
exponentially with the number of machines in a RMS [9].
The effect is magnified when considering that the RMS
consists of machines that are themselves reconfigurable,
such as reconfigurable machine tools (RMTs). Furthermore,
to support reconfiguration management, economic criteria
are important as reconfiguration decision support can also
be used as economical reconfiguration triggers. It should be
noted, however, that the relevant economic criteria can differ
greatly depending on the organizational level and must be
taken into account [3], [11], [12].

This leads to the research question of how RMS operators
can be supported in reconfiguration management such that
the solution space is fully exploited and various economic
factors, as well as reconfiguration triggers, can be considered
appropriately. Specifically this means, given an existing
system and its set of possible configurations, a desirable,
optimal, or most cost-effective configuration needs to be
selected depending on a strategic reconfiguration trigger,
i.e. new product request or an operational reconfiguration
trigger, such as a machine breakdown. Further, the selec-
tion of a configuration has to take into account operator
defined optimization criteria. To deal with the different
time requirements resulting from different reconfiguration
triggers and the heterogeneous information that needs to be
combined for reconfiguration management at the system and
machine level, the concept of digital twins (DTs) comes
into play. A DT should help to understand and optimize the
performance of the real world entity and combine data from
different data sources, like planning data with data from the
physical entity, e.g., measurement data [13], [14]. Therefore,
to improve reconfiguration management for RMS operators,
we propose a DT framework for reconfiguration that enables
the consideration of operational and strategic reconfiguration
triggers, while taking into account the reconfiguration
space on both the system and machine levels. Further, the
reconfiguration space is dynamically updated and adapted
based on the current state of the physical system.

This article is an extended version of previous conference
papers [15], [16]. In [15] we present a detailed analysis
of reconfiguration management, highlighting the diversity
of reconfiguration objectives and triggers, thus making
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reconfiguration management a complex task. In [16] we
introduced our solution of a digital twin framework for recon-
figuration management. In this paper, we present a detailed
description of the updated framework and its most important
components, including behavior flow charts. Additionally,
we present a detailed evaluation of the framework, which was
missing in the previous papers.

The remainder of the article is structured as follows.
Section II presents a detailed analysis of related work
highlighting the research gap. Section III presents the devel-
oped digital twin framework for reconfiguration, including
a detailed explanation of the important components of the
framework, such as the reconfiguration trigger analyzer
(Section III-A), reconfiguration planning (Section III-B), and
the decision maker (Section III-C). Section IV presents a
detailed evaluation of the DT framework for reconfigura-
tion consisting of a conducted case study for functional
validation (Section IV-A), a redundancy analysis of the
framework components based on a systematic literature
review (Section IV-B), and a good practice analysis based on
32 requirements for digital twin frameworks (Section IV-D).
The article concludes with a summary in Section V.

Il. RELATED WORK

This section presents a brief introduction to reconfiguration
management (Section II-A), followed by a review of the
state of the art regarding digital twin frameworks for
reconfiguration management (Section II-C). In Section II-B
the requirements derived from the research question, clus-
tered into functional and non-functional requirements, are
presented. The section is followed by a presentation of
the state of the art approaches, which are assessed by the
requirements in Section II-D concluding with a research gap.

A. BACKGROUND

Reconfiguration management includes the identification
of reconfiguration needs @, reconfiguration planning ®),
configuration selection ©), and finally reconfiguration exe-
cution O [8], [17]. Reconfiguration triggers are used to
identify reconfiguration needs and are monitored during
operation. Additionally, reconfiguration triggers play an
important role in determining the required reconfiguration
tasks of a reconfigurable manufacturing system, as different
disturbances require different solutions.

Therefore, reconfiguration planning B) includes a total of
six tasks (i-vi) that are executed depending on the reconfigu-
ration trigger. For reconfiguration of a manufacturing system,
the product plays a significant role as it specifies the required
manufacturing processes. Therefore, the first required task
of reconfiguration planning is (i) process planning, which
is the creation of a bill of processes (BOP) based on the
product features to be manufactured and is sometimes part
of production planning [18]. Many features of a product
can be created by different manufacturing processes. This
consideration results in several BOPs, which enable full
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exploitation of the manufacturing capabilities of the RMS and
offer more flexibility for reconfiguration planning.

At the system level, reconfiguration can take different
forms and require different tasks. The task (ii) layout
design has the goal of maximizing the efficiency of the
workflow through the specific arrangement of machines and
equipment in a manufacturing system [19]. Layout design
is the assignment of a machine to a dedicated spot on
the shop floor taking into account several constraints and
optimization of the layout considering transportation time,
material handling cost, etc. [20]. Layout design includes
hardware and software reconfigurations. The optimal layout
is strongly dependent on the planned paths a product can take
through the manufacturing system.

This leads to the task (iii) path planning, which refers to
the selection of machines to manufacture a certain product or
product feature. Path planning is also known as dispatching
or machine job allocation [21]. The path can differ if several
machines can provide the same manufacturing capability, or if
a product feature can be created by different manufacturing
capabilities.

With several path plans for different products, the task (iv)
scheduling comes into play. Scheduling refers to a time-wise
decision about which product feature is created on a certain
machine [18]. Path planning and scheduling include only
software reconfigurations. At the machine level, reconfigura-
tion planning includes the (v) capability management and the
(vi) interoperability management. Capability management
includes the selection of configurations for a reconfigurable
machine tool (RMT). Selection includes a check between the
required capability and the available capability considering
the tools and modules that can be selected. An RMT
can have several configurations that provide the required
capabilities. The required capabilities are specified during
process planning and include the manufacturing processes
and additional attributes, such as required quality. The
interoperability management considers the constraints an
RMT has regarding the fulfillment of its tasks, i.e. processing
a product feature. These constraints could be the requirement
of an RMT for a separate loading and unloading system or a
connection to a transportation unit.

The configuration selection © takes the generated con-
figurations of the reconfiguration planning into account and
selects a configuration according to predefined objectives.
Finally, reconfiguration execution © implements the selected
configuration by, for example, adding hardware components
and executing planned and scheduled processes.

B. REQUIREMENTS REGARDING DIGITAL TWIN
FRAMEWORKS FOR RECONFIGURATION MANAGEMENT
According to Scully [22] there are 252 existing DT cat-
egories, resulting from a combination of the hierarchical
level considered, e.g., product, process, or system; the life
cycle phase, e.g., design, operation, or maintenance; and the
defined purpose of the digital twin, e.g., prediction, optimiza-
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tion, or reconfiguration. Different digital twin frameworks,
e.g. [14], [23], and [24], have been developed to provide
a digital twin development blueprint applicable to these
categories. However, the goal to cover this diversity of digital
twin applications makes the existing digital twin frameworks
rather abstract. This in turn leads to little guidance when
it comes to a specific application, such as reconfiguration
management. Accordingly, the focus in this section is on
existing DT frameworks for reconfiguration management.
It is assumed that the specifics of the DT concept are consid-
ered by all DT frameworks for reconfiguration management
and therefore only the reconfiguration management-specific
requirements are examined here. This section presents a
detailed description of the requirements for a DT framework
for reconfiguration management. These requirements are
derived from the research goal and reinforced by literature.
The requirements are grouped as functional requirements (F)
and non-functional requirements (NF). The requirements are
used to compare and evaluate the existing DT frameworks
for reconfiguration management, which are presented in
Section II-C.

1) F1 (OPERATOR SUPPORT)

Operator support is defined as any assistance provided to the
operator to perform the operator’s duties [25]. This becomes
more important as the complexity of the tasks entrusted to
the operator increases. As stated by Marks et al. [7] and
Andersen et al. [5] the lack of operator support is one of
the barriers why RMS are still not used very frequently
in industry. As described in Section I, reconfiguration
management is affected by the different characteristics of
the RMS, the operational objective, and the triggers of
the reconfiguration. This means that the operator support
is characterized differently depending on the application.
Therefore, the first functional requirement is that a DT
framework for reconfiguration management incorporates any
means to support the operator.

2) F2 (CUSTOMIZED OPTIMIZATION)

The reasons and goals for reconfiguration are manifold
and so are optimization criteria helping to select a suitable
configuration. Brahimi et al. [19] and Yelles-Chaouche et al.
[20] both present detailed literature reviews to identify the
most common optimization objectives for RMS. In a previous
publication, we have assigned the optimization objectives
to the individual reconfiguration tasks, which revealed a
non exclusive assignment [15]. This finding results in the
requirement for customized optimization so that the operator
can specify the optimization criteria as needed.

3) F3 (OPERATIONAL & STRATEGIC RECONFIGURATION
TRIGGERING)

Wiendabhl et al. [26] introduced an overview of manufacturing
change drivers clustered into internal and external triggers.
Erinakis et. al categorize the triggers as well based on the
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source, but choose as categories: production, demand, and
supply [27]. Both underline the relevance of the different
triggers to be able to initiate appropriate reconfiguration
measures. However, this classification does not take into
account the temporal aspect of the triggers. Therefore, in the
following, the categories of operational and strategic triggers
are used. Operational triggers can be summarized as triggers
that require short-term adjustments to production or lead to
disruptions in production. Strategic triggers, in contrast, can
be long-term corporate decisions or new objectives that the
production has to achieve. Thus, to fully exploit the potential
of RMS, it should be possible to consider different types of
reconfiguration triggers [27].

4) F4 (DYNAMIC RECONFIGURATION SPACE)

For each reconfiguration the reconfiguration space needs to
be updated. This includes the consideration of the current
configuration, as well as the current system state. The set
of feasible configurations that can be applied at any given
point in time is influenced by the current state of the system
[28]. Further, this enables the consideration of machine
replacement or additional machines. Consequently, the con-
sideration of a dynamic reconfiguration space increases the
opportunity to find a feasible solution and also increase the
responsiveness.

5) NF1 (SOLUTION NEUTRAL)

A framework is a conceptual presentation that serves as
a guideline for implementation. Companies often have to
follow company guidelines for implementation and software,
as well as they have to consider the existing software
landscape. As the goal of a framework is to provide
insights and explanations to a concept and to enable broad
applicability, the framework is required to be solution
neutral.

6) NF2 (DETAILED DESCRIPTION)

The description in Section I shows that reconfiguration
management can differ greatly. The aim is to give the user an
impression of the functionality of the reconfiguration man-
agement and how it fits into its environment. Consequently,
for each component of the reconfiguration management
framework, it is required that there is a description of the
functionality, the motivation, and the integration into the
overall context. Only then the framework can be used as a
blueprint for requirements specification.

7) NF3 (DEFINITION OF RECONFIGURATION TASKS)

To be able to assess the relevance of a framework for
a particular use, it is not only important to describe the
individual framework components in detail, but also to
explicitly specify reconfiguration and what reconfiguration
tasks are considered. As stated in Section I, reconfiguration
can be conducted on the system or machine level and
therefore is used for different reconfiguration requests.
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8) NF4 (MODULARITY)

Reconfiguration management has to deal with several
aspects of RMS resulting in complex and heterogeneous
reconfiguration tasks [29]. The systematic literature review
of reconfiguration management revealed that each solution
for reconfiguration management is different and tailored for a
specific purpose [30]. To meet the individual reconfiguration
management requirements of a specific RMS, the framework
is required to incorporate modularity aspects [29]. This
enables a wide range of application of the framework and
a custom tailored solution based on selectable framework
components.

C. EXISTING DIGITAL TWIN FRAMEWORKS FOR
RECONFIGURATION MANAGEMENT

Qamsane et al. [31] present a unified digital twin framework
for real-time monitoring and evaluation of smart manufactur-
ing systems to create digital twins that accurately represent
the physical system’s dynamics so that real-time optimization
and the generation of effective production control actions are
possible. The authors present in [24] and [32] a requirements
driven methodology to develop purpose driven digital twins
and provide general guidance for the development of digital
twins. The publications serve as a general basis but must
be adapted for the explicit application of reconfiguration
management.

Poudel et al. [33] extend the work of Qamsane et al.
to include reconfiguration aspects for dynamic manufacturing
planning. For reconfiguration, layout planning and resource
selection are included. Both provide reconfiguration func-
tionality to cover strategic reconfiguration triggers, such as a
new manufacturing order. The reconfiguration selection uses
ontological descriptions to map machine capabilities to the
required manufacturing processes provided by the operator.
No machine level reconfiguration is included, but the frame-
work includes means to introduce further DT functionality via
adigital twin manager. Layout planning takes into account the
specific requirements of each machine when generating shop
floor layouts. The machine requirements are contained in the
ontological machine description. The framework includes an
application layer that provides the ability to use simulations
to evaluate the generated configurations or generate KPIs of
current system performance.

Haddou Benderbal et al. [9] present a first draft of a
digital modular framework for RMS with a specific focus
on software reconfiguration. The framework follows the
basic definition of a digital twin, distinguishing between a
physical and a virtual space including a live data acquisition
and a feedback loop to the physical system. The alignment
with the digital twin architecture is based on the digital
twin advantages of transparency and real-time feedback to
explicitly consider the RMS characteristic diagnosability.
Further, an optimization based simulation is introduced to
explore the configuration space. The optimization based
simulation is considered replaceable for different applications
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so that each of the main characteristics of an RMS can be
addressed. This approach shows on an abstract level how the
digital twin architecture can be used for an RMS, but is not
pointing out if there are specific adaptions for an RMS or how
the diagnosis could be performed. However, it is not clear
how the individual RMS characteristics can be integrated into
the framework and whether multiple characteristics can be
addressed simultaneously.

In contrast, Tang et al. [6] present a more detailed RMS-DT
framework showing how the core characteristics of an RMS
could be consolidated with a DT. The framework is aligned
with the ISA95 architecture as an important foundation of
operation views in manufacturing and providing an overview
of the decision timing requirements. The authors point out
that the reconfiguration decisions require different decision
time frames and assign the RMS characteristics to ISA95
layers. Both, Haddou Banderbal et al. and Tang et al., showed
the theoretical application, but lacked an implementation,
which helps to understand which functionalities are needed
to understand how the RMS characteristics can be managed.

In turn, Leng et al. [3] present an implementation of a
digital-twin-driven platform for rapid reconfiguration for new
product orders to reduce the overhead of the reconfiguration
process. Therefore an open architecture and REST-based
interfaces are developed to enable the reconfiguration of the
RMS industrial internet of things-system based on the current
integrated RMTs. The approach covers software-based chal-
lenges as well as a configuration selection integrating layout
design, path planning, and capability selection. The provided
platform functionalities are executed in an integrated manner
triggered by a new product order. This combination of
functionalities requires the system to be in an idle state as
hardware reconfiguration is included. The approach lacks
the consideration of the different decision time frames
resulting from the RMS characteristics and reconfiguration
triggers.

Eirinakis et al. [27] present a generic framework for
disruption handling including supply chain disruption
for Situation-Aware Manufacturing System (SAMS). The
authors introduce the term SAMS as a new paradigm, but
the definition is comparable with DTs. The framework
consists of four main components, monitoring and analysis,
data provision and control execution, optimization, and
simulation. The monitoring and analysis is the centerpiece
of the presented work. Prognosis models are trained using
historical data to predict disruptions during operation
considering real-time data. The disruptions can be operational
or strategic. Data provision and control execution describes
the requirement that the system under consideration provides
means to enable this. The optimization is comparable to the
reconfiguration planning, but unfortunately, no further details
are presented. From the considered use cases, it becomes
clear that only scheduling is considered as a reconfiguration
task. The simulation is used to evaluate the generated
schedule based on various KPIs. The framework is used to
instantiate different use cases, but lacks the possibility to
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adapt the reconfiguration planning as it only comprises one
reconfiguration task.

Kombaya Touckia et al. [34] present a DT framework
for RMS design and simulation. The framework includes
three detailed meta-models to describe the structure, the
operations, and the configurations of an RMS. The meta-
models are modeling guidelines and enable the inclusion
of machines, transport systems, and humans as well as
logic aspects. Based on the models, the authors developed a
Matlab/Simulink simulation that can be executed to evaluate
the current configuration or to create a new configuration.
The authors mention that the usage of real-time data is
possible, but don’t describe how these are incorporated in
the simulation. The approach focuses on the modeling of
RMS rather than on reconfiguration. In addition, the type of
reconfiguration that can be achieved based on the simulation
is not described in detail.

Miiller et al. [35] present an architecture for self-organised
reconfiguration management. The architecture is aligned
with the RAMI 4.0 framework and is complemented by
UML meta-models and a modeling approach for knowledge
specification for easy machine integration. The required
models are located in the proxy layer and reconfiguration
management in the management layer. The reconfiguration
management consists of four tasks; the identification of
reconfiguration demand, the generation of alternative config-
urations, the evaluation of configurations, and the selection of
a new configuration. The authors have published a detailed
description of the first two tasks in [36]. This publication
makes it evident that the generation of the alternative
configurations is an integrated approach consisting of layout
design, path planning and capability management. The
manufacturing request of a new product and a machine
failure are considered reconfiguration triggers. A selection of
evaluation criteria can be made by the operator via a GUI.
The approach requires an implementation of all architecture
components. However, modularization may be possible in
the future because the reconfiguration management layer is
implemented as a multi-agent system. First steps towards
modularization are shown by the integration of different
simulations that can be chosen dynamically.

Mo et al. [37] present a framework for managing manufac-
turing system reconfiguration optimization. The framework
is based on a graph database providing among others
information about the current configuration of the system,
as well as KPIs to assess the configurations. Altogether
the framework incorporates three reconfiguration aspects.
First, the matchmaking between requested and provided
manufacturing capabilities including the selection of the best
fitting machine for each task. Second, optimization of the
layout and machine parameters for the selected configuration.
The optimization method is selected based on the user defined
KPIs. And lastly, the control code update. A reconfiguration
is triggered by changed product requests. Even though the
authors use data from the physical system to form different
DT based simulations, they do not consider the update
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of the reconfiguration space based on the current system
state. The framework cannot be individualized for different
applications.

D. RESEARCH GAP

Table 1 shows the summary of the requirements satisfied by
the approaches presented in Section II-C. All approaches,
except for Tang et al. [6], offer support to the operator even
though the support takes different forms, (satisfaction of F1).
Conversely, the framework presented by Tang et al. aims to
make the data structure and reconfiguration functionalities
compatible with the existing ISA-95 architecture, rather than
providing a direct benefit to the operator. The approaches
mainly present solution neutral frameworks, so that they
are generally applicable, (satisfaction of NF1). Seven of
the approaches include means for dynamically updating
the reconfiguration space (satisfying F4). Furthermore, all
approaches do consider optimization goals, but only Haddou
Benderbal et al. [9], Erinakis et al. [27], Miiller et al. [38],
Poudel et al. [33], and Mo et al. [37] consider the possibility
for the operator to adapt the optimization goals (satisfaction
of F2) by altering the input parameters for the optimization
based simulation. Requirement F3 shows that only four of the
approaches, Tang et al. [6], Erinakis et al. [27], Miiller et al.
[38], and Poudel et al. [33], include both operational and
strategic reconfiguration triggers. The other approaches focus
on either operational or strategic triggers. Based on the
operational data available due to the DT concept, Tang et al.
and Erinakis et al. explicitly encourage the use of these
data to consider, for example, quality deviations or machine
failures as triggers for reconfiguration in addition to the
product. Even though almost all approaches describe their
frameworks in detail (satisfaction of NF2), four of the
approaches remain at an abstract level in their description of
the framework, leaving the reconfiguration tasks considered
by the framework unclear. At best Qamsane et al. [31],
Tang et al. [6], Miiller et al. [38], Poudel et al. [33], and
Mo et al. [37] clearly describe the considered reconfiguration
tasks (satisfaction of NF3). For example, Tang et al. describes
the specific functionalities for each RMS characteristic.
Qamsane et al. [31], Haddou Benderbal et al. [9], Tang et al.
[6], and Poudel et al. [33] consider a modularity concept
(satisfaction of NF4). Whereas Haddou Benderbal et al. only
describe that the framework components can be replaced by
another. Qamsane et al. and Tang et al. offer a detailed concept
for integrating different components into the framework.
Qamsane et al.’s solution is based on a software-defined
control concept that is also used by Poudel et al. [33].
Tang et al.’s approach is a modularization concept based on
the ISA 95 automation pyramid.

Table 1 shows that Poudel et al. [33] is the only approach
that satisfies all of our stated requirements. The approach was
published parallel to our first publication of the framework
[16] and is therefore analyzed here in detail. The goal
of our framework is to provide comprehensive knowledge
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TABLE 1. Analysis of requirements satisfaction in the relevant literature.

Approaches Requirements

Fl1 | F2 | F3 | F4 | NF1 | NF2 | NF3 | NF4
Qamsane et al. 2019 [31] v v v v v v
Haddou Benderbal et al. 2020 [9] v | Vv v v v v
Tang et al. 2020 [6] - - v I Vv v v v v
Leng et al. 2020 [3] v - v - v
Eirinakis et al. 2021 [27] VIV v|Y v v
Kombaya Touckia et al. 2022 [34] | v v
Miiller et al. 2022 [38] VIiVvIiVvIV v v v
Poudel et al. 2022 [33] V| v |V |V v v v v
Mo et al. 2023 [37] v |V v v v

for all reconfiguration management tasks, including the
broad facets of reconfiguration planning. Table 2 shows an
overview of the reconfiguration planning tasks considered
by Poudel et al. [33]. Poudel et al. do not consider the
process planning, but instead take the process plan as a
starting point for a reconfiguration. During layout design,
interoperability aspects of single machines are considered.
But as the capabilities of a machine are considered fixed,
so are the interoperability aspects of a machine. Therefore,
interoperability management is partially satisfied because no
changes to interoperability aspects are considered here. The
same applies for capability management, as only static capa-
bilities are considered and there is no reconfiguration at the
machine level. The completeness evaluation in Section IV-C
underlines that process planning and capability management
are among the most important tasks for reconfiguration
management.

TABLE 2. Completeness analysis of Poudel et al. [33].

Reconfiguration Planning Task | Poudel et al. [33]
Process Planning -

Layout Design v

Path Planning v
Scheduling v
Capability Management W)
Interoperability Management W)

In summary, no framework takes reconfiguration manage-
ment into account in all facets, but Poudel et al. present
an approach considering the relevant aspects of a good
digital twin framework for reconfiguration. Therefore, the
aim of this paper is to present more information our
developed DT Framework for reconfiguration management
that includes all reconfiguration planning tasks and highlights
how the operator will be supported depending on the
components included in a solution. Additionally, we present
the relationship between reconfiguration planning tasks and
the information required for the execution of the tasks.

Ill. DIGITAL TWIN FRAMEWORK FOR
RECONFIGURATION MANAGEMENT

System reconfiguration is a complex and multidimensional
task that includes different decision making processes. The
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design and implementation of reconfigurable manufacturing
systems can take many forms and is highly context dependent
[5]. However, reconfiguration planning can be accomplished
by different tasks described in Section III-B. Literature
reviews, such as Miiller et al. [30] and Yelles-Chaouche et al.
[20], show that a lot of approaches exist that present solutions
for specific tasks and task combinations considering different
optimization goals. In addition, tasks such as scheduling or
path planning are often considered as flexibility separate
from reconfiguration. What is missing, however, is assistance
in deciding when which tasks are required and a precise
description of how these are related and influence each other
[5]. Furthermore, as shown in [15], there are many different
triggers for reconfiguration that have a strong impact on
the tasks, but have not been sufficiently considered [11].
Reconfiguration needs based on different triggers may have
different time horizons. At the same time, the solutions to
these reconfiguration needs may also have different time
horizons. For example, increasing capacity by purchasing
new machines is a strategic decision, but optimizing the
schedule in response to a new order is an operational decision.
The same applies to the optimization objectives considered
for the configuration selection of the RMS. Both in some
cases affect multiple system levels. To meet the different
time horizons and system level requirements, an additional
integration of live data from the shop floor is required
[11]. The concept of the digital twin is therefore a suitable
foundation [39]. Our aim is to present a holistic framework
to release the multilevel potential by presenting a guide-
line for capability selection based on desired optimization
objective, reconfiguration triggers, and the current state of
the manufacturing system. Therefore, the digital twin of
reconfiguration is a holistic approach that includes flexibility
decisions and provides the necessary capabilities based on the
current situation and system state.

The integration of reconfiguration and DTs is still little
considered in research [40]. Therefore, a general analysis
of DT architectures was conducted to create a foundation
and align the framework with it. Accordingly, the general
structure of the framework is based on the classic architecture
of a digital twin, which distinguishes between the physical
space and the virtual space [41] (Fig. 1). The physical space
represents the RMS, which consists of several reconfig-
urable machine tools (RMTs), non reconfigurable machines
and reconfigurable transport systems (RTSs). An RMS is
described as M; = {Mj,, ..., Mi,}, whereas M;, represents
a specific RMT, RTS, or a non reconfigurable machine a,
which is available and belongs to the RMS i. Each element
within an RMS provides an interface for sensor and system
data acquisition, as well as a control interface to enable the
reconfiguration decision.

The collected data is stored and processed in the data
layer, also named digital shadow, of the virtual space. The
data collection receives periodic or event-based data in the
form of measured variables from the physical system and
is responsible for storing them. Likewise, information about
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the current system configuration is collected and stored
in the data layer, represented in Fig. 1 as configuration
knowledge. The real-time process data can be used to
define reconfiguration triggers to be monitored by the
reconfiguration trigger analyzer, such as energy consumption
or processing time. In addition, the system state can be
monitored in case of system failure. By system state we
mean the system states defined in the ISA 88 state machine,
such as Idle, Execute, Aborting, and so on. These system
states can also be used to define when a reconfiguration can
be performed. Section III-B will present more insights, into
what information is considered as configuration knowledge
to describe the current configuration of the RMS. The
data processing prepares the data so that it is available
for the reconfiguration trigger analyzer, as well as for the
reconfiguration planning. Machine data is included and can
be used by different DTs, e.g., to monitor the behavior of a
certain machine or process.

The reconfiguration trigger analyzer takes on an important
role, as it triggers the reconfiguration planning by requesting
areconfiguration and at the same time integrating information
from different sources and putting it into context for
reconfiguration. Strategic trigger data, such as production
plans or data from the enterprise resource planning (ERP)
system, must be combined with operational trigger data, such
as current system state or utilization, to generate a recon-
figuration request that specifies the possible reconfiguration
planning tasks to be executed. This allows a narrowing down
of the reconfiguration space. Section III-A presents a detailed
description of the reconfiguration trigger analyzer.

The reconfiguration planning provides the tasks (i) pro-
cess planning, (ii) layout design, (iii) path planning, (iv)
scheduling, (v) capability management, and (vi) interoper-
ability management, which can be executed separately or
in combination to generate a new configuration. Current
system information, as well as identified requirements
and constraints provided by the reconfiguration request of
the reconfiguration trigger analyzer, determine the valid
reconfiguration space and which reconfiguration tasks to
consider. In addition, the optimization goals of the operator
are included for configuration generation provided by the
decision maker. In Fig. 1 the reconfiguration planning is
provided with a system state by the data layer. Under
the term system state, various information is summarized,
e.g., machine failure, utilization, etc. The interaction of the
individual tasks and their required input information and their
provided output is described in detail in Section III-B.

Overall, the decision maker is provided with a selection
of configurations created by the tasks of reconfiguration
planning. The decision to execute a reconfiguration can either
be with the user or with the decision maker. For critical
decisions, decision options or explicit advice are presented
to the user, who selects and starts the reconfiguration. For
non critical and recurring decisions the decision maker selects
the configuration and triggers the execution. At the same
time, the selected configuration is stored as the current
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FIGURE 1. DT framework for reconfiguration. Note: The framework can be instantiated as one DT or several DTs providing different functions of the

framework, each provided with data by a shared data layer.

configuration in the configuration knowledge base of the
data layer. The operator must define which decisions are
considered critical and which are not. This cannot be defined
in general, as it depends strongly on the physical system.

The eastbound interface enables the interaction of users
with the DT and the connectivity to higher-level systems. The
eastbound interface is the access point for users to configure
and manage the decision maker, get recommendations,
as well as connection to MES or ERP systems. Further,
the decision maker is capable of requesting a certain
reconfiguration task to meet the required objectives, even
though the reconfiguration trigger analyzer may not request
that specific task.

The framework design considers the management of the
RMS characteristics described in [42]. The characteristics
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modularity, integrability, scalability, convertability and cus-
tomization are managed by the reconfiguration planning
tasks. Diagnosability is considered through the reconfigura-
tion trigger analyzer and the decision maker. There is no claim
of completeness of the framework so that it can be extended
as needed.

A. RECONFIGURATION TRIGGER ANALYZER

The reconfiguration trigger analyzer (RTA) forms the foun-
dation for automated reconfiguration management. On the
one hand, the RTA is responsible for recognizing that a
reconfiguration is required, and on the other hand, it is
responsible for analyzing which reconfiguration tasks to
perform in the current situation. To identify a reconfiguration
need, operators define beforehand what the reconfiguration
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triggers are to consider. Reconfiguration triggers can be
determined with the help of a context analysis procedure,
as published in [43]. Whereas the context represents the
specific environment and application scenario the RMS will
be used in. This means that the exact definition of the
reconfiguration triggers is an individual task, an example of
one reconfiguration trigger can be found in Section I'V-A.

Assuming that a reconfiguration need is identified and
based on the premise that the overall goal is to first
exploit the flexibility of the current configuration before a
reconfiguration is planned, a general procedure to generate
a reconfiguration request is provided. Taking advantage of
system flexibility helps keep reconfiguration efforts low.
Fig. 2 shows the general procedure of the RTA to create
a reconfiguration request after a reconfiguration need is
identified. Fig. 2 refers to the reconfiguration planning tasks
(i - vi) defined in Section I and specified in more detail
in the following section. In general, the focus is on the
availability of the required manufacturing capabilities, as this
reflects the basic function of a manufacturing system. After
ensuring that the manufacturing capabilities are available,
the reconfiguration tasks can be used to optimize the
configurations. To analyze the availability of the required
capabilities, current system capabilities are compared to
required capabilities. Only machines that are currently up
and running are taken into account. In addition, only the
capabilities of the current configuration of each machine are
considered. This information is accessed via the data layer
and is depicted in Fig. 1 as configuration knowledge and
system state.

If the capabilities are available, the system flexibility is
exploited by considering a reconfiguration on the system
software level, so that no structural changes of the system
are considered and the reconfiguration effort is minimized.
For this purpose, the reconfiguration tasks path planning (iif)
and scheduling (iv) are consulted. If the capabilities are not
available, on the machine level the flexibility is exploited.
Machine flexibility includes the change of parameter settings
as well as automated structural changes, e.g., tool turret.
These changes must be explicitly specified in the capability
models for the capability management (v) task. If the
capabilities can be provided after exploiting the flexibility on
the machine level, the reconfiguration tasks path planning (iif)
and scheduling (iv) can be used to optimize the configuration
on the system level. If the capabilities are not available
through the flexibility of the current system configuration,
a reconfiguration on machine and system level including
hardware changes is required. First, the reconfiguration tasks
on the machine level are executed. The capability manage-
ment (v) identifies the machine configurations to provide
the required capability. Next, interoperability management
(vi) identifies constraints between machines that may affect
system-level reconfiguration. If no configuration is found
that provides the required capabilities, the RTA informs
the decision maker that no reconfiguration can achieve
the required goal. If, by reconfiguration on the machine
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FIGURE 2. Reconfiguration request creation.

level, the capabilities can be provided, a reconfiguration
on the system level is conducted. In this case, the layout
design is also included, as the shop floor may require
machines that were not previously included in the current
configuration. The reconfiguration analysis is thus structured
to first exploit fast solutions, which can be applied without
human intervention, which is of explicit importance for
operational reconfiguration triggers, and only if these fail,
reconfiguration solutions with higher costs and effort are
exploited.

B. RECONFIGURATION PLANNING

Reconfiguration planning incorporates the actual tasks to
create new configurations on the system and machine
level. The tasks represented in the digital twin framework
for reconfiguration are the six reconfiguration tasks (i-vi)
described in detail in [16]. However, this does not mean
that all tasks have to be implemented. The framework is
intended to show what benefits the various tasks can have.
Each task requires specific input information to compute
a configuration. Some input information is generated by
different tasks of the reconfiguration planning itself. If the
task that generates the input information for a particular
task is not implemented, the required input information must
be provided by an external source, e.g., user input. Fig. 3
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depicts the in- and output of each framework component of
the reconfiguration planning. In addition, the corresponding
reconfiguration task performed by the respective component
is indicated by the numbering i — vi according to the
description in Section III-A.

The process planner needs as input a 3D CAD drawing of
the final product. In general, a product p is a final produced
good and consists of several components. A component is
a discrete manufactured good, which is an assembled part
to create the final product p. Each component c¢; consists
of several features f;;, whereas a feature is a distinctive
geometric characteristic of the component. Accordingly,
¢i = Afia,---,fin} 1s a list representing the features
that need to be manufactured to create a component. The
process planner extracts the product structure including its
components and features. Further, for each feature, the
possible manufacturing processes are listed, also referred to
as a bill of processes (BoP). The list can be created based
on a mapping between product features and manufacturing
processes, as, for example, described in [44]. Depending
on the implementation of the other reconfiguration planning
tasks, additional information may be needed that also could
be generated by the process planner, e.g., the feature dimen-
sions, the requested raw material or quality requirements.
Therefore, each feature is described by attributes relevant
to configuration selection and follows BoP = ci : {fiz :
{MP;,, RQiq, RM;,}}. MP;, represents a list of manufacturing
processes, which can create the feature. RQ;, represents a
list of relevant attributes for the configuration selection of
the capability management, e.g., expected quality, feature
dimensions, etc. RM;, describes the raw material of the
component the feature belongs to.

The capability manager needs as minimal input informa-
tion the required manufacturing processes, as well as the
available machines M;. The capability manager generates
a list of machines capable of providing the required
manufacturing processes MS = ci : {fiq : {M;, ..., M,}}.
With further details like a quality requirement or the feature
dimensions, defined by RQj,, the machine configuration
selection is more precise. Further, if no selection objective
is given as input, by default a configuration is selected,
which fulfills the requirements with minimal change to the
current configuration. Taking into account the current state
of the system, the capability management requests a list M;
with the available machines from the data layer, to only
consider the capabilities of the up and running machines. The
output list of the capability manager can be enriched with
evaluation information, e.g., estimated processing time for
feature fi,.

The interoperability manager takes as input the machine
list MS provided by the capability manager and provides as
output, constraints Co;y; for each machine M; on the list,
regarding predecessor or successor, as well as requirements
for specific connectors or installation area. These constraints
are taken into account by the path planner and the layout
designer.
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The path planner takes into account the constraints Co;y,
provided by the interoperability manager, as well as the
list of machines capable of manufacturing a certain feature
(MS), provided by the capability manager. As output, the
path planner provides a set of feasible configurations SC =
{Si, ..., Sy}, each including a selection of machines, each
assigned to manufacture specific features. The selection can
be based on the evaluation information of the capability
manager or on other operational criteria like machine
utilization, reliability, etc.

The set of configurations (SC) is the input for the layout
designer besides the information of available shop floor
positions SF; and their attributes, e.g., provided connections,
sizes, etc., as well as the constraints Co;y; of the selected
machines provided by the interoperability manager. The
output of the layout designer is a layout plan L; for each
configuration S; with the machines assigned to dedicated
positions, satisfying all requirements and optimized to
minimize the transportation time and/or handling time. For
a minimization of these, a sequence Sg; representing an order
in which the features of each component can be manufactured
must be taken into account. It may be that multiple sequences
are feasible for the features of one component. If no dedicated
sequence is provided, it is assumed that the features need to
be manufactured following the order the features are listed
and that each component can be manufactured in parallel.

The scheduler creates a schedule Sch; representing the
information when is which feature manufactured on which
machine, for each configuration of the set SC in accordance
to the sequence S¢q; and layout L;. This takes into account
the amount of requested products #n, in an order, as well as
already scheduled orders.

The described sequence of reconfiguration planning tasks
represents an idealized procedure that takes into account one
product at a time. Considering multiple products at a time
requires several iterations of the reconfiguration planning
tasks, especially an advanced scheduling algorithm.

It should be noted that the decisions of the respective
reconfiguration planning tasks are interdependent, so a better
solution may be achieved if an integrated approach is applied.
An integrated approach can be appropriate when it has
been identified that a new product is being introduced and
the production system is in a corresponding phase where
an all-encompassing reconfiguration is possible. However,
a specific response to certain triggers can only be achieved
by modularizing reconfiguration planning into tasks. The
modularization can be enforced by a separate implementation
or by an integration of a selective execution of certain
functions in a monolithic implementation.

C. DECISION MAKER

The decision maker is responsible for the selection of one
configuration from the set provided. The first step is to
evaluate each configuration of the configuration set based
on the operator defined evaluation criteria. Depending on
the consideration of single or multiple evaluation criteria,
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FIGURE 3. Relation of reconfiguration planning tasks.

the decision procedure is distinguished (Fig. 4). If multiple
evaluation criteria are used, it is first analyzed whether there
is one configuration that dominates all other configurations.
A dominant configuration reaches better scores for each
evaluation criterion than the other configurations in the
set. If the configuration set does not contain a dominant
configuration, a Pareto frontier is created. A Pareto frontier
is composed of the configurations that dominate other
configurations in one or more evaluation criteria, a so-called
non-dominant set. A non-dominant set includes the best
configurations, but does not allow any conclusions about a
definite winner. To make a decision, other decision aspects
must be taken into account. Strategic aspects are suitable
here, e.g., reduce the number of used machines, always
select a solution with the least reconfiguration effort, etc.
[45]. Strategic aspects for instance can be expressed in the
form of weights for each individual evaluation criterion.
This enables a definite selection of one configuration of the
non-dominant set.

A similar procedure is applied if only a single evaluation
criterion is considered. Instead of creating a Pareto frontier,
a ranking is created based on the scored value of each
configuration of the configuration set. If no unique winning
configuration can be selected, the configurations with the
same highest score are evaluated based on strategic aspects.
Additional evaluation criteria may need to be introduced if
the selected evaluation criteria cannot be broken down into
several values, e.g., production time.

IV. EVALUATION OF THE DIGITAL TWIN FRAMEWORK
FOR RECONFIGURATION MANAGEMENT

To evaluate the digital twin framework for reconfiguration
management, a four-stage approach is applied. In order to
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validate if the required functions, as stated in the research
question, are included in the developed framework, a case
study is conducted. Based on the case study, no statement
about the quality of the presented solution can be made.
Therefore, the framework will be analyzed for redundant
components, completeness, and if it follows good practice.
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The remainder of this section is structured as follows.
Section IV-A presents the conducted case study based
on the laboratory factory of the University of Michigan.
Section IV-B presents an analysis of whether each component
of the framework contributes to the fulfillment of at least
one of the required framework functions. Section IV-C
analyzes, based on a systematic literature review, which
framework components are used by existing reconfiguration
management approaches. Finally, in Section IV-D it is
analyzed if the framework follows good practice.

A. CASE STUDY

In this section, a case study implementation is presented to
show the application of the presented framework. Therefore,
in this case study, a representative use case is selected, where
the interaction between reconfiguration planning tasks and
the reconfiguration trigger analysis, as well as the decision
maker, is shown.

The considered manufacturing system is the test bed of the
smart manufacturing group of the University of Michigan.
The test bed My consists of two CNC machines M| and
M>, two 3D printers from different brands M3 and My, as well
as a mobile Kuka robot R; to load and unload the machines
and an assembly desk A;. In the initial configuration the
test bed includes one 3D printer, one CNC machine, the
mobile Kuka robot, and the assembly work station My =
{M1, M3, R1,A1}. The layout of the test bed is shown in
Fig. 5, including three unused spaces for extension and
the travel time of the robot between the machines and the
assembly workstation.

| ! | ! M3 My
I : | | 3D Printer 3D Printer
I I =

) 0666 Yoy —]

30 Sec
. Y/_/A Qs—ia 20 Sec
o\ 40 Se

-0 30 Sec 20 Sec
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ey Ty

FIGURE 5. Testbed Layout t;.

|

The test bed produces a model truck p consisting of seven
parts, a chassis ci, a trunk ¢, a cabin c3, and four wheels
{ca, cs, c6, c7} (Fig. 6). The chassis is made of a raw part by
face milling the assembly pins MP1_12 = {FaceMilling} and
drilling the wheel assembly holes MP13_1¢ = {Drilling}. The
trunk and the cabin can be either 3D printed or milled, i.e.
MP31_2 and MP31_33 = {Milling, 3DPrinting}. Since the
wheels are purchased parts, therefore no further component
features or manufacturing processes are listed (cf. Table 3 and
Table 4).

As a strategic trigger, the demand change is considered.
In this case, the demand change results in the same requested
product, but a higher quantity is requested. Table 3 shows
the exemplary product structure of the model truck and
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FIGURE 6. Exploited view of the model truck.

each component’s features. In the following subsections, it is
demonstrated how the capability manager interacts with the
path planner and the decision maker. Each represents one
possible solution to fulfill the respective task. There is a
special focus on the distribution of tasks and the openness of
the manufacturing system to take into account that with each
reconfiguration planning machines can be added or removed.
The modularization shows in particular the adaptability of
the framework to different needs. An integrated optimization
algorithm tailored to an RMS with a fixed number of
machines and known capabilities would likely produce better
results.

TABLE 3. Overview of the model truck product structure.

p: Model Truck

¢ Chassis
f11—12: Assembly Pin
f13—16: Wheel Assembly Hole
¢o: Trunk
f21: Trunk Cutout
fa22: Assembly Cutout
c3: Cabin
f31: M Engraving
f32: Inclined Surface
f33: Assembly Cutout
c4_7: Wheel

1) CAPABILITY MANAGER IMPLEMENTATION

To describe the capabilities of each machine, we use context-
sensitive attributed feature models (CAFMs). Feature models
capture common and variable parts of a machine on a
conceptual level as features in a hierarchical tree. A machine
is described by several features, each feature representing
significant modules or components that can be selected or
deselected to adapt to new requirements by altering the
functionality of the machine [46]. A feature can be either
“mandatory”, i.e., must be selected upon parent selection,
or “optional”, i.e., can be selected upon parent selection.
Optional features can be structured in ‘“‘or” groups, i.e.,
at least one group feature must be selected, or “alternative”
groups, i.e., exactly one group feature must be selected.
Additional relations between features are expressed using
cross-tree constraints, which are logical formulas between
features. Additionally, each feature can be described with
attributes to distinguish certain features, e.g., the diameter
of a tool, and support the configuration selection based
on an objective function. With the use of feature models,
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it is determined which configurations a machine can take.
A valid configuration is described by the sum of the
selected features [47], [48]. Mauro et al. [49] introduced a
concept to relate the features of a feature model to context
information, which can trigger a reconfiguration. This context
information can be used in cross-tree constraints to restrict
or enforce the selection of features in a certain context.
To select a configuration, we make use of the HyVarRec!
reconfiguration engine. To derive a configuration, Hy VarRec
encodes feature models into propositional formulas. Each
feature is translated into a variable and each relationship
between features or constraints is translated into a formula.
To use attributes or arithmetic constraints, the satisfiability
modulo theory (SMT) solver 732 is used, which allows the
replacement of variables by predicates [50].

TABLE 4. Model truck process plan.

p: Model Truck

c1: Chassis

M Py _12: Face Milling

M Py3_1¢: Drilling
co: Trunk

M Py _95: 3-Angle Milling, 3D Printing
c3: Cabin

M Ps;: 5-Angle Milling, 3D Printing

M Ps5: 5-Angle Milling, 3D Printing

M Ps3: 3-Angle Milling, 3D Printing
¢4 - c7: Wheel  None

TABLE 5. Minimal capability management output.

p: Model Truck
c1: Chassis
fu: { M, Mz}
fra: { My, Ma}
fiz: { M1, Mz}
fra: {My, Ma}
fis: { My, Mz}
fre: { M, Mz}
co: Trunk
f212 {]\4{1, ]\/[2, ]\/[3, Af4 }
faai {My, My, M3, My }
c3: Cabin
f31: {]\'11, J\JQ, AJ@, ]\/[4 }
f32: {AI], ]\[2, ]\13, ]\/[4 }
fa3: {My, Mo, M3, My }

To calculate the estimated production time for each
manufacturing process provided by a machine a suitable
calculation formula is needed. The considered case study
includes CNC machines that provide a milling process, which
will be evaluated based on the material removal rate Q. The
material removal rate describes the removed material volume
per minute and is a common evaluation parameter for milling
processes.

For the 3D printing process of the 3D printers, a different
measure is necessary, as it is an additive process where
the component is built layer by layer instead of removing
material from a raw part. For the calculation of the

1 https://github.com/Hy Var/hyvar-rec
2https:// github.com/Z3Prover/z3
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estimated processing time a slicer software is used. A slicer
software creates based on the 3D drawing and the parameter
settings like filling density, layer height, nozzle diameter,
printing speed, printing material, and the used 3D printer,
a control code for the printer and estimates the printing time.
A difference from the estimated processing time for milling
is that it is not individual features that are manufactured but
whole components. Therefore, the comparison and selection
of the machines have to be based on the component level
instead of the feature level.

2) PATH PLANNER IMPLEMENTATION

As the implementation of the path planning task, a genetic
algorithm (GA) is selected. A GA is a popular meta-heuristic
algorithm and is an evolutionary-inspired approach [51].
In general, to initialize a GA, a starting population (Y) is
generated randomly. Each Y consists of n chromosomes (X;)
[52]. A chromosome consists of genes. A binary encoding
is used, so that the input scheme, provided by the capability
manager, needs to be translated into binary form. Therefore,
each gene follows the encoding: M; produces fi,, which
can be true (value = 1) or false (value = (). Based on the
provided input (Table 5), the computed chromosome consists
of 32 genes. Each chromosome X; of a population Y is
evaluated based on a fitness function f. For this case study,
the minimization of the unit processing time fypr (Eq. 1)
is selected as the fitness function. The unit processing time
is the sum of the production time for each feature fpr (Eq.
2) and the set up time fsyr (Eq. 3), which is the sum of
the reconfiguration time that each machine needs to provide
the required manufacturing process and the set up time of
each machine for each component that is processed by that
machine. Assuming that each component only requires one
clamping per machine, neglecting further clamping may be
needed for different features.

After the first population is generated and evaluated, the
next generation is created. Therefore, two chromosomes
are selected based on their fitness, i.e. the scored value of
the fitness function. These chromosomes are used to create
offsprings based on a defined cross-over probability (CX),).
Furthermore, with the help of a defined mutation probability
(M},), some of the genes of the offspring are flipped randomly.
Following this procedure, a new population is created. The
use of a population, as well as cross-over and mutation,
ensures that the solution does not approximate a local
optimum [51]. The repetition of creating new generations
is stopped when a certain threshold or the maximum of
generations is reached.

The problem considered here, the selection of machines
to manufacture a particular product feature, is a non-
linear constrained problem. To use GAs to solve constraint
problems, constraint-handling means need to be incorporated
[51]. To transform the constraint problem into a non-
constraint problem, a static penalty function is introduced.
The penalty function is the most common technique, but
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requires a high population size and a high number of
generations [51]. To ensure the manufacturability of the
product, each feature needs to be manufactured by at least one
machine. For each chromosome, this constraint is checked,
and if it is violated, a penalty time is assigned to the fitness of
the chromosome instead of the fitness value. The constraint
that if 3D printing is selected for a feature of a component, all
features of that component must be 3D printed is also covered
by a penalty function. The penalty time is assigned to the
fitness of a chromosome if this constraint is violated, e.g.,
if a component is manufactured by milling and 3D printing.

For this case study, a two-point crossover with a crossover
probability CX, of 0.5%, a mutation rate M, of 0.2%,
and the tournament chromosome selection technique are
used. A starting population size of 600 and a number of
100 generations are used. The ten best chromosomes are
saved and passed to the decision maker. The implementation
is based on DEAP? an evolutionary computation framework
[53]. The execution of the GA took 4.353424 seconds running
on a standard PC equipped with a 1.8GHz CPU and 16GB
RAM. Fig. 7 shows the performance of the GA. The blue
line represents the average fitness (Eq. 1) of the considered
generation. It shows that after about ten generations, much
fewer non-valid configurations are created.

minfypr = Z(fPT + fsur), )]

n
frr = ZPTMLfm “Xfigs @)
i=1

n n
fsur =D SUTw, - xe; + D RTuy, x5, (3)
i=1 i=1

where:

frr: is the estimated production time

fsur: is the estimated set up time including the
reconfiguration time

PTyyf,: is the production time of machine M; to
manufacture feature fi,

b 1 if feature f;, is manufactured on machine
M;

SUTy;:  setup time of machine M;

Xe; 1 if machine M; manufacture any of the
features of component c;

RTyy,:  reconfiguration time of machine M; to

change from initial configuration into the
configuration to manufacture feature f;,

3) DECISION MAKER IMPLEMENTATION

To select a configuration the decision maker needs to be
provided with one or several selection criteria and a set
of feasible configurations. As a selection criterion, the
throughput rate per day is selected. The throughput rate
is calculated according to ISO 22400-2 based on actual

3 https://github.com/DEAP/deap
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FIGURE 7. Overview of the GA performance.

production times and delay times. However, reconfiguration
planning requires working with predicted times, Fig. 8 shows
the simplified representation of the throughput rate per day
(p/d). This use case considers the throughput rate per day,
where one day contains three 8-hour shifts. To follow the ISO
22400-2 the reconfiguration time is considered as part of the
set up time. The decision maker receives a 10 best-of feasible
configurations list determined by the path planner. Each of the
configurations is evaluated in the same manner as described
in Equations 2 and 3. Additionally, the transportation time
needs to be calculated.

Throughput
Rate

Unit Execution
‘ Hour ’/[ Time ]

A

Unit
Processing
Time

+ [ Set Up Time J

FIGURE 8. Throughput rate, simplified representation based on ISO
22400-2.

Transportation

+ Time

Production
Time

As in this case study, no layout designer is considered, the
layout for each configuration remains the same as depicted in
Fig. 5. Based on the layout and current transportation times,
a matrix is created (Table 6). The matrix reads as follows;
the transport from a machine of a certain row to a machine
in a certain column takes x seconds. It is assumed that
the robot is positioned in the middle between all machines.
The robot provides the machines with the raw material and
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picks up the components. Components are stored within
the robot and transported to the assembly workstation when
all components are ready for assembly. Furthermore, it is
assumed that all features are manufactured in the sequence
listed in Table 3 and, therefore, do not include the acceleration
of the unit processing time. The transportation time for
each configuration is calculated accordingly, whereas it is
assumed the robot waits in front of the machine until it is
finished.

TABLE 6. Transportation time matrix according to Fig. 5 (in s).

0 My, My Mz My R A

from

M, 0 20 60 70 30 70
Moy 20 0 60 70 30 20
M3 60 60 0 20 30 70
My 70 70 20 0 40 20
Ry 30 30 30 40 0 40
Aq 70 20 70 20 40 O

The selection procedure follows the defined flow for a
single selection criterion presented in Section III-C, Fig. 4.
If one configuration reaches a higher throughput rate than the
other configurations, this configuration is selected. If there
are several configurations with the same throughput rate,
further criteria or operator preferences can be considered to
select one configuration. In this case study the configuration
with the lowest reconfiguration time is selected, as recon-
figuration is still assumed to have the greatest deviation in
execution time and generally is considered as a non-value-
adding activity.

Table 7 represents a comparison of the current configura-
tion 7y and the new configuration #; selected by the decision
maker. Instead of using the 3D printer M3 for components
¢y and c3, the 3D printer My is selected for component c3.
Furthermore, the CNC machine M is replaced by the CNC
machine M> manufacturing component c.

4) CASE STUDY SUMMARY

This case study successfully demonstrated that an individual
solution for reconfiguration management can be derived from
the framework. Two tasks of reconfiguration planning have
been implemented independently using different solution
approaches. The interaction of these tasks is based on
the definition of input and output schemata respectively.
The functional requirements operator support, including
different economic factors, considering different reconfig-
uration triggers, as well as updating the reconfiguration
space can be satisfied by using the framework as a
blueprint.

In general, the case study revealed aspects that could be
improved by considering further reconfiguration planning
tasks. For example, the inclusion of scheduling could allow
the production of individual components to be parallelized.
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TABLE 7. Comparison of configuration t, & configuration ¢,.

Configuration ¢ty | Configuration ¢;

TR 275pd | TR 39p/d
PT 281 min | PT 253 min
Performance | RT 90 min RT 60 min
SUT 150min | SUT 120 min
Tr 333 min | TT 2.83 min
i M,y M,
fi2 M, Mo
‘o f13 M,y M,
o J1a M,y M,
% Jis M, M,
& J16 M,y Mo
g e fa1 M; M;
fa2 Ms; M,
f31 M3 M,
3 | f32 Ms M,
f33 M; M,

T R: Throughput Rate, according to Fig. 8
PT': Production Time, according to Eq. 2
RT': Reconfiguration Time, according to Eq. 3
SUT: Set Up Time, according to Eq. 3

T'T": Transportation Time, according to Table 6

The implemented solution always considers the entire
product at once. In addition, the reconfiguration time is
calculated based on the configuration of the machine at the
time of planning. Considering the sequence of the process
steps could lead to a reduction in reconfiguration time.
Whereas the consideration of the transport time is negligible
here. Thus an implementation of a layout designer would
have little effect.

B. REDUNDANCY ANALYSIS

As stated in Section II-B, four functional requirements are
derived from the research question stated in Section I.
To access the redundancy, each framework component must
contribute to at least one of the functional requirements.
An overview of the redundancy analysis is presented in
Table 8.

1) F1 (OPERATOR SUPPORT)

The reconfiguration planning tasks are each represented by
one component: path planner, scheduler, layout designer,
interoperability manager, process planner, and capability
manager. Each of these helps to explore the solution space
and generate solutions for reconfiguration. Therefore, the
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reconfiguration planning does not have to be conducted by
the operator. Further, the components reconfiguration trigger
analyzer and decision maker also support the operator. The
reconfiguration trigger analyzer monitors the defined triggers
and initiates the reconfiguration planning. The latter instead
presents solutions via the component eastbound interface to
the operator and if enabled selects a reconfiguration solution
for the operator.

2) F2 (CUSTOMIZED OPTIMIZATION)

The components decision maker and eastbound interface
support customized optimization by enabling an adaptation of
the optimization criteria and optimization function. However,
only optimization criteria can be introduced for which the
data is available.

3) F3 (OPERATIONAL AND STRATEGIC RECONFIGURATION
TRIGGERING)

To fulfill this requirement, data needs to be collected and
processed from the RMS itself and peripheral systems, e.g.,
MES or ERP. Therefore, the components data processing,
data collection, and eastbound interface are required. Finally,
the component reconfiguration trigger analyzer uses this data
to monitor the triggers and initiate reconfiguration planning
when needed.

4) F4 (DYNAMIC RECONFIGURATION SPACE)

To obtain a dynamic reconfiguration space, i.e. adapted to
the current system state, the components data processing,
data collection, and reconfiguration trigger analyzer are
required. As stated above, data processing and data collection
provide the corresponding data. Further, the reconfiguration
trigger analyzer takes these into account to decide which
reconfiguration planning task to initiate based on the current
system state and the current trigger. This dynamically adjusts
the reconfiguration space depending on the trigger and
system state.

TABLE 8. Redundancy analysis.

Reconfiguration Planning Data Layer

5
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C. COMPLETENESS ANALYSIS

To assess whether the framework is complete or misses
important components, a systematic literature review (SLR)
is conducted. In general, an SLR is defined as a structured
strategy for assessing previous literature findings. There are
various methods for conducting an SLR, depending on the
research domain and the intended outcome. The conducted
SLR is based on [54] and [55] for detailed insights see [30].
To identify the relevant literature the following search strings
resulting from the combination of the two categories are
defined:

« Reconfiguration Management and related concepts:
reconfiguration management, reconfiguration, adaption,
self-adaption, self-adapting, self-configuration, self-
configuring, adaptation, self-adaptiveness

« Domains in which reconfiguration is predominant:
cyber-physical system/s, cyber-physical production sys-
tem/s, manufacturing system/s, reconfigurable manu-
facturing system/s, flexible manufacturing system/s,
adaptable manufacturing system/s, cpps, cps, rms, rmt

Based on the defined search stings, an automatic extraction
of the literature from the scientific databases IEEEXplore,
SpringerLink, and ScienceDirect was conducted with the
help of the tool described in [56]. The search was limited
to publications published no earlier than 2018, as this was
the first year that a significant increase in interest in digital
twins and manufacturing was evident in Google search trends.
As shown in Fig. 9, a total of 404 publications were retrieved
from the scientific databases and screened for inclusion. For
an inclusion decision, the abstract of each publication is
independently screened by two researchers to decide whether
it should be included in the full-text analysis or not. In par-
ticular, a publication was included if it considers at least one
of the above stated aspects of reconfiguration management
and one of the following domains: Discrete Manufacturing,
Cyber-Physical Systems, or Reconfigurable Manufacturing
Systems. Additionally, publications were excluded if they
were surveys themselves or if the provided use case was
not related to reconfiguration at the machine/shop floor
level (e.g., FPGA reconfiguration). Generally, if there were
any doubts about the eligibility of a publication, a third
researcher was consulted for the final decision, to decide if
the publication is suitable for the full-text review. A detailed
description of the inclusion and exclusion criteria can be
found in [30]. Of the 404 publications, 67 publications were
included in the detailed literature analysis.

The 67 publications were read carefully and if one of
the components was addressed in the present approach a
point was awarded for the respective component. In total,
67 points could be scored for each component, which was
not reached by any of the components. That means that no
component of the digital twin framework for reconfiguration
management was included in each of the publications. At the
same time, no component was not considered at all. Fig. 10
presents the results of the analysis in total numbers and
percentages. The most considered reconfiguration planning
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Records identified from:

IEEEXplore (n=55)
SpringerLink (n=191)
ScienceDirect (n=158)

!

Records screened (n = 404) Records excluded for:

(Abstract review) Domain (n =190)
Use Case (n=12)
Requirements (n=108)
Survey (n=27)

Records included
(Full-text review)

(n=67)
FIGURE 9. Overview of the SLR method.

component is the capability manager, considered by about
80% of the publications. Interoperability management and
data processing are considered much less frequently. Espe-
cially interesting is that more often data collection is taken
into account than data processing. Further, configuration
evaluation should be added as subcomponent of the decision
maker to the framework, as this was mentioned explicitly in a
high amount of publications, but is only considered implicit
in the presented digital twin framework for reconfiguration
management. The results for each publication are presented
in Table 10 in Appendix A.

In summary, none of the defined framework components
are identified as not relevant and no further component
could be identified that needs to be included. The latter was
concluded because reading the papers did not reveal any
functionality not covered by the framework components.

Usage in %
0.4

0.0 0.2 0.6 0.8

Process Planning

Layout Design

Path Planning

Scheduling

Capability Management
Interoperability Management
Data Collection

Data Processing
Configuration Knowledge
Decision Making
Reconfiguration Trigger Analysis
Eastbound Interface

Configuration Evaluation

0 10 20 30 40 50
Usage

FIGURE 10. Result of completeness analysis.

D. GOOD PRACTICE ANALYSIS

Moyne et al. [24] present a set of 32 requirements a digital
twin framework should comply with to follow good practice.
These requirements are clustered into three categories:
requirements related to the DT definition and its today usage
(Table 9, i.1-1.11), requirements related to DT applications in
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the near future (Table 9, ii.1-ii.16), and requirements related
to DT applications in the longer term (Table 9, iii.l-iii.4).
The requirements from category i. are considered mandatory,
whereas each fulfilled requirement from category ii. and
iii. as a benefit to complement the best practice solution.
Table 9 lists all 32 requirements and the analysis result. If the
developed DT framework for reconfiguration management
meets the requirement, a B is set, otherwise a [J. In the
following, the mandatory requirements of category i are
described, as well as the fulfilled requirements of category
ii and iii.

The modular design of the framework in general and
especially of the reconfiguration planning requires to specify
the interfaces of each framework component. This allows
the reuse and portability of each component solution. At the
same time, this has the effect that the framework can be
extended as desired. Modularization is the foundation of
individualized adaptation of reconfiguration management
with respect to project needs. Therefore, requirement i.7 is
fulfilled. Requirement i.2 is fulfilled as the foundation of
the framework is built by data, information, and models
stored and provided by the data layer. The framework does
not prescribe explicit models, but system state models are
required for the reconfiguration planning and the RTA. Fur-
thermore, the configuration knowledge needs to be captured,
where configuration models can be used. The framework
includes a decision maker that provides the DT client with
the reconfiguration solution. Further, the execution of the
reconfiguration planning is supported and triggered by the
RTA, which leads to the fulfillment of requirement i.3.
In the current state requirement i.4 is not fulfilled as the
framework does not include narrow DT intelligence, but does
provide means to integrate it. For example machine learning
algorithms can be integrated to estimate the processing
time based on actual data. The RTA combines analytical
functions with subject-matter-expertise (SME), fulfillment of
i.5. Each trigger has to be defined by experts, but automatic
analyses observe these during operation and call for action if
required. The decision maker selects a reconfiguration plan
based on defined objectives. The values of the objectives
are estimated based on the currently provided data. These
estimated values can be compared to the exact values of
execution and therefore deliver quantifiable metrics to assess
the DT capability. In the same manner, the precision of the
DT can be determined; fulfillment of requirement i.6 and i.7.
Requirement i.8 is satisfied, since the added value can be
calculated on the basis of the selected optimization objectives.
The evaluation of the added value created by the DT is
therefore individually based on the operator preferences.
For this purpose, the objectives can be integrated into a
company-valid KPI system. Correct or incorrect operation of
the DT is reflected in the achieved added value and is thus
ascertainable and quantifiable, which fulfills requirement i.9.
Requirements i./0 is fulfilled due to the modular design of
the framework and the interface definition, which allows to
evolve individual components without causing a complete
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TABLE 9. Evaluation of best practice, requirements copied from [24, p.8].

#

Requirement

i.1

1.2
i.3

1.4

i.5

1.6
1.7

1.8
1.9

.10

.11

The DT capability is modular; boundaries and relationship with the interacting physical
twinned system are clearly defined.

The DTs use models to replicate an aspect of an asset, process, system or product.

The DT solution must also include some computational engine that supports the model and
provides the required capability to the DT client.

The DT must be able to use some form of narrow DT intelligence that allows the DT to provide
its capability in a specified application domain.

The DT must be able to incorporate analytics and subject-matter-expertise in a complementary
fashion to realize intelligence in solutions.

The DT must deliver its capability in terms of one or more quantifiable metrics.

The accuracy of the DT in providing these quantifiable metric(s) must be ascertainable and
quantifiable.

The DT must deliver a quantifiable net value-add in its application environment.

The financial benefit of correct operation of the DT in its environment as well as the cost of
incorrect operation in that environment must be ascertainable and quantifiable.

The framework must support an evolution rather than revolution of capabilities, especially
supporting the evolution of existing capabilities to align with the ultimate DT framework
vision.

The framework must support the entire DT lifecycle from envisioning and design through
development, validation, deployment and maintenance.

ii.1
1.2

ii.3

ii.4

ii.5

ii.6

i.7

1.8
ii.9

ii.10

ii.11

.12

ii.13

.14
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Re-usability: DT solutions must be portable, re-usable and scalable.

Re-usability: Degree and method of re-usability (e.g., data translation, sub-set of metrics) must
be definable.

Interoperability: Multiple instances of the same DT class must be allowed to interact in a
coordinated fashion.

Interoperability: Integration of and coordination between instances of different DT classes
must be supported.

Interoperability: Integration of and coordination between DT and non-DT components must be
supported.

Interchangeability: Interchangeability of different instances of the same DT class must be
supported.

Interchangeability: The framework must support standardized definitions of DT structure,
baseline minimum abilities, quantifiable capabilities metrics, exposed interfaces, services
provided, and behavior exhibited.

V&V capability: Standardized, reusable and quantifiable V&V processes must be supported.
DT maintainability: The minimum required DT output quality (see requirement i.7) to provide
its intended capability must be quantifiable. Diagnosability of lack of sufficient quality of DT
output (e.g., outside of threshold limits) should be identifiable in a time-critical fashion.

DT maintainability: the DT should be updated to continue to provide sufficient output quality if
that level of maintenance is a requirement for the DT (e.g., as a form of scheduled maintenance,
or as a consequence of the DT providing lack of sufficient output quality, see requirement ii.9).
DT maintainability: DT improvement support must include solution model tuning as well as
model re-building or replacement; this capability should trend toward being fully automated.
DT capability and accuracy: DT solutions must be able to use evolving analytics techniques,
including improvements on existing techniques and novel new techniques.

DT capability and accuracy: DT solutions must support structured and automated integration
of analytics and subject-matter-expertise information.

DT extensibility: DT framework must be extensible to support DT solutions across the entire
smart manufacturing ecosystem.
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TABLE 9. (Continued.) Evaluation of best practice, requirements copied from [24, p.8].

#

Requirement

ii.15

1i.16

DT extensibility: DT framework must address security requirements, including data partition-
ing and IP security required for DT operation across the entire SM ecosystem.

Sustaining a DT technology community: DT framework must provide a common DT defini-
tion, taxonomy and other mechanisms that allow the community to collaborate on DT technol-
ogy, from DT fundamental research through applied research, development, deployment, and
maintenance.

iii. 1

1ii.2

1ii.3

iii.4

DT framework must support virtual counterparts across the entire smart manufacturing ecosys-
tem (including the full supply chain), that can be used for detection, prediction, prescription
and analysis of all aspects of operation.

Automation of DT creation, validation and integration must be supported; generally, automa-
tion of the entire DT lifecycle must be supported, except for aspects of envisioning and design.
DT framework must support an evolution from narrow intelligence towards more general
intelligence with fewer context restrictions (e.g., narrow Al to AGI).

DT framework must support the marrying of SME and analytics as a continuing integral part

B. Caesar et al.: Digital Twin Framework for Reconfiguration Management

of DT capability and evolution.

revision of the DT. At the same time, further capabilities
can be added to the DT. The developed framework serves as
a blueprint for the engineering of a DT for reconfiguration
management. During envisioning the framework can be used
to show what a full-fledged reconfiguration management
solution looks like and relevant framework components can
be selected as needed. The system architecture and interface
definition provided by the framework support design and
development. The framework can also be used to validate
different designs if combined with simulation models.
In addition, the modular character also supports deployment
and maintenance, as individual components can be deployed
and maintained step by step. Therefore, requirement i.// is
marked as fulfilled.

Next, consider the optional requirements. Requirement ii. /
and ii.2 are fulfilled as the framework follows a modular
approach that enables re-usability. The reusable components
include reconfiguration planning since the interfaces and the
required models are defined. These models are provided
via the data layer and can be added or updated at any
time. The other framework components must be adapted
to the respective RMS, as well as the operator goals and
preferences. The DT classes referred to in [24] are equal
to the components of the framework. Multiple instances
of one component are not explicitly foreseen, but for the
reconfiguration planning components it can provide benefits
if for specific reconfiguration triggers different solutions are
required. In exchange, it is required to implement the RTA
so that the different instances can be included, which allows
to fulfill requirement ii.3. Due to the interface definition
and specification, the interoperability of the components is
ensured. For the interoperability of non-DT components,
the eastbound interface is included. At the same time, this
enables the interchangeability of the component instances
and the extensibility to include not yet foreseen components,
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fulfillment of ii.4, ii.5, ii.6, ii.7, and ii. [ 4. Requirement ii. [ 6 is
fulfilled as together with the framework, a detailed definition
of a DT was prepared based on relevant publications.
In addition, a definition of reconfiguration and associated
tasks is provided. Both, as well as the interface description,
enable DT community collaboration.

Finally, ten of eleven mandatory requirements are ful-
filled. Beyond that nine of sixteen requirements related
to the DT application in the near future can be satisfied
by the current framework state. Unfortunately, so far none
of the requirements for the DT application over the long
term can be fulfilled. Requirement iii.2, the automation
of the DT creation, is considered and supported by the
developed method published in [57]. In summary, the degree
of compliance with the mandatory requirements is 91%
and with the optional requirements is 45%. This allows the
conclusion that the DT framework follows a good practice
for the current deployment and can be improved for future
usage.

V. SUMMARY

In this article, the formation of a digital twin framework to
approach reconfiguration management as a holistic problem
was presented. The presented framework helps to gain a
deep understanding of the tasks required for reconfiguration
management. The most relevant tasks and framework com-
ponents are described and explained in detail. Flow charts
are included to present the general procedure, which needs
to be customized for the respective application. Each task,
depending on the reconfiguration trigger, can be executed to
find a solution for the changed requirements of the system
configuration. The potential of a DT for reconfiguration
management as a solution for considering strategic and oper-
ational reconfiguration triggers is highlighted. Furthermore,
a modularization of reconfiguration planning is proposed
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TABLE 10. Results of the systematic literature review.

#
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to allow flexible consideration of different triggers. The
framework should serve as a template for the development of
reconfiguration management solutions and should not be seen
as a closed solution, but as extensible and customizable. Each
of the presented components and tasks can be implemented
with different solutions and must be supplied with appropriate
models and data for use during operation.

In summary, the evaluation of the presented DT framework
for reconfiguration management has shown that it includes
the required functions as stated in the research question,
is complete and doesn’t include redundant components, and
finally follows good practice, for the current deployment of
DTs. The practical implementation of the DT framework for
reconfiguration management was shown to a limited extent.
In conclusion, further research on its practical application
must be conducted.

APPENDIX A
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