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ABSTRACT This paper investigates 2 difficult problems encountered in magnetic levitation systems:
robust control design and disturbance rejection. A PI-PDN robust control strategy is developed to control
the position of a 1-degree-of-freedom (DOF) magnetic levitated rigid beam system or MLS for precision
positioning applications under parametric variations, uncertainties, and external disturbances. The proposed
PI-PDN gains are optimized by employing a Genetic Algorithm (GA), Marine Predator Algorithm (MPA),
and Particle Swarm Optimization (PSO). GA-tuned gains lead to manifold improvement in key time
and frequency domain performance specifications of rise time, settling time, overshoot, tracking error,
bandwidth, classical gain, and phase margins. Additionally, the metrics of disk margins (DM) are employed
for assessing the robustness of a closed-loop system subjected to simultaneous variation in gain and
phase. To demonstrate the performance and effectiveness of the proposed GA-PI-PDN topology, numerical
simulation results are compared with corresponding results of the benchmark PIDN with that of PI-PDN and
GA-PI-PDN. The developed control algorithms were deployed on a dedicated embedded system utilizing
Simulink automatic C++ code generation capabilities. The development of different control strategies was
aided by building high fidelity mathematical model of electromagnets and experimental determination of
important model parameters.

INDEX TERMS Magnetic levitation, precision positioning, PI-PDN controller, GA-optimization.

NOMENCLATURE
A Electromagnetic pole face area, (m3).
B Flux density between magnetic pole and target

object, (T).
Fu Electromagnetic force of upper electromagnet, (N).
Fl Electromagnetic force of lower electromagnet, (N).
g Nominal air gap between electromagnets and target

object, (m).
Gc Transfer function of controller.
i Current passing through actuator windings, (A).
Ib Bias current, (A).
ic Control current, (A).
Kd Derivative term of PID.
ki Force-current factor, (N/A).
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Ki Integral term of PID.
Kp Proportional term of PID.
kx Force-displacement factor, (N/m).
l Length of electromagnetic pole face, (m).
Lo Nominal inductance, (H).
L (s) Loop gain.
m Mass of the PFB, (Kg).
MS Peak of sensitivity function, (dB).
MT Resonant peak, (dB).
Nt Number of turns of electromagnetic coil.
N Filter derivative coefficient.
S (s) Sensitivity function.
T (s) Complementary sensitivity function.
Tp Peak time, (s).
Tr Rise time, (s).
Ts Settling time, (s).
w Width of the electromagnetic pole face, (m).
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W stored magnetic energy, (N∗m).
x Distance of the beam from equilibrium point, (m).
X (s) Output displacement, (m).
X∗(s) Reference displacement, (m).
µ0 Permeability of air between the levitated object

and electromagnets, (H/m).
ζ Damping ratio.
α Size of disk.
σ Skew of disk.

I. INTRODUCTION
Magnetically levitated precision positioning systems are
needed to performmicro to nanometer-scale positioning tasks
in scientific instruments and manufacturing machines [1].
One state-of-the-art example of precision motion systems
includes a photolithography machine [2] for the manufac-
turing of integrated circuits (ICs), where sub-nanometer
positioning accuracy and very high speed is required.
Similarly, IC inspection and packaging systems, scanning
probe microscopes [3], additive manufacturing systems [4],
[5], in-clean-room transportation system [6], stages for
ultra-precision optical payloads [7] and precision machine
tools are some other applications of precision positioning
systems. Hence, the productivity and quality of the process is
influenced by the motion accuracy of the maglev positioning
system, and the attenuation of micro-vibrations transmitted
from several disturbance sources.

Maglev is an open-loop unstable system with no damping,
and reasonably fast response which makes it sensitive
to external perturbations [8]. To achieve the objective
of stable levitation and vibration isolation simultaneously,
a controller is needed that can provide a good trade-
off between reference tracking and disturbance rejection.
For instance, Sun et al. [9] introduced an adaptive fuzzy
cooperative control technique for the suspension system
of maglev trains. The proposed approach outperformed
traditional methods in terms of irregularity tracking, anti-
saturation properties and cooperative capabilities, resulting
in a robust system. Furthermore, steady-state error was
reduced by 45% compared to Proportional Integral Derivative
(PID) control while also significantly reducing overshoot and
settling time. However, some residual overshoot remained
despite these improvements. Sun et al. [10] also proposed
a reinforcement learning-based adaptive control law, which
made use of a neural network to estimate the time-varying
mass and external perturbations, while a compensator was
employed to eliminate the input time delay. The controller
achieved an 80.5% higher accuracy compared to traditional
Sliding Mode Control (SMC) when dealing with input time
delays. Similarly, in literature, numerous advanced control
techniques have been proposed, such as H∞ controller [11],
adaptive terminal sliding mode control [12], adaptive finite-
time fuzzy control [13] and hybrid adaptive feedforward
internal model control [14] etc. All these controllers have
complex structures which add to the computational cost.

Hence, owing to its simple structure, conventional PID is
still widely used. Jin et al. [15] used magnetic levitation
to control the modal vibration of flexible hot galvanized
steel strip in 1 DOF. He proposed a PID controller with
phase compensator and tuned the compensator parameters to
reduce the amplitude of 1st order bending mode, with 20 Hz
frequency, by 89.2%. Shi et al. [16] combined gimbals
and magnetic bearings to inertially stabilize a platform to
provide a better line of sight. For low-frequency vibration
estimation, he replaced displacement error with next-order
error using linear extended state observer (LESO) and used
a PID controller for vibration suppression. The simulations
validated that this technique accelerates the convergence
rate and reduces the observation error, yet there remained
some overshoot. Demiroren et al. [17] magnetically levitated
a ball using fractional order PID (FOPID) and tuned its
parameters using an opposition based artificial electric
field algorithm (ObAEF). The simulations showed that the
proposed controller improved the response but still exhibited
a 14.86 % overshoot. Motohiro Takahashi [18] used a PID
controller in the magnetic levitation stage to achieve position
accuracy in nanometers. The gains of the PID were adjusted
for stability, by evaluating Nyquist plot. The gain margin
of 6 dB and phase margin of 300 degrees were achieved,
with a peak magnitude of 5 dB at around 100 Hz frequency.
A 1-DOF PID controller structure is also extensively used
at the industrial level, but as far as the highly unstable
maglev process is concerned, the benchmark PID does not
show satisfactory closed-loop performance. From the above
references, it is perceived that PID exhibits a large overshoot
due to the occurrence of dominant zeros in the closed-loop
transfer function of the system. Hence, a derivative kick
can be observed when there is a sudden change in the set
point (and the error). Contrary to this, a 2-DOF PI-PDN
controller proposed here has zeros too far from the origin,
in the left half of the plane. Consequently, one can achieve
a 0% overshoot. Ghosh et al. [19] levitated a ferromagnetic
ball with a single electromagnet employing a 2-DOF PID
controller architecture illustrating several improvements in
time and frequency domain performance criteria. However,
the scheme suffered from time delays due to the presence of
feed-forward control which acted like a filter element for the
reference signal.

A 1-DOF cantilever arm-type precision positioning actua-
tor comprising of a combination of permanent magnet and
electromagnet was devised by Kumar et al. [20] as well
as by Sisodiya et al. [21] for the micro-electrical discharge
machining (µ-EDM) manufacturing process. Despite its
clever design, the device is similar to a ferromagnetic
ball being suspended by a single electromagnet (EM).
Nonetheless, the cathode tool mounted at the end of the
cantilever arm is akin to a tip mass mounted at the end
of a cantilever beam [22]. Wherein authors [22] developed
an electromagnetic actuator for vibration control employing
PID, quadratic and optimal feedback control strategies, albeit
using a single EM.
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The wafer inspection system, crucial in the field of
semiconductor manufacturing, plays a vital role in examining
wafer quality at micro to nanometer scales. Unfortunately,
external vibrations from sources such as machinery or
foot traffic can hinder its performance. To overcome these
challenges, a novel solution has been developed: an elec-
tromagnetic levitation system. By utilizing electromagnetic
forces, this system lifts the wafer stage, enabling both precise
positioning and isolation from vibrations. Thus, as gleaned
from the reviewed work, utilization of a single EM leads to
a complex nonlinear relationship between input coil current
and resulting force, giving rise to stabilization challenges.

The performance of a controller is susceptible to the
fine-tuning of controller parameters. Gaikwad et al. [23]
designed a PID controller for an air levitation system and
optimized its gains using a Genetic Algorithm (GA). When
compared with particle swarm optimization, ant colony
optimization and fuzzy logic, GA showed the smallest values
of objective functions based on feedback error. Zhu et al. [24]
compared GA-optimized fuzzy-PID controller with simple
fuzzy-PID and showed that the former one has 22.32%
less regulation time, 23.29% shorter rise time and 7.18%
reduced steady-state error. Barman et al. [25] demonstrated
that Ziegler-Nichols (ZN) tuning technique for PID provides
better outcomes when compared with conventional PID.
But still, it had large settling time and rapid oscillations.
To further enhance the performance, GAPID was used
which resulted in minimum settling time and rise time.
Ahsan et al. [26] investigated the GA-optimized PI controller
and demonstrated that it outperformed the traditional root
locus tuning method and meta-heuristic Marine Predator
Algorithm (MPA) by as much as 22%, offering superior
tracking performance with reduced control efforts.

This research aims to design a robust controller that can
stabilize the 1-DOF Magnetic Levitated System (MLS) and
attenuate the external vibrations concurrently by employing
a pair of EMs. This work is the extension of the author’s
previous work on 1-DOF levitation of ferromagnetic beam
[27], wherein a simple conventional PID controller was
designed and implemented. However, in this work, several
amendments are carried out to attain precision positioning of
the pivoted-free beam, with possible utilization in precision
manufacturing or similar applications. The improvements are
listed below:

1) Building upon the authors’ earlier work [27] and
taking a cue from the 2-DOF control architecture of
Ghosh et al. [19], this paper demonstrates several
improvements. Notably, this research work employs a
differential pair of electromagnets to levitate a ferro-
magnetic beam for precision positioning as opposed to
a single electromagnet employed by many researchers
for instance: to levitate a cantilever beam [22] for vibra-
tion control, to levitate a steel ball [17], [19], [28], [27],
and in manufacturing processes [20], [21]. Utilization
of a pair of EMs topology enables linearization of
the force-current relationship, thereby simplifying the

controller synthesis process significantly. As well as
improved controller performance.

2) In here two different 2-DOF topologies are proposed,
i.e., I-PDN and PI-PDN to control the coil current
in the EMs. While no feedforward filter is employed
unlike [19] thereby speed of response is shown to
be fairly quick with no obvious time delays thus
leading to improved robustness characteristics. Along
with classical gain and phase margins, the metrics of
disk margins (DM) are also employed for assessing
the robustness of a closed-loop system subjected to
simultaneous variation in gain and phase.

3) Exploiting the progress made in evolutionary algo-
rithms such as GA, MPA and PSO the 2-DOF
controller gains are tuned offline in an optimal and
automated manner. Thus, the proposed 2-DOF control
architecture along with the GA optimization of integral
of time-weighted absolute error (ITAE) cost-function,
efficiently enhances overall MLS performance as
compared to the manually tuned controller designs.
Including the crucial bandwidth of the MLS leading to
reduced ingress of sensor noise in the closed loop.

4) Importantly, here electro-magnet parameters force-
displacement and force-current factors are experimen-
tally determined unlike in [27] for improved control
design.

The paper is organized as follows: Section II presents
the experimental setup and methodology. In Section III,
a mathematical system model is developed, and parameters
are estimated. Next in Section IV, various 2-DOF controllers
are designed and implemented using Simulink due to
limitations of PIDN. Bode plots of controllers for analysis
are provided in Section V while the optimization problem
setup, for robust controller gains, is presented in Section VI.
Section VII provides a comparative analysis of the results
obtained from GA, MPA, and PSO optimization techniques.
Experimental validation of the controllers can be found in
Section VIII. Section IX concludes the whole study.

II. EXPERIMENTAL SETUP
A CAD model of the test rig is shown in FIGURE 1.
In most of the maglev configurations the vertical motion
is supported by a single electromagnet. Contrary to this,
a prototype of a maglev beam is developed which is stabilized
between differential electromagnets. This configuration is
more suitable for long-stroke applications and ensures safety
as it stamps out the risk of the levitated object breaking free
of the magnetic pull. The small clearance between the EMs as
well as the disturbance acting on the levitated object demands
fast response from the actuators for stabilizing the levitated
object. The control signal for the EM actuators is a PWM
signal, switching at a very high frequency of 20 kHz. The
object to be levitated is a rigid beam made of ferromagnetic
material and weighs 0.104 kg. The beam is pivoted at one
end, and it can freely rotate about the axis passing through
the pivot point, which is a frictionless pin joint. A Hall
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effect sensor is used for beam displacement measurement.
This magnetic sensor-based positioning of the levitated target
ensures sub-micron-level accuracy [29], [30]. LAUNCHXL-
F28379D microcontroller board is employed for controlling
the peripherals and regulating the input and output commands
in the system.

FIGURE 1. CAD model of the experimental setup.

The workflow is shown by a block diagram in FIGURE 2.

FIGURE 2. Process flow diagram.

The whole system is run through Simulink in real-time.
A PWM signal command is given by Simulink to the
microcontroller. It then generates a PWM signal and feeds
it into the drivers which regulate the current in both upper
and lower electromagnets. This current is responsible for the
electromagnetic force generated by the EMs for levitating the
beam. The displacement of the beam between the EMs is
measured by a displacement sensor and the analog signal is
fed back to the microcontroller, which is then converted into
a digital signal by ADC in Simulink, and this closes the loop
of the control system.

III. MATHEMATICAL MODELING
The configuration of electromagnets employed in this study is
a differential-type configuration. In differential actuators the
levitated object can move between a pair of actuators. Here a
PFB is levitated due to applied electromagnetic forces by two
I-type electromagnets mounted on both sides of the levitated

object, in vertical direction, as shown in FIGURE 3. The force
applied by a single I-type actuator on the levitated object is
given by (1).

F =
B2A
2µ0

(1)

where B is the flux-density of the gap between electromagnet
and the levitated object, A is cross-sectional area of
magnetic core and µ0 is the permeability of air between
electromagnetic actuator and beam.

FIGURE 3. Schematic diagram of differential I-type electromagnets.

If the flux-densities for lower and upper air gaps are B−

and B+ then the net force applied by the electromagnets on
the beam is given by (2), which is the difference between the
two magnetic forces.

F =
A

2µ0

(
B2

+ − B2
−

)
(2)

where B is given by,

B =
Ntµ0i

2 (g− x)
(3)

Here Nt is the number of turns of copper winding on the
inner core, i is the current passing through actuator windings,
g is the air gap between actuator and themid-point while ‘x’ is
the displacement of the levitated object frommid-point of the
two electromagnets. By substituting the value of B from (3)
in (2), net force becomes:

F =
N 2
t i

2µ0wl

4(g− x)2
(4)

At x = 0, when the levitated object is in the mid position,
(4) reduces to (5).

F =
N 2
t i

2µ0wl
4g2

(5)

Magnetic force can be expressed as a function of flux
density in the air gap as well as function of inductance and
current.

F =
Loi2

2g
(6)
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Here Lo is the nominal inductance given by (7).

Lo =
N 2
t µowl
2g

(7)

Hence, the equation of force in terms of current is given
by (6).

A. LINEARIZATION OF NON-LINEAR FORCE EQUATION
Equation (4) shows that magnetic force is not linearly
dependent on current and displacement. To reduce the
complexity, the equation is linearized at the mid-point. The
force equation shows that either current or flux density should
be controlled to regulate the magnetic force. As it is easy
to measure and regulate the current, a system is designed in
which current is taken as input and regulated through a PWM
signal.

1) FORCE CURRENT FACTOR
In (6) the current term is squared which makes the force-
current relation non-linear. To linearize this relation the total
current responsible for producing magnetic force through
single EM is divided into two parts as follows:

iu (t) = Ib + ic (t) (8)

il (t) = Ib − ic (t) (9)

Here Ib is the bias current, which is the minimum current
needed to keep the object levitated. Whereas ic is the
control current which keeps fluctuating to compensate for
the changes in beam position from the desired set-point. iu
and il is the current flowing in the upper and lower magnet,
respectively. Equation (10) gives the total magnetic force F
applied by differential EMs on the levitated platform i.e., the
difference between force produced due to upper magnet Fu
and lower magnet Fl .

F = Fu − Fl (10)

By using (6) and replacing 2Lo
g by ki′, Fu and Fl can be

written as:

Fu =
ki′

4
i2u (11)

Fl =
ki′

4
i2l (12)

substituting (8) and (9) in (11) and (12) gives (13) and (14).

Fu =
ki′

4

(
I2b + i2c + 2Ibic

)
(13)

Fl =
ki′

4

(
I2b + i2c − 2Ibic

)
(14)

The total magnetic force applied by differential actuators
is given by (15).

F = ki′Ibic (15)

The above equation shows that total force is linearly related
with control current, where ki′ and Ib are constant values and
can be represented by a single constant given by (16).

F = kiic (16)

where ki = ki′Ib and this constant is called force-current
factor.

2) FORCE DISPLACEMENT FACTOR
The force given by (6) is dependent on current, where x is
assumed to be zero. But when displacement is incorporated,
the magnetic force becomes the non-linear function of both
displacement and current. The linearization of displacement
factor is done by using Taylor’s series expansion of
1/g-x in (17).

1
g− x

=
1

g
(
1 − x/

g
) =

1
g

[
1 +

x
g

+

(
x
g

)2

+ . . .

]
(17)

By using above expansion, self-inductanceL can bewritten
as (18).

L = Lo

[
1 +

x
g

+

(
x
g

)2
]

(18)

The magnetic energy U , stored in the coil, can be written
in the form of self-inductance as (19).

U =
1
2
I2bLo

[
1 +

x
g

+

(
x
g

)2
]

(19)

The partial derivative of U gives the force in (20) in terms of
constant bias current as well as displacement:

F =
dU
dx

= 0 +
Lo
2g
I2b +

2x
2g2

I2bLo (20)

F =
Lo
2g
I2b +

Lo
g2
I2b x (21)

The second term in (21) gives a linear relation of
displacement of object and the force applied to levitate it,
in (22).

F =
Lo
g2
I2b x (22)

Total force acting on the beam from two EMs is the sum of
both forces, given by (23).

F =
2Lo
g2

I2b x (23)

The constant terms in the above equation can be replaced by
a single constant:

F = kxx (24)

kx =
2LoI2b
g2

(25)

This constant kx in (24) is the force-displacement factor.
This factor is invariably positive, which makes the maglev
system unstable. The net magnetic force applied on the object
in terms of current and displacement factor can be written in
the following form:

F = kiic + kxx (26)

Equation (26) gives the linear relation of force with current
and displacement.
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B. EQUATION OF MOTION
The total stroke length is 8 mm which is very small, and the
levitated platform is a rigid beam. Hence, a lumped parameter
model can be used to represent the whole maglev system.
According to the second law of motion, (26) can be expressed
as (27).

mx ′′
= kiic (t) + kxx (t) (27)

mx ′′
− kxx (t) = kiic (t) (28)

Laplace transform of (28) gives (29).

ms2X (s) − kxX (s) = kiIc (s) (29)

Hence the transfer function of an open-loop 1 DOFmaglev
system is given by (30).

X (s)
Ic (s)

=
ki

ms2 − kx
(30)

Model parameters are measured experimentally, where
m = 0.104 kg,kx = 357 N/m and ki = 10.96 N/A. The
characteristic equation is given by (31).

ms2 − kx = 0 (31)

where s = ±

√
kx
m , shows that a pole of the system lies in

the right half of the s-plane, which makes it unstable. Hence,
a closed loop control technique is needed to stabilize the
system.

IV. CONTROLLER DESIGN
The transfer function of the system indicates that it is an
unstable system in open loop configuration with a pole in
right-half of the s-plane. Hence, a controller is needed to
control and stabilize the system. This study aims at designing
a robust controller which can track the reference and attenuate
the external vibrations concurrently. A conventional PID con-
troller is first investigated acting as a benchmark, followed
by two different variants i.e., I-PDN and PI-PDN controllers
have been designed and implemented using Simulink-
Desktop Real-Time rapid prototyping environment. The key
control objectives are (i) robust stabilization of unstable plant
(ii) rise time tr < 1.5 sec, settling time ts ∼ 2 sec (iii)
maximum overshoot of less than 10% and (iv) closed-loop
bandwidth of 3-5 Hz.

A. BENCHMARK: 1-DOF PIDN CONTROLLER
The minimum PD gains required for closed loop stabilization
are derived from Routh Hurwitz criteria, according to which:

Kp >
kx
ki

,Kd >
2ζm

√
(Kpki−kx )

m

ki
(32)

where Kp and Kd are controller gains and ζ is the damping
ratio. At minimal gains, the step response is stable but has
significant steady-state error. An integral with Ki gain is

introduced to the controller equation to eliminate this error.
However, high overshoot persists which is further reduced
by fine tuning PID gains. It is imperative to monitor control
efforts when utilizing the PID in practical applications to
prevent saturation. The ideal derivative introduces derivative
kick and allows high frequency measurement noise to
enter the system. Adjusting a low pass filtered derivative
coefficient N can eliminate the derivative kick and minimize
the noise amplification. The block diagram of the closed
loop control system with PIDN controller is shown in
FIGURE 4. Equation (33) is PIDN control-law implemented
on the plant.

Gc−PIDN (s) = Kp + Ki
1
s

+ Kd
N

1 + N 1
s

(33)

The closed loop transfer function of the overall feedback
system with inclusion of PIDN controller results in (34).

TPIDN =
X
X∗

= [
(
kiKp + kiKdN

)
s2

+
(
kiKi + kiKpN

)
s+ kiKiN ]/[ms4 + Nms3

+
(
kiKp + kiKdN − kx

)
s2

+
(
kiKi + kiKpN − kxN

)
+ kiKiN ] (34)

Refer to the Appendix for design values of the controller.
FIGURE 5(a) indicates the saturation of control efforts in
transient phase, leading to 61% overshoot in step response
shown in FIGURE 5(b), which highlights the necessity for an
alternative control technique.

B. 2-DOF I-PDN CONTROLLER
The 2-DOF architecture comprises of two distinct controllers
that operate on different inputs. Here the PDN controller is
implemented as rate feedback to the plant, whereas the I
controller cascaded with the plant, as shown in FIGURE 6.
Contrary to the benchmark PID, the derivative term is now
in the feedback path which mitigates the influence of sudden
changes in set point on the control signal. Accordingly, it can
be observed from FIGURE 7 that the control efforts have now
been successfully contained within their saturation limits and
the overshoot has been ruled out. Nevertheless, the system
still exhibits a settling time of approximately three seconds.
Equation (35) is the mathematical representation of closed
loop system with I-PDN controller. The control parameters
can be found in the Appendix section.

TI−PDN = [kiKis+ kiKiN ]/[ms4 + Nms3

+
(
kiKp + kiKdN − kx

)
s2

+
(
kiKi + kiKpN − kxN

)
s+ kiKiN ] (35)

C. 2-DOF PI-PDN CONTROLLER
PI-PDN is an alternative control technique, which employes
PI and PDN controller in the forward and feedback path,
respectively, as illustrated in FIGURE 8. The additional
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FIGURE 4. Block diagram of the closed-loop system with PIDN controller.

FIGURE 5. System with PIDN controller (a) Control efforts and (b) step response.

proportional component present in the PI-PDN controller
offers a prompt response to variations observed in either
the setpoint or disturbance. The step response of the
system with PI-PDN controller in FIGURE 9, exhibits a
9-fold improvement in settling time with no occurrence of
overshoot. Equation (36) is the closed loop equation of the
system with PI-PDN controller. Controller gain values are
given in the Appendix.

TPI−PDN =

[
kiKp1s2 +

(
kiKi + kiKp1N

)
s+ kiKiN

]
/[ms4 + Nms3+

(
kiKp1+kiKp2 + kiKdN − kx

)
s2

+
(
kiKi + kiKp1N + k iKp2N − kxN

)
s] (36)

Table 1 summarizes the results obtained from time
domain analysis of all three controller architectures. PI-
PDN controller outperforms the other two strategies based
on its fastest response rate and elimination of over-
shoot, with consumption of minimum control current.
Equations 34-36 are employed for robustness analysis in
frequency domain.

TABLE 1. Time domain performance parameters of system with PIDN,
I-PDN and PI-PDN (Obtained from simulations).

V. ROBUSTNESS ANALYSIS – FREQUENCY DOMAIN
To get a deeper insight into the system characteristics, its
frequency domain response has been investigated. Initially,
the bode plots of loop transfer function ’L’ for each case
are studied to determine stability margins i.e., Gain Margin
(GM), Phase Margin (PM), Disk Margin (DM), Disk-
based Gain Margin (DGM) and Disk-based Phase Margin
(DPM). Next, complementary sensitivity function ‘T ’ is
derived and assessed for bandwidth (BW) and peak MT .
Finally, sensitivity ‘S’ analysis is conducted to analyze peak
sensitivityMS .
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FIGURE 6. Block diagram of the closed-loop system with I-PDN controller.

FIGURE 7. System with I-PDN controller (a) control efforts and (b) step response.

A. PIDN CONTROLLER
The bode plots of LPIDN , TPIDN and SPIDN are presented in
FIGURE 10. Equation (37) defines the loop transfer function
of a system that is controlled by PIDN.

LPIDN =

[(
kiKp + kiKdN

)
s2 +

(
kiKi+kiKpN

)
s+kiKiN

]
/

[ms4 + Nms3 − kxs2 − kxNs] (37)

The gainmargin is found to be−7.22 dB, which safeguards
against steady state gain uncertainty. However, the margin
is near 0 dB, which indicates instability. Furthermore, with
a phase margin of 69.9o, the system can accommodate
uncertain time-delays up to their maximum limit given
by (38), without undergoing instability [31].

t =
PM
ωc

(38)

where ωc is the gain crossover frequency. However, it is
possible for a system to have greater classical margins but is

stable for a very small area in the complex plane, representing
the perturbations. To uncover the potential instability regions,
not evident from isolated gain and phase margins, disk
margins are also taken into consideration. These margins are
determined using a set of complex perturbations that consider
both gain and phase variations. Each group of perturbations,
labeled as D(α, σ ), is represented by a disk with parameters
α (size) and σ (skew). The maximum size α represents the
disk margin for a particular value of σ . The robustness of a
system increases as the value of disk margin and the range
of DGM and DPM increase. FIGURE 13 shows the disks of
all three controllers, plotted for a balanced case of σ = 0
(i.e., the maximum gain can increase and decrease by the
same factor). PIDN controlled system has α = 0.8 with
DGM in the range of 0.43 to 2.3 dBs and DPM in the range
of −42.9◦ to 42.9◦.
The loop transfer function can be used to obtain

the corresponding sensitivity and complementary sensi-
tivity transfer function by employing (39) and (40),
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FIGURE 8. Block diagram of the closed-loop system with PI-PDN controller.

FIGURE 9. System with PI-PDN controller (a) Control efforts and (b) step response.

respectively.

S =
1

1 + L
(39)

T =
L

1 + L
(40)

The TPIDN plot, acquired by utilizing (34), indicates a con-
siderably large bandwidth of 117 Hz. Greater bandwidth will
let more noise enter the system. Moreover, an unacceptable
resonant peak of 4.96 dB can be detected in the low frequency
region. The frequency response of SPIDN , mathematically
represented as (41), showsMS of 1.67 dB. A smaller value is
preferable for greater robustness and disturbance rejection.

SPIDN =

[
ms4 + Nms3 − kxs2 − kxNs

]
/[ms4 + Nms3

+
(
kiKp + kiKdN − kx

)
s2

+
(
kiKi + kiKpN − kxN

)
s+ kiKiN ] (41)

B. I-PDN CONTROLLER
The loop transfer function of an I-PDN-controlled system is
defined by (42) and its associated bode plots are depicted in
FIGURE 11.

LI−PDN = [kiKis+ kiKiN ] /[ms4 + Nms3

+
(
kiKp + kiKdN − kx

)
s2 +

(
kiKpN − kxN

)
s]

(42)

The increased disk margin, GM, and PM of 1.6, 56.7 dB
and 82.2o, respectively, indicate greater robustness as com-
pared to the PIDN controller. Moreover, the bode of T I−PDN
exhibits reduced bandwidth of 0.2 Hz, that can suppress
the micro-vibrations contaminating the system. Also, the
resonant peak has been flattened out. But, as a consequence
of lowered bandwidth, the system response rate also gets
retarded. SI−PDN is mathematically represented by (43),
shows 53% reduction in MS, which also corresponds to
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enhanced robustness.

SI−PDN =

[
ms4 + Nms3 +

(
kiKp + kiKdN − kx

)
s2

+
(
kiKpN − kxN

)
s
]
/[ms4 + Nms3

+
(
kiKp + kiKdN − kx

)
s2

+
(
kiKi + kiKpN − kxN

)
s+ kiKiN ] (43)

C. PI-PDN CONTROLLER
The frequency response of LPI−PDN , mathematically written
as (44), depicted in FIGURE 12, shows that the GM and PM
for PI-PDN controlled system are greatest of all previously
discussed controller configurations. The disk margin is
accessed to be 1.9 with DGM = [0.02 to 55.4] and DPM =

[−87.9 to 87.9], which is greatest of the other two cases,
further highlighting the enhanced robustness of the system.

LPI−PDN

=

[
kiKp1s2 +

(
kiKi + kiKp1N

)
s+ kiKiN

]
/[ms4 + Nms3

+
(
kiKp1 + kiKdN − kx

)
s2 +

(
kiKp1N − kxN

)
s] (44)

Moreover, the TPI−PDN bode plot demonstrates improved
response rate, but at the cost of broader bandwidth. However,
as the bandwidth is still within the required frequency range
of micro-vibrations, the PI-PDN controller seems to result in
a good tradeoff between response rate and noise rejection.
The sensitivity transfer function is given by (45). Further
reduction of 91% in MS can be observed from its frequency
response in FIGURE 12.

SPI−PDN = [ms4 + Nms3 +
(
kiKp1 + kiKdN − kx

)
s2

+
(
kiKp1N − kxN

)
s]/[ms4 + Nms3

+
(
kiKp1 + kiKp2 + kiKdN − kx

)
s2

+
(
kiKi + kiKp1N + k iKp2N − kxN

)
s] (45)

Table 2 summarizes the frequency domain performance
parameters of all three controllers. Based on the analysis
conducted, it is evident that the PI-PDN controller exhibits

FIGURE 10. T, L and S bode plots of PIDN controlled system (Simulated).

remarkable performance. This can be attributed to its notable
robustness and ability to withstand disturbances without
compromising system stability. Moreover, the bandwidth
of this controller falls well within the required range,
further validating its effectiveness in achieving desired
outcomes.

FIGURE 11. T, L and S bode plots of I-PDN controlled system (Simulated).

FIGURE 12. T, L and S bode plots of PI-PDN controlled system
(Simulated).

VI. OPTIMIZATION OF PI-PDN GAINS
Among the three control architectures, PI-PDN has shown
the best performance. Therefore, its gains are further refined
by employing three different offline, AI (Artificial Intel-
ligence) tuning algorithms, namely the Genetic Algorithm
(GA), Marine Predator Algorithm (MPA) and Particle
Swarm Optimization (PSO). These algorithms combine
population-based heuristics and iterative processes inspired
by nature to navigate complex solution spaces. By leveraging
the strengths of these algorithms, this study aims to
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FIGURE 13. Disk margin plot of PIDN, I-PDN and PI-PDN (Simulated).

TABLE 2. Frequency Domain Performance Parameters of System with
PIDN, I-PDN and PI-PDN (Obtained from Simulations).

improve stability, precision, and robustness of the control
system.

A. GA PROBLEM SETUP
Genetic Algorithm (GA) is a metaheuristic optimization tool,
originated from the process of natural selection which drives
biological evolution. The algorithm starts by initializing the
chromosomes. For the PI-PDN based control, the set of
chromosomes comprises of five tuning parameters Kp1, Ki,
Kd , N and Kp2. Bounds are set for the Kp1, Ki, Kd and Kp2
gain values based on Routh Hurwitz Criteria, and for the
filtered-derivative coefficient N considering the Fast Fourier
Transform of the feedback signal. The lower limit for N is
selected such that the system does not get unstable due to the
significant time-delay added as a consequence of small cut-
off frequency. While the upper constraint is chosen to avoid
the contamination of system response with undesirable noise.

The next step is to create an initial population of individual
designs. The algorithm uses a uniform random number

generator to create the initial population. The population
size is selected based on the number of decision variables,
problem complexity and computational resources. However,
as a rule of thumb, the population size should be at least
10 times the number of decision variables. Hence, for the
current optimization problem, the initial population size is set
to 50 for 5 variables. The population creation is succeeded by
the selection of an objective function. The objective function
is a fitness function that gives a fitness value corresponding
to the chromosomes. The quality of the individual solution is
measured based on its fitness function value. Hence, choosing
an appropriate fitness function is a crucial step for acquiring
an optimal solution. Here, the GA based optimization is
intended to minimize the objective function given by (46),
which is the Integral of Time-weighted Absolute Error
(ITAE) value of the controller parameters.

ITAE = ∫ t |e (t)| dt (46)

where e is the error given by difference of reference step
signal and the step response of transfer function at time t .
The closed loop transfer function is given by (47):

TPI−PDN

=

[
kiKp1s2 +

(
kiKi + kiKp1N

)
s+ kiKiN

]
/[ms4 + Nms3

+
(
kiKp1 + kiKp2 + kiKdN − kx

)
s2

+
(
kiKi + kiKp1N + k iKp2N − kxN

)
s] (47)

Next step is the selection of potentially effective solution.
In this problem, the stochastic universal sampling (SUS)
technique is used for this purpose. In this technique the
individuals are mapped on a continuous line and the length
of the line segments corresponds to the fitness value. The
selection is done through equally spaced pointers placed over
the line. Just one random value is used in this technique, for
determining the position of the first pointer.

New individuals are generated from the selected parents
through mating, which is executed by means of crossover and
mutation. The population evolves over successive generations
and provides an optimal solution. The algorithm stops if
it meets the termination criteria, otherwise the process is
repeated. In this case, the GA provided the optimized gains
(Kp1 = 36.25,Ki = 61.3,Kd = 2.35,N = 1384 and
Kp2 = 36.5) in 40 iterations with the objective function
value of 1.4e-5. The stepwise execution of genetic algorithm
for estimation of optimized PI-PDN gains is demonstrated in
FIGURE 14.

B. MPA PROBLEM SETUP
TheMarine Predator Algorithm is an innovative optimization
method that draws inspiration from the foraging patterns of
marine predators as they search for food. During interactions
between marine predators and prey, predators employ a
scavenging strategy known as Brownian and Lévy random
movement. Predators use the Brownian method when there
is a high concentration of prey in the hunting area, while

VOLUME 11, 2023 130965



H. Malik et al.: GA Optimized PI-PDN Robust Control of a 1-DOF Maglev Precision Position System

they utilize the Lévy method when prey concentration is
low. However, environmental factors such as eddy forma-
tion or fish aggregating devices [FAD] can influence the
behavior of marine predators. In terms of search space,
FAD effects are trapping phenomena resembling local optima
points. According to natural selection principles, individuals
with superior fitness within the population are chosen as
exclusive members and represented in an elite matrix for
further optimization purposes [32]. The execution steps for
optimization can be visualized in the flowchart in FIGURE,
and the key parameters associated with it are provided
in Table 3.

TABLE 3. MPA Setup Parameters.

C. PSO PROBLEM SETUP
The particle swarm optimization algorithm takes inspiration
from the swarming behavior of birds or insects. Each particle
in the population is attracted to both its personal best location
and the best location found by any member of the swarm.
Over time, the population can converge on one or a few
optimal locations or continue exploring.

To start, initial particles are created, and velocities are
assigned. The objective function is evaluated at each particle’s
current location to determine their individual best value Pbest
and corresponding location. New velocities are then calcu-
lated based on factors such as current velocity, individual
best locations of particles, and neighboring particle’s best
locations, to determine globally best position i.e., Gbest . This
process continues iteratively, until stopping criteria is met,
with updates made to particle positions (by adding velocities
while ensuring they remain within bounds), velocities, and
neighbors [33].

The flowchart in FIGURE outlines the steps for executing
optimization, while Table 4 provides important parameters
related to it. In the PSO algorithm, the balance between
personal and global knowledge utilization in a particle is
influenced by cognitive and social coefficients (c1 and
c2). The velocity updates of particles are guided by the
adaptive inertia range, which determines trade-offs between
exploration and exploitation. The coefficient values are deter-
mined empirically based on their impact on exploration and
exploitation dynamics, fine-tuned through experimentation
for effective convergence.

TABLE 4. PSO Setup Parameters.

VII. COMPARATIVE ANALYSIS OF OPTIMIZATION
TECHNIQUES
In this section a comprehensive analysis of the three
algorithms is done in both frequency and time domain.
The algorithms are executed multiple times with a variety
of parameters to ensure reliability and to avoid premature
convergence. The outcomes are compared, to pick the most
optimal ones (see Appendix) for implementation on the
physical setup.

A. TIME DOMAIN ANALYSIS
The controller optimized using the GA demonstrates a
smoother performance without any overshoot and minimum
current consumption, with a maximum value of 0.24 A.
It settles quickly with an efficient response time (Tr =

0.134 s and Ts = 0.24 s), indicating its effectiveness
in optimization compared to PSO and MPA algorithms.
Although the PSO and MPA algorithms result in slightly
shorter response times, they come at the expense of overshoot
and nearly double current consumption. Through analysis
of the time domain step response in FIGURE 18 and
corresponding current efforts showcased in FIGURE 17,
it can be concluded that GA is a more effective opti-
mization technique when compared to PSO and MPA
methods.

B. FREQUENCY DOMAIN ANALYSIS
After analyzing the L, T, and S bode plots of GA, MPA
and PSO optimized controllers in FIGURE 19, FIGURE 20
and FIGURE 21, respectively, it becomes apparent that the
Genetic Algorithm has proven to be superior to the other
two algorithms. The GA exhibits greater stability margins
(GM = 70.5 dB and PM = 87◦) compared to its
counterparts. Notably, with a bandwidth of 2.6 Hz, it offers
effective low frequency vibration isolation capabilities.
Moreover, achieving a small value of MS i.e., 0.34 dB
ensures minimal sensitivity towards external disturbances.
The frequency and time domain performance parameters of
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FIGURE 14. Flow chart of genetic algorithm.

FIGURE 15. Flowchart of marine predator algorithm.
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FIGURE 16. Flow chart of particle swarm optimization algorithm.

all three optimization techniques are compiled in Table 5 for
comparison.

FIGURE 17. Simulated control efforts of MPA, PSO and GA optimized
PI-PDN controllers.

VIII. EXPERIMENTAL RESULTS
The actual test-rig is shown in FIGURE 22. The control is
implemented through Simulink-Desktop Real-Time. A con-
stant bias current Ib = 0.124 A, is added to the controller
output, hence the control effort is only the compensating
control current ic. A Butterworth filter has also been designed
to filter out the high frequency noise from the position sensor
input.

A. PERFORMANCE ANALYSIS IN TIME DOMAIN
Both transient and steady state step responses for PIDN,
I-PDN and PI-PDN controlled system can be observed and

FIGURE 18. Simulated step response of MPA, PSO and GA optimized
PI-PDN controlled system.

compared from FIGURE 23, FIGURE 24 and FIGURE 25,
respectively. Following results can be deduced from it:

1) %OS: an over-shoot of 54% can be observed only in
the case of the PIDN controller. It dies out in the other
two cases due to rate feedback.

2) Settling time: I-PDN shows the slowest rate of response
with a rise time of 0.8 s. The other three controllers
have a satisfactory rate of response with PIDN being
the fastest. But it takes more time to settle, hence GA
PI-PDN is more considerable due to its shortest settling
time.

3) Noise cancellation: I-PDN and GA PI-PDN exhibit
the smoother response on account of the shorter
bandwidth. Contrary to this, PIDN has the largest
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FIGURE 19. T, L and S bode plots of GA PI-PDN system (Simulated).

FIGURE 20. T, L and S bode plots of MPA PI-PDN system (Simulated).

FIGURE 21. T, L and S bode plots of PSO PI-PDN system (Simulated).

bandwidth and hence it lets more noise enter the system
and contaminates the response.

TABLE 5. Performance parameters of system with GA, PSO and MPA
optimized PI-PDN controller (Obtained from simulations).

From these observations it can be concluded that GA PI-
PDN is the most robust solution among all.

FIGURE 26 shows the control efforts for all the three cases.
GA PI-PDN puts theminimum control effort for stabilization.
On the other hand, PIDN results in maximum noise and
control efforts with the current saturating at the lower side.
The current range for the physical system is from 0−0.73 A,
while the PIDN control efforts go as below as−0.2 A. I-PDN
is between the two extremes.

TABLE 6. Time domain performance parameters of system with PIDN,
I-PDN and GA PI-PDN controller.

Table 6 summarizes the time and frequency domain
performance parameters for all three controllers. The time
domain analysis validates the simulations and emphasizes the
superior performance of GA PI-PDN.

1) REFERENCE TRACKING AND DISTURBANCE REJECTION
GA optimized PI-PDN controller is further investigated for
reference tracking and disturbance rejection. This time a
multi-step position reference is given at the input. FIGURE27
shows that the controller is making the system track the
reference quite well, for the entire range of inputs.

To analyze how well the controller rejects the disturbance,
the system is perturbed with an impulse of −16 N/s, 24 N/s
and 36 N/s for 0.05 s, as shown in FIGURE 28.

From FIGURE 29 it can be noticed that the system quickly
reverts to the reference position in less than a second.

Moreover, FIGURE 30 shows that the controller imme-
diately responds to the external disturbance and provides
compensation for it by regulating ic, without getting
saturated.
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FIGURE 22. Experimental setup.

FIGURE 23. Experimental step response of system with PIDN.

FIGURE 24. Experimental step response of system with I-PDN.

From Table 7, it is evident that the actual results for GA
PI-PDN closely align with those obtained from simulations.

FIGURE 25. Experimental step response of system with GA PI-PDN.

FIGURE 26. Experimental control efforts of PIDN, I-PDN and GA-PI-PDN
controllers.

This observation serves as validation for our model’s accurate
representation of system dynamics. The similarity further
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FIGURE 27. Reference tracking with GA PI-PDN controller.

FIGURE 28. Input disturbance.

FIGURE 29. Disturbance rejection with GA PI-PDN controller.

emphasizes the efficacy of using genetic algorithms for
parameter tuning. Therefore, it can be argued that GA

FIGURE 30. GA PI-PDN controller response to external disturbance.

TABLE 7. Comparative analysis of performance parameters of simulated
and experimental system with GA PI-PDN controller.

PI-PDN control methodology excels in managing uncertain
and unmodeled variables as well as time lags compared to
the two alternative techniques.

IX. CONCLUSION
This paper dealt with the development of high-fidelity
mathematical models of electro-magnetic circuits deployed
for levitating ferromagnetic beams referred as precision
positioning systems. The paper delves into the design and
analysis of robust control strategies namely PI-PDN, employ-
ing a pair of electromagnets which simplifies the complex
nonlinearity issue arising in such systems. Consequently,
this strategy effectively addresses related stabilization chal-
lenges with successful elimination of overshoot, and 88%
reduction in response rate, when compared to PIDN control
method. Additionally, there was a notable 40% decrease
in current consumption and a 2.4-fold increase in disk
margin with drastic reduction in sensitivity by 91%. This
control algorithm is further improved upon using Genetic
Algorithm, Marine Predator Algorithm and Particle Swarm
Optimization techniques. Nonetheless, GA-tuned PI-PDN
was found to be superior for precise positioning of the tip
of the beam on which the sensor is likely to be mounted.
The proposed controllers have a 2 degrees-of-freedom
architecture as opposed to a single loop of the benchmark
PIDN controller, accruing several performance benefits.
The simulations and experimental results demonstrate that
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GA-PI-PDN outperforms the PIDN and PI-PDN in terms
of both time and frequency domain required performance
characteristics. That is in terms of rise time, settling time,
no tracking error, robustness (gain margin, phase margin,
parameter variation and disturbance rejection, disk margin,
disk-based gain margin, disk-based phase margin) and crucial
closed-loop bandwidth and (attenuated) noise-free control
efforts requirement. The efficacy of the robust algorithms
was successfully demonstrated in real-time on the test-
rig interfaced with Simulink Desktop Real-Time and data
acquisition card. The results exhibited similarity of approxi-
mately 96% with those obtained from simulations. This work
is a precursor to future research on 2 degrees-of-freedom
magnetic levitation of precision platform/positioning system.
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APPENDIX
Table 8 compiles the controller gains of all the controllers
implemented in this article.

TABLE 8. Controller gains.
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