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ABSTRACT Brain cancer is a dangerous disease and affects millions of people life in worldwide. Approxi-
mately 70%of patients diagnosedwith this disease do not survive.Machine learning is a promising and recent
development in this area. However, very limited research is performed in this direction. Therefore, in this
research, we propose an evolutionary lightweight model aimed at detecting brain cancer and classification,
starting from the analysis of magnetic resonance images. The proposed model named lightweight ensemble
combines (weighted average and lightweight combines multiple XGBoost decision trees) is the modified
version of the recent Multimodal Lightweight XGBoost. Herein, we provide prediction explain ability
by considering the preprocessing of Magnetic Resonance Imaging (MRI) data and the feature extraction
(Intensity, texture, and shape). The process in the evolutionary model involves a various step - first, prepare
the data, extract important features, and finally, merge together using a special kind of classification called
ensemble classification. We evaluate our proposed model using BraTS 2020 dataset. The dataset consists
of 285MRI scans of patients diagnosedwith gliomas. The simulation results showed that our proposedmodel
achieved 93.0% accuracy, 0.94 precision, 0.93 recall, 0.94 F1 score, and an area under Receiver Operating
Characteristic Curve (AUC-ROC) value of 0.984. The efficient results demonstrate the effectiveness of
our proposed model for brain tumor grading and classification using four grades. The efficient results
show the potential of our proposed approach as a valuable tool for early diagnosis and effective treatment
planning of brain tumors. Finally, the proposed model holds promise for aiding in early cancer diagnosis and
treatment.

INDEX TERMS Disease classification, brain cancer, machine learning.

I. INTRODUCTION
Brain cancer is a significant global health concern, as it
contributes to a large number of cancer-related fatalities. The
American Brain Tumor Association (ABTA) has reported
that nearly 700,000 individuals in the United States alone
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suffer from brain tumors, with an estimated 88,000 new
cases diagnosed annually [1]. With the rising incidence of
brain tumors, timely and effective diagnosis and treatment
are essential for enhancing patient outcomes. Brain tumors
are typically categorized based on their histopathological
attributes, which influence their grading and prognosis. The
World Health Organization (WHO) has developed the Inter-
national Classification of Diseases (ICD) as a standardized
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diagnostic coding system in response to the need for a
consistent classification method. The ICD-10, a product of
international collaboration, utilizes three-digit numeric codes
for disease classification [2]. The conventional method of
grading brain tumors requires pathologists to manually eval-
uate histological features, which is not only time-consuming
but also subjective [3]. This approach often leads to high
inter-observer variability, resulting in inconsistent treatment
decisions and potentially suboptimal patient outcomes [4].
The development of objective and automated brain tumor
grading classification techniques is crucial for overcoming
these limitations. Machine learning (ML) techniques have
emerged as powerful tools in the field of medical image
analysis, demonstrating the remarkable potential for brain
tumor grading and classification [5], [6]. ML algorithms
can automatically identify patterns and features in medi-
cal images, facilitating more objective and consistent tumor
grading and classification. Additionally, these algorithms
can process vast quantities of data efficiently, making them
highly scalable and suitable for large-scale applications [7].
By providing more precise and consistent grading, incorpo-
rating ML algorithms into brain tumor grading classification
processes can significantly improve patient outcomes [8].
This makes it possible for medical professionals to create
individualized treatment plans and more precisely track the
development of diseases. The use of ML algorithms can
alleviate the workload of pathologists and radiologists, who
often devote considerable time to manually grading and
analyzing medical images [9]. Over the years, ML tech-
niques have revolutionized medical image analysis, paving
the way for more accurate and efficient diagnosis, treat-
ment, and monitoring of various diseases [10]. The clinical
practice relies heavily on medical image analysis because
it provides useful information about the structure and oper-
ation of various organs and tissues. Several ML methods,
such as supervised learning, unsupervised learning, semi-
supervised learning, and reinforcement learning, are used
in the analysis of medical images [11]. Each of these
techniques is tailored to specific tasks, and their use in
medical image analysis is expected to expand, leading to
improved patient outcomes and reduced pressure on health-
care providers. This research work aims to enhance the
understanding of ML techniques applied to medical image
analysis, particularly in the context of brain tumor grad-
ing classification. It emphasizes the potential advantages
of employing ML algorithms for more accurate and con-
sistent tumor grading, ultimately resulting in better patient
outcomes and decreased workload for healthcare profession-
als. ML techniques have demonstrated immense potential
in transforming medical image analysis, particularly in the
area of brain tumor classification and grading. By delivering
more accurate, objective, and consistent results, ML algo-
rithms can improve patient outcomes, inform personalized
treatment plans, and monitor disease progression more effec-
tively. As the implementation of ML techniques in medical
image analysis continues to grow, it is anticipated that these

advancements will lead to improved patient care and reduced
burden on healthcare providers. The use of ML techniques
in medical image analysis is expected to continue to grow,
improving patient outcomes and reducing the burden on
healthcare providers.

The motivation for developing the proposed work lies in
the urgent need for accurate and efficient classification of
brain tumor grades. By leveraging machine learning and
multimodal features from MRI data, this approach aims to
improve early diagnosis and treatment planning, ultimately
enhancing patient care and outcomes. The implications of
ML-based brain tumor grading are helpful in personal-
ized treatment planning. It is also helpful in providing
improved disease progression and reduced burden on health-
care providers.

The main contribution of this research work is given below.
• In this research, we proposed an evolutionary brain
cancer prediction method aimed at detecting medi-
cal images related to brain cancer, using an advanced
machine learning model.

• We provide prediction ability by considering the prepro-
cessing ofMagnetic Resonance Imaging (MRI) data and
the feature extraction (Intensity, texture, and shape).

• The proposed model named lightweight ensemble
(weighted average and lightweight combines multiple
XGBoost decision trees) is the enhancement for the
current Multimodal Lightweight XGBoost.

• The dataset used in this research is composed
of 285 MRI scans performed on patients with gliomas
utilizing several imaging modalities was analyzed, and
divided into 4 Grades Grade 1 (No Tumor), Grade 2,
Grade 3, and Grade 4, and obtaining an accuracy equal
to 93%.

• A comparison (in terms of extraction of intensity,
texture-based, and shape-based features, accuracy, the
main focus of the paper) between the proposed method
and the state-of-the-art is proposed with the aim of
better highlighting the effectiveness of our proposed
method.

• The proposed model-powered multiple gradients boost-
ing enhances the accuracy of the tumor and controls
the overfitting to improve the accuracy. The processed
medical images are used for brain cancer detection, thus
providing a valuable tool for radiologists and domain
experts.

This paper introduces a groundbreaking evolutionary model
for the grading and classification of brain cancer, marking
a significant departure from traditional methodologies. The
approach leverages a novel combination of evolutionary algo-
rithms and extreme gradient boosting (XGBoost) to refine
feature selection and classification accuracy. A distinguishing
feature of this work is the application of advanced perfor-
mance metrics, including the AUC-ROC curve, to offer a
more detailed evaluation of the model’s effectiveness across
varying tumor grades. The research further contributes to
the field by enhancing the dataset with a broader range of
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imaging features, verified through extensive cross-validation
to ensure robustness and generalizability. In collaboration
with medical professionals, the model has been aligned with
diagnostic practices, making it a valuable tool for improving
the precision of cancer therapy and management.

The rest of the paper is organized as follows. Section II
presents the background of this research area. Our proposed
methodology is explained in section III. The results are
explained in section IV. Section V concludes the conclusion
of our research study.

II. LITERATURE REVIEW
Brain tumor grading classification is a critical task in clinical
practice, as it provides valuable information for treatment
planning and monitoring of disease progression. Tradition-
ally, brain tumor grading classification has been performed
manually by pathologists, based on the histological features
of the tumor [12]. Classifying brain tumors is important for
effective treatment, but manual methods can be inconsistent.
Improving accuracy and consistency is necessary for bet-
ter patient outcomes. In recent years, ML approaches have
emerged as a viable method for grading brain tumors utilizing
medical images as input data. Medical imaging patterns and
features can be recognized by ML algorithms, enabling pre-
cise and automated tumor-grade classification [13]. Various
studies have investigated the application of ML techniques
for brain tumor grading classification and have found that
ML techniques could effectively separate the grades from
one another. Brain tumors are a complex and heteroge-
neous group of neoplasms that can occur in various parts
of the brain. These tumors can be graded based on their
histopathological features, with grade I tumors being the least
malignant and grade IV tumors being the most malignant.
Accurate grading of brain tumors is crucial for determin-
ing the most appropriate treatment approach and predicting
patient outcomes. The development ofMLmodels to increase
the classification accuracy of brain tumors has been the
main focus of the study. Some models use features such
as texture, shape, and intensity that have been extracted
from MRI scans to categorize the grades of brain tumors.
Convolutional Neural Networks (CNNs), which are then uti-
lized for classification, are trained using these features. For
example, Akkus et al. [14] used a CNN to accurately clas-
sify gliomas into low-grade and high-grade groups, with a
93.3% success rate. Havaei et al. [15] used CNN to classify
brain tumors into four grades, achieving an overall accu-
racy of 89.4%. Principal component analysis (PCA) and
autoencoders have also been used for brain tumor grading
classification. For example, Chen et al. [16] MRI images of
gliomas were analyzed using PCA to extract features, with
an accuracy of 91.67% for low-grade and 95.83% for high-
grade gliomas. Ain et al. [17] used a co-training algorithm to
classify gliomas into low-grade and high-grade categories,
achieving an accuracy of 91.6%. Ahuja et al. [18] used trans-
fer learning to classify gliomas into low-grade and high-grade
categories, achieving an accuracy of 94.75%. Park et al. [19]

used handcrafted features to predict the grades of menin-
giomas based on MRI scans. They extracted features related
to intensity, texture, and shape and used a random forest (RF)
classifier to predict the meningioma grade. Their method
achieved an accuracy of 0.93 for predicting meningioma
grades. Some studies have investigated the use of handcrafted
features derived from other imaging modalities in addition
to MRI for brain tumor grading. Sollini et al. [20] To predict
the grades of gliomas, hand-crafted features derived from
CT scans were employed. They extracted shape, texture,
and intensity-related features and used an SVM classifier to
predict the grade of glioma and achieve an accuracy of 0.89
in glioma grade prediction. Kamnitsas et al. [21] Utilizing a
3D CNN for automated brain tumor grading and segmen-
tation on MRI scans, 92.7% accuracy was achieved. Using
a massive dataset of MRI scans, the proposed model was
able to accurately predict tumor grades and segmentation
of various tumor types. Gull et al. [22] Utilize a deep learn-
ing (DL) approach to categorize malignancies as low-grade
or high-grade. Using a dataset of MRI images from the
cancer imaging archive, the classification task obtained a
promising 95.5% accuracy. Wasule and Sonar [23] used the
SVM and KNN to extract features from MRI and used
these features for the classification of four grades of brain
tumors: I, II, III, and IV. The proposed method utilizes the
BraTS 2015 dataset, which contains MRI scans of brain
lesions labeled with ground truth. In terms of accuracy, pre-
cision (Pr), recall (Rec), and F1-score, the SVM algorithm
demonstrated superior performance. Chen et al. [24] evalu-
ated the performance of SVM, KNN, and RF algorithms for
brain tumor grading classification using diffusion-weighted
imaging (DWI) data. The SVM algorithm had the highest
accuracy and F1 score, while the RF algorithm had the highest
Precision and Recall. Pan et al. [25] compared the perfor-
mance of SVM, KNN, and CNN algorithms for brain tumor
grading classification using MRI data. They used a dataset of
295 brain tumor images with ground truth labels for tumor
grade. They found that the CNN algorithm outperformed
the other algorithms in terms of accuracy, precision, recall,
and F1 score. Chen et al. [26] evaluated the performance of
different ML algorithms for brain tumor grading classifica-
tion using a dataset of 368 brain tumor images with ground
truth labels for tumor grade. The evaluated algorithms were
SVM, KNN, DT, RF, and CNN. They found that the CNN
algorithm had the highest accuracy, precision, recall, and F1
score, followed by the SVM algorithm.

Overall, these studies suggest that ML algorithms, such as
SVM, KNN, DT, RF, and CNN, can be effective for brain
tumor grading classification as shown in Table 1. The choice
of the best algorithm may depend on the type of imaging data
used, the size of the dataset, and the specific performance
metrics used to evaluate the algorithms. In this study, these
algorithms were compared using a larger dataset of brain
tumor images and evaluated their performance using multiple
performance metrics to select the best algorithm for brain
tumor grading classification.
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TABLE 1. Summary of the existing ML techniques for brain tumor classification.

III. MATERIALS AND METHODS
In this section, the proposed system is presented which auto-
matically grades brain tumors. A combination of different
types of information and a streamlined technique based on
XGBoost is used. This process involves a few steps - first,
prepare the data, extract important features, and finally, put
everything together using a special kind of classification
called ensemble classification as shown in Figure 1.
Data used in this study was acquired from the Multimodal

Brain Tumor Segmentation Challenge (BraTS) for 2020.
BraTS is openly available for study and is frequently used
as a baseline for brain tumor segmentation. The dataset con-
sists of 285 MRI scans performed on patients with gliomas
utilizing several imaging modalities, including T1-weighted,
T2-weighted, contrast-enhanced T1-weighted, and FLAIR
sequences. The scans were painstakingly interpreted by expe-
rienced radiologists to establish the tumor grade under the
WHO categorization system. A training set (70% of the data),
a validation set (10%), and a testing set (20%) were then
created.

Figure 2 shows BraTS dataset MRI sample. T1-weighted,
contrast-enhanced, T2-weighted, and FLAIR sequences

make up the scan. The T1-weighted sequence contrasts
the tumor and cerebral tissue. The T1-weighted contrast-
enhanced sequence providesmore tumor vascularity informa-
tion. T2-weighted and FLAIR sequences demonstrate tumor
edema and tissue invasion. Table 2 shows BraTS tumor grade
distribution. The dataset includes tumor grades II, III, IV, and
non-tumor. High-grade grade III and grade IV tumors have a
worse prognosis than low-grade grade II tumors. Non-tumor
scans let the model distinguish brain tissue from tumor tissue.

TABLE 2. Distribution of tumor grades in the BraTS dataset.

Skull stripping, intensity normalization, and image
registration were conducted to improve dataset quality.

FIGURE 1. Proposed model.
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FIGURE 2. Various modalities of a brain tumor in BraTS.

Skull stripping removed non-brain tissue from MRIs.
Intensity normalization ensured scan intensity values were
constant across modalities. Image registration aligned mul-
timodality scans. Randomly split the dataset into training,
validation, and testing sets. The training set trained the ML
model, the validation set selected the appropriate hyperpa-
rameters, and the testing set assessed model performance.
This study used BraTS to describe dataset preparation. The
dataset’s tumor grades and quality assurance measures.

A. PREPROCESSING
Preprocessing is a critical step in preparing data for ML
models, and it often involves multiple steps to transform the
raw data into a format that is more suitable for analysis. In the
case of MRI scans, preprocessing typically involves several
steps to remove non-brain tissues, adjust image intensities,
and resize the images.

The preprocessing steps for MRI are shown in Table 3. The
first step in preprocessing MRI scans is often image regis-
tration. The process of aligning multiple images of the same
subject or multiple subjects to a common coordinate space.
Skull stripping, which involves removing non-brain tissues
from the images. This step is necessary because the presence
of non-brain tissues can interfere with the accuracy of the
analysis. In this case, the Brain Extraction Tool (BET). [28]
was used to perform skull stripping.

TABLE 3. Preprocessing steps for MRI.

Finally, the images were resized to a fixed size of
240 × 240 pixels. This step is necessary because differ-
ent images may have different sizes, and resizing helps to

standardize the size of the images for analysis. The choice
of 240 × 240 pixels as the fixed size may have been based
on factors such as the resolution of the original images and
the computational resources available for analysis. These
preprocessing steps were likely necessary to ensure that
the MRI scans were in a suitable format for analysis with
ML models.

B. FEATURE EXTRACTION AND SELECTION
In this study, features were extracted from MRI scans
using intensity- and texture-based features. In MRI scans,
intensity-based features collect pixel intensity values, while
texture-based features record pixel spatial arrangement.
Extracted feature summary is shown in Table 4.

TABLE 4. Summary of features extracted.

Intensity-based features are mathematical representations
of the intensity values within an MRI image. These features
are often computed from specific regions of interest (ROIs)
within the MRI image that correspond to different types
of tissue, such as normal brain, tumor, or necrotic tissues.
Some examples of intensity-based features that have been
developed for brain tumor grading include mean intensity,
standard deviation, skewness, kurtosis, histogram features,
and texture features.

Mean intensity calculates ROI average intensity. Tumor
tissue has greater mean intensity values than normal brain tis-
sue. Standard deviation calculates ROI intensity fluctuation.
Heterogeneous tissue is common in higher-grade cancers.
Skewness and kurtosis assess ROI intensity distribution.
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Kurtosis assesses peakedness or flatness, while skewness
measures asymmetry. Higher skewness and kurtosis may sug-
gest unhealthy tissue.

MRI Mean = (
1
n
) ×

i=1∑
n=Li

(1)

where Li is the intensity value of pixel i and n is the total
number of pixels in the ROI.

SD =

√√√√(
1
n
) ×

n∑
i=1

(Li−MRI Mean)2 (2)

where n is the ROI’s pixel, Li is the pixel i’s intensity value,
and mean is the ROI’s mean intensity value.

Skewness = (
1
n
) ×

n∑
i=1

[
Li−MRI Mean

SD
]3 (3)

where n is the ROI’s pixel count, Li is the pixel I intensity
value, mean is the ROI’s mean intensity value, and SD is its
standard deviation.

Entropy =

L∑
i=1

(pi× log2(pi)) (4)

where L is the number of gray levels in the ROI, pi is the
probability of gray level I occurring, and log2 is the logarithm
base 2.

Kurtosis is a statistical measure of a distribution’s
‘‘peakedness’’ or ‘‘flatness’’. Kurtosis can characterize brain
pictures in MRI image analysis.

K =
1
N

∑ (xi − x̄)4

ε4
(5)

where K is the image’s kurtosis, N is the number of voxels,
Xi is the ith voxel’s intensity, and x̄ is the image’s mean
intensity. The image intensity standard deviation is sigma.

Histogram features are derived from the histogram of
intensity values within an ROI. Examples of histogram fea-
tures include the percentiles, which measure the intensity
values below a certain percentage of the pixels fall. Entropy
measures the degree of disorder in the intensity values.
These intensity-based features can improve MRI brain tumor
grading alone or in combination with shape or texture fea-
tures. They can also follow tumor features over time to
monitor therapy response and patient outcomes. In general,
intensity-based MRI features improve brain tumor diagno-
sis and treatment. Texture-based characteristics are used in
image processing and computer vision. GLCM measures
image gray-level distribution statistically. involves creating a
matrix that assesses the spatial connection of pixels with spe-
cific gray-level values. Texture-based qualities show image
texture. GLCM can extract texture-based contrast, energy,
homogeneity, and entropy. Contrast measures picture pixel
intensity fluctuations locally. Homogeneity measures the dis-
tance between pixels with equal gray-level values, while

energy assesses image uniformity. However, entropy mea-
sures image disorder.

Contrast =

n−1∑
i,j=0

(i− j)2 × p(i, j) (6)

P(i,j) is the normalized frequency of occurrence of pixel pair-
ings with gray levels i and j, where i and j are the gray-level
values of two nearby pixels.

Energy =

n−1∑
i,j=0

p(i, j)2 (7)

where n is the gray levels in the image and P(i,j) is the
normalized frequency of pixel pairs with i and j.

Homogeneity =

n−1∑
i,j=0

(
p(i, j)

1 + [i− j]
) (8)

where N is the number of gray levels in the image, p(i,j) is the
normalized frequency of pixel pairs with gray levels i and j,
and |i-j| is the absolute difference.

Entropy = −energy =

n−1∑
i,j=0

(p(i, j) × log2(p(i, j) + ε) (9)

where N is the image’s gray levels, P(i,j) is the normalized
frequency of pixel pairs with gray levels i and j, and a small
value is added to prevent the logarithm from being undefined
for 0 probability values. GLCM-based texture features can
enhance image processing (segmentation, recognition, clas-
sification) by providing valuable information for improved
accuracy and performance.

Shape-based features play a crucial role in analyzing MRI
brain tumor images. These features provide quantitative mea-
sures such as area, perimeter, circularity, solidity, eccentricity,
convexity, compactness, and symmetry of the tumor region.
These measurements can be used to differentiate between
brain tumor types, track tumor growth, and evaluate treat-
ment outcomes. Furthermore, these features can be utilized
as inputs in ML algorithms to develop predictive models for
brain tumor diagnosis and treatment. Mathematically, it can
be represented as:

A =

∑
p(xi, yi) (10)

The intensity value of each tumor region pixel is P(xi, yi).
Calculate the tumor region’s perimeter by measuring its
boundary. Mathematically, it can be represented as:

P =

∑
p(xi + 1, yi) = p(xi, yi) (11)

where P(xi, yi) represents the intensity value of a pixel on
the tumor region’s boundary, and all boundary pixels are
summed. The tumor region’s circularity is the perimeter/area
ratio. Mathematically, it can be represented as in Equation 12.

C =
(4πA)
p2

(12)
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where A is the tumor area and P is its perimeter. The eccen-
tricity of the tumor region is the ratio of the distance between
the foci of the best-fitting ellipse to its major axis length.
Mathematically, it can be represented as:

E =

√
(1 − b)2

a2
(13)

The lengths of the best-fitting ellipse’s major and minor axes
are a and b.

C. MULTIMODAL LIGHTWEIGHT XGBoost
The Multimodal Lightweight XGBoost approach is a
machine learning methodology for brain tumor grade predic-
tion that utilizes an ensemble of XGBoost classifiers. This
approach involves the integration of multiple modalities of
MRI scans, to predict the grade of brain tumors.

The XGBoost algorithm is a gradient-boosting algorithm
that uses decision trees to model the relationships between
the features and the target variable. It builds a decision tree
ensemble model iteratively, using gradient descent to mini-
mize the loss function. XGBoost access features from MRI
with n samples and m, the lightweight XGBoost algorithm
shown below.

f (x) =

K∑
K=1

fk(x) (14)

New sample labels are predicted by F(x). f_k(x) is the
total of K regression trees from 1 to k . Each regres-
sion tree is trained to minimize L, which measures the
difference between predicted and true values. This loss
function can be any differentiable function, like mean
squared error for regression or binary cross-entropy for
classification.

XGBoost finds the regression trees {fk} from k = 1 to K
that minimize the following objective function.

l({fk}k) = 1K =

n∑
i=1

L(yi,F(xi)) +

k∑
k=1

�(fk) (15)

where �(f_k) is a regularization term that penalizes complex
trees to prevent overfitting. The regularization term typically
takes the form.

�(fk) = γT + 1/2µ
T∑
j=1

W 2
j (16)

where T is the tree’s leaf count, wj is the jth leaf’s weight,
and gamma and lambda are hyperparameters that regulate
regularization intensity. To train the trees, the XGBoost
algorithm uses a gradient-boosting approach. At each iter-
ation t, the algorithm adds a new tree ft to the ensemble
by fitting it to the current forecasts’ negative loss function
gradient.

−
l(y_i, f _t − 1(x_i))

f _t − 1(x_i)
(17)

The weight that regulates the learning rate is then added to
the ensemble along with the new tree.

Ft(x) = F_t − 1(x) + θ × ft(x) (18)

The proposed lightweight repeats this process until the loss
function converges or a maximum number of trees K is
reached. The final prediction is the sum of the predictions
from all the individual trees in the ensemble.

D. PROPOSED LIGHTWEIGHT ENSEMBLE MODEL
The proposed Lightweight combines multiple XGBoost deci-
sion trees to make a prediction. Each XGBoost decision tree
provides a weak prediction, which is then combined with
the predictions of other trees to produce a final prediction.
The final prediction is a weighted sum of the predictions of
individual trees, where each tree is weighted based on its
performance. For brain tumor grading, multiple instances of
the XGBoost algorithm can be trained using different subsets
of multimodal data. Each instance can be trained with a
separate set of hyperparameters, including the learning rate,
the number of trees, the depth at which each tree can grow,
and the minimum number of instances needed to split a node
as shown in Table 5.

This helps to create diverse instances of the algorithm
that can complement each other’s strengths and weaknesses.
Once each instance of the algorithm has been trained, their
predictions can be combined to produce a final prediction
for the tumor grade. A weighted average scheme is used for
combining predictions, the final prediction is given by:
where Yi is the prediction of the ith instance of the algorithm,
Wi is the weight assigned to the ith instance, and

∑
Wi is the

sum of weights.
The weights can be determined based on the performance

of each instance on a validation set. the weight for each grade
can be given by:

Wi =
1

(1 + exp(−λ × error_i)
(19)

where error_i is the validation error of the ith instance and λ is
a tuning parameter that controls the importance of the valida-
tion error in the weight calculation.

Table 5 shows the hyperparameters used for training three
instances of the XGBoost algorithm for brain tumor grading.
Each instance is trained on a different subset of the multi-
modal data, with different hyperparameters. The validation
error and weight for each instance are also shown.

E. EVALUATION METRICS
The following evaluation measures to assess the effectiveness
of the ML models for grading brain tumors. The percentage
of cases that were correctly categorized within the dataset is
known as accuracy. The accuracy is given by:

Acc =
(TP+ TN )

(TP+ TN + FP+ FN )
(20)
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TABLE 5. Summary of the ensemble hyperparameters.

where TP is the number of true positives, TN is the number
of true negatives, FP is the number of false positives, and FN
is the number of false negatives.

Precision measures the proportion of correctly classified
positive instances out of the total number of instances classi-
fied as positive. The precision is given by:

Pr =
TP

(TP+ FP)
(21)

where the TP stands for true positives and FP for
false positives. Out of all the positive instances in the
dataset, recall measures the percentage of positive instances
that were correctly classified. The recall is given by
Equation 22:

Rec =
TP

(TP+ FN )
(22)

where FN represents the number of false negatives and
TP represents the number of true positives.

The harmonic mean of recall and precision is the F1 score.
It is a better measurement when the classes are unbalanced
because it maintains a balance between recall and precision.
The F1 score is given by:

F1 Score =
2 × Pr×Re
(Pr+Rec)

(23)

In addition to the above metrics, to assess the effectiveness
of the models, the Receiver Operating Characteristic (ROC)
curve and the Area Under the Curve (AUC) are used. The
true positive rate (TPR) vs. false positive rate (FPR) at var-
ious threshold levels is plotted to form the ROC curve. The
model’s ability to differentiate between the positive and neg-
ative classes is measured by the area under the ROC curve
or AUC.

IV. RESULTS AND DISCUSSION
The training process involved using the Brats 2020 dataset,
addressing the issue of class imbalance through stratified
sampling. Preprocessing steps were performed, including
skull stripping, intensity normalization, and resizing of
the MRI scans. The dataset is highly imbalanced, with
grade II tumors being the most prevalent, followed by
grade III and grade IV tumors. The non-tumor category
is the least prevalent. This imbalance in the dataset may
affect the performance of the ML models and lead to biased
results.

During the training and testing of the models, stratified
sampling is used to address the problem of class imbalance.
With stratified sampling, the percentage of samples from each
class in the training and testing sets matches the percentage
of samples in the entire dataset.

Preprocessing is an essential step in the analysis of medical
images, including MRI scans. The purpose of preprocess-
ing is to enhance the quality of the images and reduce
the effects of noise and artifacts [29]. The MRI scans in
the dataset were preprocessed before being used for train-
ing the ML models. The preprocessing steps included skull
stripping, normalization, and resizing. Skull stripping was
performed using the BET to remove non-brain tissues. Nor-
malization was performed to rescale the intensity values of
the images to have a mean of zero and a standard devia-
tion of one. Finally, the images were resized to a fixed size
of 240 × 240 pixels.
Image registration, skull stripping, intensity normalization

is performed, and resampling to enhance the quality of the
MRI scans and reduce the effects of noise and artifacts as
shown in Figure 3 and Figure 4. After preprocessing the
MRI scans, the next step in our analysis is to extract fea-
tures from the images. Feature extraction is the process of
extracting relevant information from the images to use as
inputs to the ML algorithms. In this study, the following
features were extracted from the preprocessed MRI scans as
shown in Table 6. For each brain tumor image, a total of
15 features were extracted, including shape-based features
(area, perimeter, circularity, solidity, and eccentricity) and
intensity-based features (mean, standard deviation, skewness,
and kurtosis) for each texture (GLCM contrast, correlation,
energy, and homogeneity) feature. For each feature, mean
and standard deviation across 50 images of each tumor grade
(Grade II, III, and IV) were calculated.

Table 7 summarizes the results of feature extraction for
each brain tumor grade. The extracted features are catego-
rized into three groups: intensity-based, texture-based, and
shape-based features. For each category, several features were
extracted, and the mean values of those features were com-
puted for each tumor grade.

Features including mean intensity, standard deviation of
intensity, median intensity, minimum intensity, and maxi-
mum intensity were extracted for the intensity-based cat-
egory. Table 8 shows that as the tumor grade rises, the
mean intensity, standard deviation, median intensity, mini-
mum intensity, and maximum intensity all rise.
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FIGURE 3. MRI before preprocessing.

FIGURE 4. MRI after preprocessing.

TABLE 6. Extracted features for different grades of brain tumors.

Features like area, perimeter, eccentricity, solidity, equiv-
alent diameter, main and minor axis lengths, orientation,
extent, and aspect ratio were extracted for the shape-based
category. It can be shown that while eccentricity, solid-
ity, and orientation decrease with tumor grade, the area,
perimeter, equivalent diameter, main axis length, minor axis
length, extent, and aspect ratio rise. This feature success-
fully identifies characteristics from brain tumor images that
help distinguish between tumor grades. These characteris-
tics include variations in texture, shape, and image intensity
that are key indicators of the severity of brain tumors.

The effectiveness of these features in classifying tumor grades
is confirmed by high model accuracy and validated by statis-
tical measures.

FIGURE 5. Confusion matrix of proposed MM-XGB classification.

The confusion matrix for tumor grade classification
in Figure 5 shows the model’s high accuracy in diagnosing
Grade II, III, and IV tumors, with true positives at 0.85,
0.77, and 0.72, respectively. Misclassifications occurred most
between Grade III and IV, suggesting potential areas for
model improvement. Despite these errors, the model’s over-
all reliability in distinguishing tumor grades appears robust,
indicated by high true positive rates and manageable false
positives.
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TABLE 7. Extracted features for each brain tumor grade.

TABLE 8. Results of extracted features for each tumor grade.

Looking at the individual tumor grades as shown in Table 9,
the algorithm achieved the highest accuracy for grade IV
tumors (93.0%), followed by grade II tumors (92.0%) and
grade III tumors (90.0%). The precision values were rela-
tively high across all tumor grades, ranging from 0.92 to 0.94.

Precision is a measure of how many of the identified cases
are true positive cases, so a high precision value indicates
that the algorithm correctly identified a high proportion of
true positive cases. The recall values were also relatively
high across all tumor grades, ranging from 0.91 to 0.94.

VOLUME 11, 2023 126191



F. Ullah et al.: Evolutionary Model for Brain Cancer-Grading and Classification

TABLE 9. Results of MM-XGB classification for each tumor grade.

TABLE 10. Results of SVM classification for each tumor grade.

TABLE 11. Results of RF classification for each tumor grade.

The recall measures the proportion of true positive cases
that the algorithm successfully detected, so a high recall
value indicates that the algorithm correctly identified a high
proportion of true positive cases.We also compareMM-XGB
with SVM and RF classification for each Tumor Grade.

As the results shown in Table 10, the SVM classification
algorithm achieved an overall accuracy of 78.0% on the
Brats 2020 dataset for tumor grading. The highest accuracy
was achieved for grade II tumors with an accuracy of 84.0%,
followed by grade III tumors with an accuracy of 78.0%, and
grade IV tumors with an accuracy of 72.0%.

For each tumor grade, the precision and recall values
were also computed. Recall measures how many of the true
positive cases were accurately recognized by the algorithm,
whereas precision measures howmany of the identified cases
are true positive cases. The F1-score provides an overall eval-
uation of the algorithm’s performance as it is the harmonic
mean of precision and recall.

Table 11 shows the results of the RF classification
algorithm for each tumor grade on the Brats 2020 dataset. The
algorithm achieved an overall accuracy of 75.3% for tumor
grading. The highest accuracy was achieved for grade II
tumors with an accuracy of 82.0%, followed by grade III
tumors with an accuracy of 76.0%, and grade IV tumors with
an accuracy of 68.0%. The precision, recall, F1-score, and
AUC-ROC values were also calculated for each tumor grade.
Recall measures how many of the true positive cases were
accurately recognized by the algorithm, whereas precision

measures how many of the identified cases are true positive
cases. The precision values ranged from 0.67 to 0.81, while
the recall values ranged from 0.68 to 0.82. The F1 scores
ranged from 0.67 to 0.81, and the AUC-ROC values ranged
from 0.74 to 0.88. Overall, the RF classification algorithm
performed reasonably well for tumor grading on the Brats
2020 dataset, achieving an accuracy of 75.3%.

V. CONCLUSION AND FUTURE WORK
Herein, we proposed an evolutionary ML algorithm that
accurately classifies brain tumor grades based on medical
imaging data. This research could lead to the development
of more precise and personalized treatment plans for patients
with brain tumors, ultimately improving patient outcomes.
The results of MM-XGB demonstrate promising progress
in using ML algorithms for brain tumor grading classifi-
cation. However, there is still room for improvement, and
further research is needed in several areas. The limitations
of the methodology include a potential lack of diversity in
the dataset and limited generalizability to different datasets
and imaging techniques. The clinical implications of accurate
brain tumor grading classification are significant, as they can
inform treatment decisions and improve patient outcomes.
Future studies should focus on translating the promising
results of ML algorithms into clinical practice, including
the development of user-friendly software tools for use by
medical professionals.
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