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ABSTRACT Utility-based computing popularly known as “cloud computing” offers several computing
services to the users. Due to the proliferation in the users of cloud computing, there is an unprecedented
increase in the demand for computation resources to execute cloud services. Thus, there is a requirement
to investigate currently available resources like virtual machines, CPU, RAM, and storage to allocate
cloud services. The allocation and QoS of cloud services are highly dependent on allocation schemes. The
optimized solutions allocate resources to submitted jobs to reduce the overall cost to the end-users/service
provider without degrading the performance of virtual machines. The allocation techniques also consider the
harvesting of energy consumption required for running the cloud services. In this paper, we have utilized a
Rock Hyrax-based optimization technique to allocate resources to the submitted jobs with reduced energy
consumption. The proposed Rock Hyrax algorithm has been simulated on the CloudSim simulator for
various scenarios. The performance of the proposed algorithm has been measured over various Quality of
Service (QoS) parameters such as makespan, energy efficiency, response time, throughput, and cost. The
gathered results validate the proposed algorithm that improves the QoS parameters by 3%-8% as compared
to algorithms when both jobs and resources are considered to be dynamic in nature.

INDEX TERMS Cloud computing, rock hyrax optimization, resource allocation, cost, energy efficiency.

I. INTRODUCTION
In data centers, the cloud services are installed on various vir-

dedicated cloud service. As submitted jobs require various
resources such as I/0, memory and CPU, the resource allo-

tual machines that execute over dedicated physical machines
(high-end servers). Virtual machines offer several advantages
to end-users, like mobility, agility, scalability and elasticity.
A virtual machine provides an execution environment for
cloud services by virtualizing physical machine resources
such as CPU, RAM and storage to execute the jobs of the
users [1], [2]. One of the major issues in this environment is to
provide services without disruption to the end-users which are
dynamically increasing and decreasing. It leads to an increase
or decrease in the running instances of virtual machines of the
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cation techniques ensure the distribution of virtual machines
over the physical machine as per the requirements [3]. There
are two technical constraints to provide elasticity in the cloud
computing environment. Firstly, the resources of the physical
machines are confined [4]. Secondly, to execute jobs in the
cloud, priorities ought to be in congruity with the increased
demand for the available resources.

To deal with the above-mentioned issues, the data cen-
ters implement several allocation techniques. The resource
allocation schemes may be static or dynamic [5]. In static
allocation, resources are allocated before they move to exe-
cution. In dynamic allocation, the essential idea is to allocate
resources at the time of job execution. In dynamic allocation,
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apart from cost estimation like in static allocation, decision
making and estimation of system state are also important [6].
The main objective of the allocation techniques is to minimize
the waiting time and execution time of a submitted job to
minimize allocation cost. Popular allocation schemes like
FIFO [2] and Round-Robin [7] are implemented in the data
centers. However, these techniques are not able to allocate
resources (virtual machines) efficiently regardless of task
priority [8]. The submitted job by any end-user needs to
wait in the waiting queue before the resources required by
it are allocated. These submitted jobs are priority-free jobs,
i.e., no priority is assigned to any jobs [9]. Traditional
methods for resource allocation use uncertain and inaccurate
optimization techniques that are very time-consuming and are
regularly caught in local maxima [10].

As both the jobs and resources are heterogeneous and
dynamic in nature, the current methods for allocating
resources require an advanced study of parameters. For exam-
ple, the end-user who has submitted the job may request from
the service provider a large number of resources to run ser-
vices as per the service level agreement (SLA) and required
QoS [3]. However, because the resources are diverse and
dispersed in the cloud, scheduling and allocation become hard
to manage. Thus, scheduling has to make a schedule plan that
is a tradeoff between QoS and cost. This trade-off between
QoS and the cost associated with allocating resources is a
multi-objective problem [11]. Also, the resource allocation
techniques have to focus on multi-objective functions to meet
the needs of both end-users and service providers. There-
fore, to achieve better resource efficiency and utilization, the
exploration and development of new allocation algorithm are
required. The growth of meta-heuristic algorithms has seen
exceptional growth over the last couple of decades. Scientists
have been motivated to use the meta-heuristic algorithm to
solve NP-hard problems. The advantage of using such algo-
rithms is that they can find the optimized solution in less
computational effort and iteration than simple heuristic algo-
rithms. The characteristics of the meta-heuristic algorithm
include simplicity, adaptability, source-free solution, and the
ability to escape getting trapped in local optima.

Several authors [12], [13], [14] have attempted to address
the problem of resource allocation in the data centers. These
solutions to allocate resources have considered various QoS
parameters such as makespan, energy efficiency, response
time, throughput, and cost. Since the service providers are
bound to the SLA of users for the requested resources and
QoS in the cloud, it becomes essential for them to exam-
ine multiple QoS parameters to allocate resources. Several
multi-objective methods like Ant Colony Optimization [15],
Particle Swarm Optimization [16], Artificial Bee Colony [17]
and Bacterial Foraging Optimization [18] etc. are available
in the cloud environment [19]. The authors in [20] consid-
ered multi-objective functions on cost and makespan time.
A Cuckoo-based algorithm that considered Cost and exe-
cution time was given by the authors in [21]. To minimize
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response time and maximize profit, a PSO-based algorithm
was given by authors in [22].

In this paper, we have proposed a novel Rock Hyrax
meta-heuristic based resource allocation algorithm that min-
imizes the cost of resource allocation to end-users and the
energy consumption to service providers. The paper uses a
multi-objective function for allocating resources on cost and
energy in a heterogeneous and dynamic cloud environment.
The main idea behind the algorithm is to avoid getting trapped
in the problem of local maxima. This is achieved by exploit-
ing and exploring all the possible heuristic solutions for
allocating resources dynamically in the cloud environment.
The QoS parameters considered in this paper for resource
allocation are cost, energy efficiency, throughput, deadline,
and makespan time.

Virtual machines available in the cloud environment are
different from each other based on the processing power and
cost of using them. The jobs submitted by end-users may
likewise be also different and may require different resources.
Additionally, for executing a job on any resource, time for
preparing the resource is also required. The paper focuses on
the order of job execution and allocation of resources to the
jobs. Improving resource efficiency reduces job waiting time
in a queue and lowers allocation costs.

A. OBJECTIVE
The major objectives of the paper are as follows:

1. The submitted job must be executed on allotted virtual
machines within the deadline.

2. The average cost of allocation to the user should be
minimum.

3. Efficiency of time and cost of allocating jobs is
increased

B. CONTRIBUTION
The contributions of the paper are:

1. Proposal of a nature-inspired meta-heuristic scheduling
algorithm for the dynamic and heterogeneous cloud
environment.

2. To tackle multi-objective optimization problems, such
as minimizing makespan and energy consumption.

3. To allocate jobs resources by minimizing the idle time
SO as to minimize energy consumption.

4. Using Rock Hyrax optimization algorithm to achieve
optimum solutions

The rest of the paper is structured as follows: A brief lit-
erature survey of various algorithms of resource allocation
presented in the state-of-the-art is presented in Section II. The
objectives of the proposed work and the problem definition,
input, output, and constraints are presented in Section III.
The proposed Rock Hyrax algorithm for resource allocation
is also described in section III. The result analysis of the pro-
posed algorithm with the algorithm present in the literature
is in Section IV Simulation and analytical results are also
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discussed in section IV. Finally, the conclusion and the future
work are described in section V.

Il. RELATED WORK

Literature shows that the issue of resource allocation has
gotten the attention of many researchers as various solutions
have been proposed in the past. Some of the prevalent algo-
rithms related to resource allocation are discussed in this
section. To optimize the resources in the cloud environment,
resource allocation is one of the key research issues among
researchers [23]. To address resource management problems,
various surveys in the past have been presented by vari-
ous researchers like scheduling [24], provisioning [25], and
allocation [26], [27]. Also, to manage resources effectively,
evolutionary approaches and genetic algorithms are com-
monly used by researchers to manage resources in the cloud
environment. A categorical characterization of different allo-
cation algorithms as presented in the literature is described

in Figure 1.
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FIGURE 1. Hierarchical taxonomy of allocation algorithms.

The authors in [28], [29], and [30] share the information
about resources with cloud providers and end-users for a
minimal expense to meet the performance requirement. For
resource accounting, the authors in [31], and [32] suggested
two different alternatives: one based on usage where each user
has a specific number of time units to connect to CPU usage.
The other is the pre-allocation capacity of resources. In [33],
the authors have used fuzzy systems and standard NSGA-II
algorithms for task scheduling in the distributed computing
environment. The authors introduced multi-objective func-
tions and aimed to minimize cost and time for implementation
while increasing resource productivity. The authors in [34],
discuss a resource allocation algorithm using a general
heuristic for a workflow application. The main objective of
the model is to coordinate the workflow applications and
responsibilities allotted to the service. The authors in [35],
discuss a model using the Hybrid PSO (HyPSO) for assigning
tasks in a distributed environment. The model is used to
satisfy the user requirement and to increase productivity by
balancing the load on resources. A dynamic model for allo-
cating resources using a dynamic pricing model to maximize
the advantage of service providers while considering user
demand is proposed in [36].
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The concept of energy consumption is discussed by the
authors in [44], and [45] in various computing services. With
the increase in data centers, the problem of energy consump-
tion has become a major concern. It is difficult to estimate and
optimize the energy requirement in a heterogeneous cloud
environment. To address the issue of VM allocation by the
service provider to physical machines, the authors in [46]
propose a VM allocation approach based on auction-based
and negotiation-based that reduces energy consumption. The
approach discussed considered migration cost. The authors
in [47], for allocating resources to meet the demand of cloud
users, used Spider Monkey Optimization (SMO) to minimize
various QoS parameters.

In cloud computing, the cost of utilizing the resources
is an important issue. The cloud user wants the service to
be charged at a minimum price and as per the definition
of cloud computing, the services must be offered economi-
cally [48]. A market-driven auction resource allocation model
on-demand based preferential is proposed in [49]. The pay-
ment strategy is based on the service preferences of the user.
An auction method that uses a game theory model to deter-
mine the winner of the auction is proposed by authors in [50].
If adequate information is not available, then the game is
repeated. To allocate VMs to user applications, an allocation
algorithm was developed by [51]. The problem is solved
using a polynomial-time heuristic as it is represented as a
resource optimization problem.

The authors in [52] discussed a new algorithm based on
ACO to allocate resources in the IaaS cloud. The algorithm
initially forecasts the capacity of available resources and then,
based on parameters like time and cost procures computing
nodes on which tasks would be allocated. To improve respon-
siveness to customer demand, the authors in [20], proposed
an algorithm Spacing Multi-Objective Antlion algorithm
(S-MOAL) that minimizes cost and makespan time of VMs.
The authors in [21], proposed a resource allocation algorithm
for the scenario when resources are insufficient and inappro-
priate for fulfilling the demand of users. The task submitted
by users follow a strict deadline. They proposed an algorithm
based on Cuckoo Driven PSO to ensure QoS constraints and
profit of service provider.

To utilize idle resources, the authors in [53] proposed
an allocation mechanism based on a double combinatorial
auction motivated by the methods of microeconomics like
flexibility. To make decisions on price, the authors used a
backpropagation neural network. For allocating resources
in the IaaS cloud, an algorithm based on PSO as Position
Balanced Parallel Particle Swarm Optimization (PBPPSO)
algorithm is discussed by authors in [22]. The algorithm
discovers resources for a group of jobs optimizing cost and
makespan time. Table 1 illustrates a parameterized analysis
of different meta-heuristic algorithms presented in the past
by various researchers for allocating resources in the cloud.

Based on the literature, to efficiently manage resources
in the cloud, it is essential to have a comprehensive under-
standing of resource utilization and optimization strategies.
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TABLE 1. Summary of reviewed papers for job allocation algorithms.

Re | Algorithm | Problem | Pros Limitation | QoS
f Resolve s paramet
d ers
[15 | ACO Dynami | Considers Workflow | Cost and
] c network are  not | executio
Resourc | overhead considere n time
e d
allocatio
n
[20 | Ant Lion Respons | Multiobject | Workflow | Makespa
1 e of | iveresource | are not | n, Cost
custome | allocation considere and
r d Energy
demand
[21 | Cuckoo Optimal | Improved Only IaaS | Cost and
] Driven resource | performanc | cloud Executio
PSO allocatio | e for large | considere n Time
n problem d
size
[22 | Position Optimal | Improved resources response
] based PSO | allocatio | performanc | are time and
n e allocated profit
based on
learning
[49 | Demand Allocati | Improved Priority Cost
1 based on on | performanc | based
allocation payment | e allocation
[52 | ACO Dynami | Reduce Based on | Time
] c response Grid and Cost
resource | time Environm
allocatio ent
n
[54 | Economic | Dynami | predictable, | high Cost
] Resource c heuristic, overhead
Allocation | Resourc | and and
e economic complex
allocatio
n
[55 | Grasshopp | Optimiz | Reduces Results Cost
] er ed total cost of | not
Optimizati | resource | messages elaborativ
on allocatio e
Algorithm | n

To address the environmental impact of cloud computing,
it is essential to design algorithms that optimize resource
utilization while minimizing energy consumption. Innovative
solutions are needed to balance application performance with
energy conservation objectives. Dynamic resource allocation
strategies that can adapt in real-time to fluctuating workloads
and resource demands are growing. A resource allocation
that includes energy efficiency, dynamic allocation, and stan-
dardized evaluation is required for efficient, secure, and
sustainable cloud operations.

The paper presents a model for job allocation in cloud
environment over a virtual machine. The model reduces the
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cost of allocation in a multi-user cloud environment, where
the requests are to be executed over a fixed number of
virtual machines. We propose the Rock Hyrax Optimiza-
tion algorithm (RHO) as a solution to the problem and use
the CloudSim simulator to simulate the proposed algorithm.
We have evaluated and compared the performance of the
proposed resource allocation algorithm with metaheuris-
tic algorithms like Ant Colony Optimization [15], Particle
Swarm Optimization [16], Artificial Bee Colony [17] and
Bacterial Foraging Optimization [18]. The proposed resource
allocation algorithm outperformed these metaheuristic algo-
rithms in terms of efficiency and effectiveness.

ill. PROPOSED WORK

Optimizing resource allocation in cloud computing is cru-
cial for conserving energy in a data-driven world. Effective
resource management is crucial, as cloud data centers are
large energy consumers. Dynamic resource allocation tech-
niques, which adjust resource provisioning in real-time based
on workload fluctuations, are essential to reduce overpro-
visioning and provide appropriate resources when needed.
Thus, in a cloud environment, to manage resources efficiently
while reducing the energy consumption an efficient resource
allocation algorithm is required.

In the cloud environment, the service provider has a large
pool of virtualized distributed resources like virtual machines
and needs to allocate all submitted jobs to different virtual
machines. A service provider provides services to many cloud
users on a pay-as-you-go basis. Each user individually or in
a group submits the job to the cloud environment with its
resource requirements, the expected deadline of the job, and
other information that is required for the successful execution
of the job. The user needs to pay the service provider for
the time the resources will be executing their job. In the
same manner, different users present at different locations
will submit their jobs along with execution details to the cloud
environment. The broker monitors state of jobs. The service
provider will collect all the jobs and then schedule them with
the help of the scheduler. Once the schedule is ready, it is
passed to the allocator. The allocator at a particular time as
mentioned in the schedule will allocate the suitable resources
to the jobs for their execution. The detailed description of the
entire process or resource allocation is depicted in Figure 2.

A. PROBLEM FORMULATION

In this section, the job allocation problem is represented
by linear programming where the jobs (n) submitted by
users are allocated to virtual machines (m). In this work,
we have assumed that every individual job is allocated to
a single VM; each VM will execute a single job at a given
time i.e. one-to-one mapping between resources and jobs is
considered. Furthermore, for better utilization of resources,
the number of jobs is considered to be greater or equal
to resources, i.e. n > m. Cost;j is the cost of executing the job
when Job; is allocated to resource;.
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FIGURE 2. Resource allocation process.

The mapping matrix of a job request to a resource group
can be represented as:

Cl11 €12 «« -« .. Cin
C21 €22 .. .. .. C2p
Cml Cm2 o -+ « Cmn

where Cj; is the base price of resource for executing job ‘J’
Thus, Cost;; mathematically is the product of Job; is allocated
to resource; and can be expressed as

Costjj = Job; x Resource; 2)

subjected toi,j > 1.
Therefore, if job; is mapped to resource;, then the mapping
can be represented as:

c [ Cjj, if Jobjis allcoated to resource;
i=

0, else 3)
The proposed work aims to minimize the cost of allocation
to the users and the energy consumption by the resources
using multi-objective optimization. Thus, the objective
function for the proposed work can be mathematically
expressed as:

min [cost] = Zl’;l ij=1 Job; x resource; “4)

subjected to, >  Jobj=1 for i = 123...n and
zj'-"zl Resource; =1 for j = 1,2,3...m such that Job;,
Resourcej > 0,1,j e N=1,2,....n.

such that, Jobjj, Resourcejj > 0.1,j e N=1,2,...n
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The constraints must satisfy the relation that all the jobs are
mapped to available free resources.

min [Energytotal] = ZT:] /S

where T is the specific time, U is the utilization factor,
Energyotal is the total energy used by physical machines at
data centers, Siime is the starting time, Fijme is the end time and
E; is the total amount of energy utilized by resources between
Stime and Fime. Many assumptions have been considered
while carrying out this study. Many assumptions have been
considered while carrying out this study.
These assumptions are as follows:

Flime
E(T,U) )

Time

1. Virtual machines and resources are the same entity.

2. Jobs are considered to be independent.

3. Environment for simulation is heterogeneous and
dynamic.

4. Execution of all submitted jobs is compulsory

5. Every job will be executed only by one virtual machine.

6. Each virtual machine in the environment has a different
processing speed and allocation cost.

Thus, the resource allocation algorithm is converted into
the solution of a mathematical model for multi-objective
functions. This model is NP-hard in nature as the solution is
not unique but versatile. These solutions cannot be compared,
however, can be reached using a multi-objective evolutionary
algorithm.

B. PROPOSED RESOURCE ALLOCATION ALGORITHM
Rock hyraxes are small-sized mammals and are vegetarian
in nature [56]. Their foraging behaviour mimics the Divide
and Conquer technique and is usually in groups of 80-
100 during mid-morning and evening. One member of the
group acts as a sentinel and monitors the surrounding for
other members from predators [57]. Food searching is the
responsibility of male Hyrax who inform other members
once foraging is successful. To secure the group, search-
ing for food is restricted to a limit. For communication,
the Hyrax produces different sounds where each sound
has a different meaning. Rock Hyrax optimization strat-
egy is used for optimizing the allocation of jobs to VMs.
The process flow for the proposed strategy is depicted
in Figure 3.

The population of Rock Hyrax in the problem space is
initialized as RHi in the proposed algorithm. Algorithm 1
describes the Rock Hyrax-based resource allocation mech-
anism. The various data structures used in the proposed
algorithm are as:

RHt total count of Rock Hyrax available in the problem
space

VMt total count of VMs available in the problem space

Selected VMt is the selected virtual machine for allocating
a job and Selected VMt € VMt

Other VMnum is the difference between VMtotal and
Selected VMtotal
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—
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<
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Calculate l

Allocate VM to jobs }_

FIGURE 3. Proposed algorithm flowchart.

Ch is the maximum cost of the solution given by the
algorithm.

Rock Hyrax-based algorithm for allocating jobs is given in
Algorithm 1:

Algorithm 1 Proposed Rock Hyrax Optimization Algorithm
for Resource Allocation
Input: Probgi,., RH;, VM, PrivilegedVM a1, Privileged
RHiota1, OtherVMota1
Result: RHyeg; Pop < IntializePop(RHota), Problemg;ze)
RHmaxcost <= Cost(Ch)
while StopConditon() do
EvaluatePop(Pop)
RHpest <— GetBestSolution(Pop)
VMmax < SelectBestVM(Population, VM)
foreach VMi € VMmax do
SelectedRH; < ¢
if i < SelectedVMt then
SelectedRH; < RH;

end
else
SelectedRH; <— OtherRH;
end
end
RemainingRH; <— (RH; - VM)
end
Return RHpegt

IV. EMPIRICAL EVALUATION

For resource allocation in the cloud environment, the pro-
posed Rock Hyrax is a nature-inspired algorithm moti-
vated by meta-heuristic algorithms and is represented as a
min-objective problem for cost and energy. The population of
Rock Hyrax is input to the algorithm and the algorithm finds
the fitness function at every iteration while allocating the jobs
of virtual machines. The Hyrax that has the best fitness value
is chosen as Universal Rock Hyrax and is responsible for
foraging.
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A. PERFORMANCE METRICS
In cloud environment, to address the allocation problem,
various researchers like [12], [13], and [14] have proposed
solutions. These solutions, for allocation, consider only a
single QoS parameter. Since in the cloud environment the
users pay for the resources it uses, it becomes essential for
allocation algorithms to examine multiple QoS parameters.
The QoS parameters considered in this paper for resources
allocation are:

Makespan: It is the total time required by a Job J; on
resource R;j to completely get executed.

where,

MS = max (ET ) (6)

ETj; is the execution time of the job Ji on resource R;.

Cost: It is the sum that end users must pay for using
the resources to carry out tasks in the cloud environment.
It is a source of revenue for service providers while costing
customers [58]. The cost can be calculated as:

Costiptal = z:nzl(Cost,- * Time;) 7)

where,

m is the total number of resources available

Costyotar 1 total cost of allocating all the submitted jobs

Cost; is the cost of allocating resource; to Job;

Time; is the time of utilization of resource; to Job;

Energy: It is the amount of power required by resources for
executing jobs in cloud computing [59]. It is the electricity
required by the data centers to operate physical machines.
The energy consumption of resource; at specific time T with
utilization factor U is given by:

m
Energyom =31, |

Flime
E(T,U) (®)

Time
where,

Energyioal is the total energy used by physical machines at
data centers

Stime 18 the starting time of resource utilization

Fiime 1s the end time of resource utilization

E; is the amount of energy consumed by resource;

Throughput: The number of tasks that are successfully
executed in a given time in the cloud environment.where,

Throughput = ZL . Exectime C))

ExecTime is the execution time of jobi

Response time: It is the time for a task from its submis-
sion to the time when the resources are allocated to it or
when a task starts its execution after waiting in the waiting
queue [60].

where,

RT =2 (Subfine + Startzine) (10)

Subtime 18 the submission time of the task
Startgme is the time when the execution of the task starts.
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B. EXPERIMENTAL SETUP

The proposed job allocation algorithm is implemented
on CloudSim 3.0.3 Windows 7 desktop edition simula-
tor. CloudSim simulates the cloud environment by creating
cloudlets as jobs, data centers and virtual machines. To sim-
ulate the proposed algorithm in CloudSim, eight data centers
have been created. The experimental results are achieved
after implementing various algorithms like ACO, PSO, ABC,
and BFO on the CloudSim environment when both jobs and
virtual machines are kept dynamic. The performance of the
algorithm is measured on the following QoS parameters:
Makespan time, response time, cost, energy efficiency and
throughput. The experimental results are obtained after run-
ning different algorithms by varying both jobs and resources
in the simulated environment over two different scenarios.
In Scenario-I VMs are varied from 10 to 100 while jobs are
fixed and in scenario-II jobs are varied while keeping VMs
fixed. The details of experimental setup for both scenarios
are shown in Table 2. The length of jobs was varied by
considering different length of jobs to represent the cloud
environment.

TABLE 2. Experimental setup for scenario | & II.

Entity Variable Scenario I Scenario 11
User Cloudlets 10-100 10-100
Cloudlets Length 500-15000 250-10000
Host Hosts 8 4
RAM 16 GB 16 GB
Storage 1TB 1 TB
Bandwidth 512 512
VM VMs 8 10-100
RAM 4GB 4GB
oS Windows Windows
Policy Time Sharing Time Sharing
CPUs 4 4
Data Centers Data Centers 8 8

C. RESULT ANALYSIS FOR SCENARIO 1

In order to execute the algorithms under Scenario-I, where
the number of virtual machines remains constant while the
number of jobs varies from 10 to 100, the experimental
parameter settings of CloudSim are illustrated in Table 2. The
table provides a detailed overview of the parameters that were
set for the experiments, including the number of data centers,
hosts, virtual machines, and cloudlets. These parameters were
chosen to ensure that the experiments were conducted under
controlled conditions and to enable a fair comparison of the
different allocation algorithms that were tested. The table
also lists the values that were assigned to various parameters
such as the VM scheduling policy, the time zone, and the
utilization threshold. This detailed information is essential
for understanding the experimental setup and for replicating
the experiments in future studies. Overall, the experimental
parameter settings of CloudSim in Scenario-1 were carefully
selected to ensure that the results obtained were reliable and
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could be used to inform future research in the field of cloud
resource allocation.
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FIGURE 4. Makespan time for scenario I when (a) jobs is 500, (b) VM is
1000, (c) VM is 2000 and (d) jobs is 2500.

Figure 4 presents a detailed analysis of makepan time
for different allocation algorithms in Scenario I, where the
number of virtual machines is varied from 10 to 100 and the
number of jobs is constant at 500, 1000, 2000 and 2500. The
results show that the performance of the algorithms is equiv-
alent for a smaller number of jobs, but as the number of jobs
increases, the proposed algorithm outperforms the others.
The proposed algorithm achieves better results by avoiding
local minima that can negatively impact the performance of
other algorithms and by selecting the best fitness function
calculated during iterations.
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FIGURE 5. Response time for scenario | when (a) jobs is 500, (b) VM is
1000, (c) VM is 2000 and (d) jobs is 2500.

Response time for the proposed allocation algorithm for
scenario I is shown in Figure 5. The number of virtual
machines varies from 10 to 100 and the number of jobs
is constant, is compared to existing algorithms. The results
show that the algorithm effectively minimizes response time
by continuously searching for free resources to allocate to
jobs. This reduces the response time of submitted jobs,
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enhancing the quality of service for end-users. As the number
of virtual machines increases, the algorithm can find more
free resources to allocate, outperforming existing algorithms
in the literature. The comparison highlights the advantages
of the proposed algorithm in terms of response time and its
ability to improve cloud service performance.
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Figure 6 provides a detailed analysis of the cost of allocat-
ing resources to a job. The proposed algorithm can minimize
end-user costs when the number of virtual machines increases
while jobs are fixed. However, if limited VMs are available,
the cost is comparable to existing literature. This comparison
helps make informed decisions about resource allocation and
optimizes end-user costs, enhancing the efficiency of the
proposed algorithm.
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leading to energy-efficient resource allocation. This can ben-
efit data centers and the environment by aiding in the design
of sustainable data centers that optimize energy consumption
while meeting end-user demands.
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Figure 8 shows a comparison of throughputs for Sce-
nario I, revealing the proposed algorithm as the most efficient.
It reduces job duration and response time, resulting in
improved throughput values. The algorithm’s advantages
become more evident as the number of virtual machines
increases. When the number of VMs is low, all algorithms
show the same level of throughput. However, as the number
of VMs increases, the proposed algorithm outperforms other
algorithms significantly. This demonstrates the algorithm’s
potential for effective resource allocation in a cloud comput-
ing environment.
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FIGURE 7. Energy consumption for scenario | when (a) jobs is 500 (b) VM
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Figure 7 shows that as the number of virtual machines
(VMs) increases while maintaining the physical mach-
ine (PM) constant, the energy required for idle tasks also
increases. This is due to increased resource demand. How-
ever, a proposed algorithm can reduce energy consumption
by evenly distributing load across different datacenters,

126142

(a) Fixed jobs & VMs = 10 (b) Fixed jobs & VMs =50

00
70
2600
FE
PRUE
300
200
100

maco Tam maco

=) o — mpso

anc || Ea0 asc
- EFO 150 LI
10
uRHO RHO
50
o /MM, ALY .

000 30 40 W 60 70 &0 80 100
Number of Clondlets

(d) Fixed jobs & VMs =100

0020 30 40 % 60 70 0 0 100
Number of Cloudlets

(c) Fixed jobs & VMs = 75

FIGURE 9. Makespan time for scenario Il when (a) VM is 10, (b) VM is 50,
(c) VM is 75 and (d) VM is 100.

D. RESULT ANALYSIS FOR SCENARIO Il

This subsection offers a thorough study of the outcomes of
applying scenario II to the suggested algorithm. In this case,
the number of virtual machines (VMs) stayed constant, but
the number of workloads varied in steps of 10 from 10 to 100.
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Table 2 displays the experimental CloudSim parameter set-
tings that were utilized to run the algorithms under scenario II.
This table offers a clear and thorough explanation of the
experimental parameters, which is crucial for guaranteeing
the validity and dependability of the results. The provided
data is anticipated to make it easier for other researchers to
replicate the experiment and to compare and assess how well
various algorithms work in a cloud computing environment.

The proposed algorithm’s makepan time is compared under
various scenarios, with the number of jobs varying from 10 to
100 and the number of virtual machines (VMs) constant at 10,
50, 75 and 100. The algorithm’s performance is comparable
to literature algorithms and fixed VMs when jobs are low.
However, as jobs increase with a fixed number of VMs, the
algorithm outperforms other algorithms by avoiding local
maxima problems, resulting in a significant improvement in
make-up time. This comparison demonstrates the algorithm’s
potential for effectively allocating resources in a cloud com-
puting environment, especially when jobs are high and VMs
are relatively low.
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FIGURE 10. Response time for scenario Il when (a) VM is 10, (b) VM is 50,
(c) VM is 75 and (d) VM is 100.

The proposed algorithm efficiently allocates resources to
jobs with minimal load, reducing job waiting times and
improving response time compared to other algorithms. This
is particularly effective in a cloud computing environment,
especially when the number of jobs is high and the number
of virtual machines is low. Figure 10 depicts the performance
of response time for Scenario II. As jobs increase, with VMs
remain constant, the proposal searches for the resources hav-
ing minimum load and allocates the resources to the jobs. As a
result, the jobs spent less time in the waiting queue improving
the response time of the proposed algorithm over others.

Figure 11 shows a comparison of the cost of allocat-
ing resources to jobs in a cloud computing environment.
As the number of jobs increases with a fixed num-
ber of virtual machines (VMs), the allocator has limited
options for allocating resources with minimum cost. How-
ever, the proposed algorithm efficiently allocates resources
with minimum execution costs and reduced waiting times,
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resulting in a significant reduction in end-user costs. This
demonstrates the algorithm’s potential for effective resource
allocation, especially when the number of jobs is high and the
number of VMs is low. This information demonstrates the
algorithm’s effectiveness in minimizing resource allocation
costs, crucial for optimal utilization in a cloud computing
environment.
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FIGURE 12. Energy consumption for scenario Il when (a) VM is 10, (b) VM
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Figure 12 depicts the comparison of energy consumption
of allocating the resource to a job. The proposed algorithm for
resource allocation in cloud computing effectively minimizes
the quality of service (QoS) parameters, reducing execution
and idle time of jobs and servers. This results in a signifi-
cant reduction in energy required for running data centers.
The algorithm’s effectiveness in improving energy efficiency
in data centers is crucial for sustainable and cost-effective
cloud computing services. The results also highlight the
potential impact on reducing carbon emissions and overall
environmental sustainability. The algorithm’s efficiency in
identifying available resources and allocating jobs effectively
demonstrates its potential in reducing energy consumption in
cloud computing environments.
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The accuracy of a cloud simulation is significantly influ-
enced by the fidelity of the model used. Due to the complexity
of cloud infrastructures, creating an exact model is chal-
lenging. The results may not accurately reflect real-world
performance due to the model’s inability to fully capture
real-world cloud activity. The experiments used a synthetic
dataset, and jobs were autonomous and undivided tasks.

V. DISCUSSION

This paper proposes an algorithm for allocating jobs on
virtual machines using a nature-inspired meta-heuristic
algorithm. The proposed RHO algorithm for resource allo-
cation addresses problems faced by cloud service providers,
which include energy consumption and cost. The proposed
algorithm minimizes overall makespan time and energy effi-
ciency too because it allocates resources to jobs based on
availability and load. For the performance evaluation of the
proposed algorithms, consider two scenarios. For the first
scenario, the jobs are varied in an interval of 10 from 10 to
100 by keeping VM constant. Whereas, in the second sce-
nario, the jobs are kept constant while varying the VM in a
gap of 10 from 10 to 100. The two scenarios ensure that per-
formance is measured on both jobs and resources, which are
dynamic. Performance comparison through QoS reveals that
the proposed algorithm manages geographically distributed
resources efficiently by making use of Rock Hyrax opti-
mization. The proposed Rock Hyrax algorithm also addresses
the problem of local maxima, which affects the performance
of various job allocation algorithms and optimizes energy
consumption. The proposed algorithm is compared with other
job allocation algorithms proposed in the past and empiri-
cally proves that it compares well for both jobs and virtual
machines in a static and dynamic environment.

The proposed algorithm has certain advantages over the
algorithms present in the literature, as it works on the princi-
ple of divide and conquer decreasing the time required to find
an optimal mapping. Also, the algorithm avoids local minima,
thus providing a better solution. However, if the number of
jobs or the number of VMs is less, then the performance
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of the proposed algorithm remains on par with other
algorithms.

VI. CONCLUSION AND FUTURE WORK

In this paper, an algorithm for allocating jobs on vir-
tual machines using a nature-inspired based meta-heuristic
algorithm that mimics the behavior of Rock Hyrax has
been proposed. The proposed RHO algorithm highlights the
important problems faced by cloud service providers, includ-
ing energy consumption and cost. The proposed algorithm
minimizes overall makespan time and energy efficiency, as it
allocates the job to resources based on availability and current
load. For evaluating the performance of the proposed algo-
rithms, two scenarios were used. In the first scenario, the jobs
are varied in a gap of 10 from 10 to 100 keeping VM constant.
Whereas, in the second scenario, the jobs are kept constant
while varying the VM in a gap of 10 from 10 to 100. Per-
formance comparison through QoS reveals that the proposed
algorithm manages geographically distributed resources effi-
ciently. The proposed Rock Hyrax algorithm removes the
problem of local maxima which affects the performance of
various job allocation algorithms and performs energy opti-
mization. The proposed algorithm is compared with other job
allocation algorithms proposed in the past and empirically
proves that it works well for both jobs and Virtual Machines
statically and dynamically.

In the future, we would like to run the algorithm in a
real cloud environment. Also, the work can be extended by
considering the cost involved in the transportation of jobs and
data and the energy required by other components such as
memory and hard drives. Further, workflow applications and
real datasets can be tested over the proposed work.
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