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ABSTRACT Bug reports are generated in large numbers during the software development processes in the
software industry. The manual processing of these issues is usually time consuming and prone to errors,
consequently delaying the entire software development process. Thus, a properly designed bug triage and
management process implies that essential operations, such as duplicate detection, bug assignments to proper
developers, and determination of the importance level, are sustained by efficient algorithmic models and
implementation approaches. Designing and implementing a proper bug triage and management process
becomes an essential scientific research topic, as it may significantly optimize the software development
and business process in the information technology industry. Consequently, this paper thoroughly surveys the
most significant related scientific contributions analytically and constructively, distinguishing it from similar
survey papers. The paper proposes optimal algorithmic and software solutions for particular real-world
use cases that are analyzed. It concludes by presenting the most important open research questions and
challenges. Additionally, the paper provides a valuable scientific literature survey for any researcher or
practitioner in software bug triage and management systems based on artificial intelligence and machine
learning techniques.

INDEX TERMS Bug report, bug prioritization, bug assignment, bug triaging, classification, machine

learning.

I. INTRODUCTION

Large software development projects rely on bug triaging as
an important part of software testing. Thus, it supports the
software bug management processes, while allowing relevant
decisions, which are related to the software bug fixing, to be
made. Relevant tasks are represented by properly assigning
bugs to adequate developers, prioritizing bugs, and detecting
duplicate bugs. Nevertheless, manual bug triaging appears as
an essentially time consuming and tedious task, considering
that a significant part of software development requires a lot
of time and other types of resources. Considering old statistics
from August 2009, the Mozilla bug database contained over
500,000 bug reports, and the Eclipse bug database had over
250,000 bug reports. The average number of bug reports
created daily amounts to 170 for the Mozilla database and
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120 for the Eclipse database between January and July
2009. The dynamics of software systems development have
constantly increased during the past fifteen years. Therefore,
the problem that is approached in this paper becomes
increasingly more relevant.

The process of bug triage involves that a triager makes
a decision regarding the bugs entered in the respective
bugs repository through an analysis, which involves two
variants. Thus, the repository-oriented decisions involve that
the reported bug does not represent a duplicate, the person
that triages checks it for validity, which means that the bug is
assessed whether it is genuine. This mediates the removal of
bug reports that do not require a resolution. The remaining
bug reports are investigated to support the development-
oriented decisions, which involve that the triager assesses
the severity and priority levels of the bugs. These levels are
modified if inappropriate values are observed, so sufficient
resources are allocated to resolve critical bugs. Consequently,
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the person that addresses the manual bug triaging process
writes down the required remarks for the bug and assigns
this bug report to the suitable developer. Therefore, the
need to design and implement an efficient bug triaging and
management system becomes clear.

In this context, the task of bugs classification, which
implies the determination of priorities, appears as a very
important effort package relative to very large software devel-
opment projects, and also open source projects, considering
that the efficiency of the development process is usually
quantitatively assessed considering the number of open
bug reports, and the average resolution time. The manual
determination of bug priorities also introduces inherent
human errors to the process, which essentially depends
on the bug triager’s subjective perspective and experience.
Consequently, a significant number of bug reports may have
been assigned incorrect priority levels while other bug reports
remain unaddressed. The implied economic and operational
consequences are easily discernible. Therefore, an automatic
bug triaging and management strategy, which uses a certain
automated approach, is required. Thus, the related scientific
literature includes various machine learning approaches, such
as Decision Tree (DT), Support vector machine (SVM)
classification algorithms, Naive Bayes (NB) classifiers,
Information Retrieval (IR), and Random Forest (RF) models.
This paper concentrates on a logically structured survey,
which aims to analyze and suggest the optimal bug triaging
and management approaches. The scientific objectives of this
research are the following.

o To survey the existing literature to determine shortcom-
ings and propose optimal solutions.

o Identification of the most relevant studies in bug
classification.

« Prioritizing studies relevant to bug sorting according to
various criteria: citations, scientific relevance, objectives
achieved, reproducibility of experiments, genericity of
solutions, etc.

« Classification by various criteria of frameworks dedi-
cated to the open problem.

o To determine the relevant scientific research trends.

« To identify the relevant research problems.

« To define the scientific relevance of the corresponding
content of research.

« To propose the conceptual and practical relevance of
automatic bug triaging in the management processes.

The rest of the paper is structured according to the follow-
ing sections. The next section presents the structured research
methodology, which has been considered. Following, the
most relevant artificial intelligence models are described
and analyzed. Moreover, the relevant performance evaluation
methods and related metrics are surveyed and assessed.
Furthermore, the most relevant scientific challenges and
open research questions are discussed. Consequently, the
essential research questions, which determined this extended
survey process, are analyzed, and the degree of this paper’s
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TABLE 1. Reference scientific literature databases and academic search
engines.

Database Public URL
Science Direct-Elsevier - DL http://www.sciencedirect.com/
Scopus - SE http://www.scopus.com/

IEEE Xplore - DL

ACM Digital library - DL
Web of Science - SE

Wiley online library - DL
Google Scholar - SE

Sensors - DL

Springer - DL

ResearchGate - Scientific so-
cial networking

Edinburgh library database -

http://ieeexplore.ieee.org/
http://dl.acm.org/dl.cfm
https://www.webofknowledge.com/
https://onlinelibrary.wiley.com/
https://scholar.google.ro/
https://www.mdpi.com/
https://www.springer.com/
https://www.researchgate.net/

https://my.napier.ac.uk/Library/

DL

RefSeek - SE https://www.refseek.com/
Bielefeld Academic Search || https:/www.base-search.net/
Engine - SE

accomplishment is objectively assessed. The last section
concludes the paper.

Il. RESEARCH METHODOLOGY

The survey methodology relates to a systematic review (SR)
approach, which is determined by the methodology that is
referred to as ‘‘Preferred Reporting Items for Systematic
Reviews and Meta-Analysis’” (PRISMA) [1]. More precisely,
the scientific methodology is based on the following phases:
specification of research questions, identification and survey
of proper papers, and specification of the relevant inclusion
and exclusion criteria.

A. RESEARCH QUESTIONS
The literature review relates to the following research
questions.

o« What is the related significant literature, which
approaches conceptual problems, and reports adequate
solutions?

« What are the relevant scientific research trends?

o What are the determined research questions and short-
comings?

o« What is the reviewed research scope’s conceptual,
scientific, and real-world importance?

« What are the principal algorithmic and machine learning
models that specify and implement automatic bug
triaging and management approaches?

The following subsection describes the logical structure of
the proper research process.

B. RESEARCH PROCESS
The reference sources that were considered in order to collect
the proper scientific literature are described in Table 1.
Here, DL means Digital Library, and SE means Search
Engine.

The next subsection presents the exclusion and inclusion
criteria, which have been used to filter the scientific
contributions objectively.
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TABLE 2. Inclusion criteria.

Inclusion criteria

Articles should be indexed by at least one of the selected scientific
literature databases.

Scientific papers are published from 2010-2023, and significant
historical papers are also selected.

Articles should meet at least one of the search terms, relative to this
review article’s title, abstract, and keywords.

Papers should be published in indexed journals, conference proceed-
ings, mainstream technical journals, or books and chapters issued by
top tier publishing houses.

Reviewed articles should clearly analyze and answer specified re-
search questions.

A search that relates to the title, abstract, and the full text is sufficient.

TABLE 3. Exclusion criteria.

Exclusion criteria

Articles that are not written in English.

Duplicated articles, which are identified using more than one of the
specified scientific literature databases.

Articles with full texts that cannot be retrieved.

Articles that are only marginally relevant for studying automatic bug
triaging and management, and related artificial intelligence models.

C. EXCLUSION AND INCLUSION CRITERIA

The appropriateness of the surveyed papers, and, conse-
quently, the scientific adequacy of this review paper, are also
determined by certain inclusion criteria (IC), and exclusion
criteria (EC). More precisely, contributions that do not meet
the specified EC are disregarded. The IC-related filtering
model relates to a logical process based on the following
steps.

o Step 1. Abstract-related filtering: irrelevant articles are
disregarded considering the information acquired from
the abstract, and also based on the keywords. More
precisely, articles that fulfill at least 50% of the relevance
threshold are considered.

o Step 2. Full text-related filtering: articles that concern
only a small part of the scientific scope, as specified by
the abstract and the keywords, are disregarded.

« Step 3. Quality analysis-related filtering: the rest of the
papers were additionally filtered considering that at least
one of the following conditions are unmet:
<The paper describes a functional solution concerning
the automatic bug triaging and management models.>
AND <The article fully presents the implemented
technical solution.> AND <The article surveys related
relevant contributions.> AND <The article presents and
assesses the outcomes of the experimental process.>

Furthermore, the inclusion criteria are presented in table 2.

Moreover, the exclusion criteria are described in table 3.

The following sections extensively review the large

number of articles, which were selected considering the
principles of this scientific survey methodology.

IIl. ARTIFICIAL INTELLIGENCE MODELS FOR BUGS
TRIAGING

The relevant scientific literature presents various approaches
concerning software bug triaging (SBT). Thus, SBT models
are grouped into six fundamental categories relative to
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the considered AI technologies. The six technological
approaches relate to machine learning (ML), information
retrieval (IR), social network analysis (SNA), recommender
systems (RS), mathematical modeling and optimization
(MMO), and deep learning (DL). The features of these
approaches are described in Table 4. This section surveys
the most relevant scientific contributions identified in each
category.

A. BUG TRIAGING MODELS BASED ON MACHINE
LEARNING

Machine Learning (ML) models represent the natural
solution to implement an automatic software bug triaging
(SBT) system. Proper machine learning-based models [2],
[3] are frequently used in this respect (Softmax classi-
fier, Support Vector Machine, Multinomial Naive Bayes,
K-Nearest Neighbors, J48, Random Forests, Artificial Neural
Networks), along with clustering [4] and association rule
mining [5]. SBT is regarded as a multiclass, single-label
classification problem [6], which considers the software
developer as a class. Thus, it is immediately discernible
that the proper classification techniques are frequently used
relative to machine learning-based bug triaging techniques.
The performance metrics, such as accuracy, precision, recall,
and Fl-measure, are used in order to assess the described
approaches, typically on the top 5 or 10 best outcomes.
Thus, the accuracy gets as high as 40% - 50%. It is
relevant to note that a comparative review concerning
a handful of machine learning models for software bug
triaging is presented in article [7], and is also conducted
by Goyal and Sardana [8]. While other techniques like
information retrieval can beat plain ML-based SBTs, they
are relatively simple to model, and there are proper libraries,
which implement efficient Application Programming Inter-
face (API) support. Nevertheless, the enhancement of the
computational performance [9] represents a goal that con-
tinues to motivate scientific research efforts to enhance the
existing approaches [10], and consequently assess modern
approaches, which are based on artificial intelligence models.
The surveyed experimental analysis contributions suggest
that plain machine learning-based approaches under-perform
deep learning-based models, but they are comparable with
information retrieval-based models.

B. BUG TRIAGING MODELS BASED ON INFORMATION
RETRIEVAL

The general algorithmic process of software bug triaging
may also be perceived as a problem of information retrieval
(IR), which presumes that the relevant data determines that
a developer is fetched from the set of software developers
relative to the newly created bug reports. Thus, IR-related
models, such as LSA (Latent Semantic Analysis), and
LSI (Latent Semantic Indexing) [11], [12], are also used
together with other relevant models. The accuracy scores
generated using IR-related SBT models range from 63.2%
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TABLE 4. Features of various bug triaging techniques.

Bug triaging class Features

ML Training data and classification

IR Text similarity and topic modeling

SNA Developers network and cross repository
analysis

RS An ordered list of developers

MMO Optimization and computational mathematics

DL Layered stack of training and classification

to 96%. Moreover, a recall value of 95% is reported by
the work described in article [13]. Additionally, TF-IDF
(Term Frequency-Inverse Document Frequency) represents
the most usual algorithmic model relative to IR-related
models for software bug triaging. Several articles describe
relevant changes to TF-IDF-related solutions related to the
scientific efforts presented in [14] and [15]. These resources
consider bug location information, term weighting in TF-IDF,
and time metadata concerning the TF-IDF presentation.
Additionally, software bug triaging uses both text mining,
which is presented in articles [16], [17], [18], [19], and also
text similarity models, which are described in articles [20],
[20], [21], [22], [23], [24], [25]. The topic is also approached
in other related studies.

Moreover, large software repositories determine an inter-
esting scope of scientific research, which is interestingly
approached in [26]. Also, the concept of topic modeling
is approached in several articles, such as [12], [27], [28],
[29], and [30], with a clear emphasis on software bug
triaging. Moreover, Latent Dirichlet Allocation (LDA) deter-
mines an important probability-related algorithmic approach,
which is described in paper [31]. Other similar approaches
consider this algorithmic model for automatic software
bug triaging, presented in [32] and [33]. Certain papers
regard specialized variants concerning topic modeling in
connection to automatic software bug triaging. Thus, the
multi-feature topic model (MTM) is proposed in article [34].
At the same time, the Entropy Optimized Latent Dirichlet
Allocation is described in article [35], along with the
Multiple LDA concept proposed in paper [29]. Notably, the
maximum generated accuracy through the utilization of topic
modeling-based bugs triaging approaches is 98.31%, which
is suggested by the work presented in article [36].

The extensive scientific literature that was surveyed
suggests that, in a similar fashion to machine learning-
based models, information retrieval-based models provide
acceptable application programming interface (API) features.
Furthermore, the implied algorithmic models are easy to
model and implement in a suitable programming language.
Despite the obvious conceptual and practical advantages, the
relevant approaches related to information retrieval and topic
modeling present computational performance issues in cer-
tain real-world scenarios, and they may also have difficulties
generating proper terms relative to the topics produced by
the respective topic modeling approaches. Thus, the topics
that are produced by related topic modeling approaches may
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provide a certain degree of randomness, which may impact
the overall data analysis process, as it is suggested by the
work that is reported in article [37]. Nevertheless, it is relevant
to state that the surveyed scientific literature suggests that
the main problem, which should be addressed, is represented
by the insufficient level of computational performance that
manifests in certain real-world scenarios that are described
in article [32]. This may affect the real-time processing of
relevant software bug data.

There is a clear similarity between ML-related and
IR-related automatic bug triage and management techniques.
The fundamental difference is determined by the fact that
IR-related approaches essentially relate to the textual data
that are stored by the software bug repositories. Similarly to
ML-related approaches, algorithmic and software model-
ing is also relatively easy with IR-related models, which
require the least computational and data storage resources
to implement automatic software bug triaging systems.
The surveyed literature also suggests that these IR-related
approaches benefit from consistent support relative to all
modern programming languages and application program-
ming interfaces. Some drawbacks, such as computational
scalability and real-time software bug triaging, are shared
between IR-related and ML-related approaches.

C. BUG TRIAGING MODELS BASED ON SOCIAL NETWORK
ANALYSIS
Relative to software bug triaging, social networks designate
the developers’ network, which is used by the enrolled
software developers in order to sustain the implied software
systems development processes. The activity of bug resolu-
tion implies the existence of particular skills. Nevertheless,
developers use third-party or external support sources, such
as StackOverflow, or GitHub, which may provide useful
technical information. The extraction of useful information
from several sources in order to enhance the resolution of
software bugs is referred to as Crowdsourcing. Thus, this idea
is explored in certain papers, such as [38], [39], and [40].
The relevant technical information, as it is fetched from
several repositories, may be integrated together with the
identifying data of the software bug repository, which may
help identify the software developers with expert skills.
This approach is generally designated as cross-repository
analysis and is approached in an interesting manner in arti-
cle [41]. The synergistic combination of crowdsourcing and
social networks-related analysis models creates a functional
advantage regarding determining the relationship between
developers and their technical skills. This generally supports
an enhanced bug assignment process to the proper developers,
which may support the implied automatic bug management
systems. The surveyed scientific literature suggests that
this type of approach determines a problematic aggregation
and integration of the acquired and existing data, which is
particularly derived from the consideration of multiple data
sources. The implied problem is studied and reported in
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articles [38], [39], and [40], which also analyze the generated
and existing relationship graphs. Furthermore, the surveyed
literature suggests that automatic software bug triage and
management approaches, which are based on software
network analysis, are relatively difficult to design due to the
implied processing of the graph data structures that model
the developer-bug relationships. Consequently, the implied
data processing routines require more computational time
and resources. Nevertheless, the surveyed contributions claim
that this is compensated by the overall enhancement of the
bug assignment or reassignment, while further algorithmic
and implementational improvements are likely to assure the
required computational scalability.

D. BUG TRIAGING MODELS BASED ON RECOMMENDER
SYSTEMS

Recommender systems represent a fundamental concept in
the scope of machine learning scientific research. Thus,
the contributions that are described in articles [23], [43],
[44], and [45] suggest that proper developers may be
efficiently recommended and assigned to the newly created
bug reports. The consideration of recommender systems
(RS) mediates the creation of a list of software developers,
and a list of the most suitable k developers is generated,
according to their assessed technical skills. Thus, certain
historical contributions are reported in articles [46], [47],
and [48]. The approach that is described in article [48]
involves that a ranking of the software developers is created
considering using the mechanism of developer prioritization.
It is interesting to note that certain performance metrics are
described in the surveyed literature. Thus, in article [48],
the authors propose Accuracy @K (Acc@K), Precision@K
(P@K), and Recall@K (R@K). Here, K designates the
most suitable K software developers relative to the list,
which was created using the implied recommender system.
There is a majority of the articles that were surveyed,
which consider the Eclipse and Mozilla Firefox bug
trackers, and Recall@10 is obtained at a level of up
to 90%.

Including an RS-related algorithmic module mediates the
generation of a list of ranked developers, which are sent over
to the automatic bug triaging and management components.
Consequently, the system generates a higher-quality software
developer suggestion, who is available and adequate to fix
the respective bugs. Nevertheless, it is important to note that
there are certain conceptual and practical problems, which are
reported in the surveyed literature. Thus, the issue of cold
start is analyzed in article [49], while the performance and
data sparsity are approached in paper [50]. Thus, the issue
of cold start and data sparsity are determined by insufficient
data relative to a certain data item or category, which
provokes an overall degradation of the recommender system’s
computational performance. More precisely, an RS-related
bug triaging system may not properly identify the software
developer, if sufficient data are not available regarding the
potentially suitable developers.
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E. BUG TRIAGING MODELS BASED ON MATHEMATICAL
MODELING AND OPTIMIZATION

Several mathematical models are relevant for general bug
triaging and management processes. Thus, fuzzy sets are
assessed and experimentally analyzed in articles [51], [52],
[53], [54], and [55]. Moreover, the Knapsack programming
was analyzed in paper [55], in connection to bug triaging.
Additionally, a bug triaging process, which is based on
genetic algorithms models, is proposed in article [56]. It is
relevant to mention the probabilistic optimization models that
are based on the behaviour of ants, which are approached
in paper [57]. Most surveyed contributions pertain to the
Eclipse bug tracker, and the implemented models generate
a maximum accuracy of 86%. In this case, the researcher
focuses on the development of the mathematical models, and
also on the specification of the objective functions, which are
used to process the bug reports data.

As an example, relative to the fuzzy modeling-related
techniques, a fuzzy model of software bugs is necessary,
along with the membership functions that are specified
between software bug terms and respective developers
for bug triaging purposes. Considering the optimization
models for software bug triaging, the relevant optimization
constraints are specified relative to the number of bugs
that are resolved by a certain developer during a given
period of time. This is particularly important, as time is an
important parameter, especially relative to high priority and
security bugs. Consequently, the specified and implemented
mathematical model mediates the selection of the proper
developer to resolve the processed bug reports.

The software bug triage techniques (SBT), which are
based on the optimization concept, imply the adequate
mathematical modeling of the SBT problems relative to the
terms of the implied optimization model. As an example,
an SBT software system that is based on the mechanism
of Ant Colony Optimization (ACO) [58], presumes that the
bug tossing graphs are generated using the historical bug
resolution data. Furthermore, the ants are allowed to circulate
through these tossing graphs, with the goal to detect the
optimum paths, which determine the suggested developers for
the resolution of the reported bugs. Additionally, an ACO-
related model is based on certain calibration parameters,
such as the number of ants, the number of iterations, the
configuration of the developer’s network, and the intensity of
the ants’ pheromone. Several knapsack optimization-related
SBT techniques [59], involve that the bug fixing and
developer metadata are transformed into the respective
knapsacks. The capacity of knapsacks is determined by the
time limit, which is allocated for the resolution of the software
bugs. Thus, the items and knapsacks determine the number of
bugs and developers, respectively.

Genetic algorithms-related optimization techniques [60]
for software bug triaging imply that fitness functions are
specified relative to the list of words that label and describe
bugs. The calculation of similarity scores is performed for
clustered centers, and the fitness functions pertain to the
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developers’ data. The maximum value of the similarity
suggests a higher-grade membership in the cluster of devel-
opers, which resolve the provided software bugs. Moreover,
greedy search-related optimization models [61] for software
bug triaging are based on the creation of a search space
by considering the data of particular developers, which
are available for a specific timeframe in order to resolve
the existing bugs. Moreover, concerning the bugs triaging
process, the distance functions are utilized to compute the
distance to all the available developers, and consequently
assign the open bugs to the developers that are featured by
the shortest distance.

The surveyed articles suggest that the mathematical-based
models mediate efficiently identifying the necessary con-
straints. The computational performance of bug triaging
represents the main issues of these techniques, and the rel-
evant problematic is approached in the articles [41], [62], and
[63]. The efficient real-time behaviour of the implemented
models may be affected by particular situations, such as the
removal of the developer from the respective project, or the
possibility for the developer to leave the company.

The fuzzy logic-related bug triaging models imply that
membership functions are specified to represent relationships
between the newly reported software bugs, and the proper
software developers. The relevant problematic is approached
in articles [60], [61], and [63]. The creation of new software
bugs implies that the similarity between the terms of newly
reported bugs relative to the existing bug terms is computed.
Following, fuzzy logic allows for the membership values
to be computed in connection to the newly created bugs,
to assign the proper developers. Thus, a greater value of
the membership indicates a higher possibility of properly
resolving the bugs. It is relevant to note that several
recent studies, such as [60], [62], and [63], propose fuzzy
logic models relative to multi-criteria decision-making and
analysis. The surveyed contributions suggest that these are
used in the realm of efficient software bug triaging systems.

The main advantage of fuzzy logic models is the implied
simplicity, and also the reasonable amount of computation
resources that are required [63]. Considering a varied set
of skilled software developers, the consideration of fuzzy
membership mediates the efficient selection of the optimal
developer. The disadvantage of SBT approaches that are
based on fuzzy logic models is represented by the relatively
difficult development of the most relevant and logical
membership function. Moreover, the extensive scientific
survey that was conducted suggests that only a few relevant
fuzzy logic-related models are reported. Consequently, the
degree of scientific generality is reduced, in this case, and
the possibility of considering this type of mathematical and
algorithmic model in all real-world use cases is problematic.

F. BUG TRIAGING MODELS BASED ON DEEP LEARNING

Deep Learning represents a machine learning technique,
which considers the natural “learn by example” strategy.
Therefore, its algorithmic and computational apparatus may
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also be applied to software bug triaging (SBT). Thus,
deep learning techniques, which are based on Convolutional
Neural Networks (CNN) are described in articles [2], [64],
and [65]. Moreover, models that are based on Recurrent
Neural Networks (RNN) are discussed in articles [2] and [5].
These papers report contributions that are consistently used
relative to software bug triaging. It is relevant to note
that Convolutional Neural Networks and Recurrent Neural
Networks represent popular approaches relative to deep
learning models, which are considered to implement software
bug triaging systems. The essential difference between
CNN and RNN is determined by the densely connected
feed-forward network, which determines CNN, while RNN
considers a feed-backward network, which processes the data
from the previous iteration in order to improve the weights.
Thus, bug summary and description represent significant
attributes, which are usually processed in general bug triaging
processes. These are text-based attributes. Consequently,
word embedding models, such as Word2Vec and Glove,
are frequently used to implement software bug triagers.
The surveyed articles report experiments that are conducted
on various datasets, and the obtained accuracy values
belong to the range 57% to 87% relative to the assessed
DL-related models. The Word2Vec approach [66] is a
word embedding technique that is frequently considered in
the related scientific literature, as compared to the Glove
model [67].

The considered CNN models are based on convolutional
layers and pooling layers. The rationale behind these layers is
represented by feature extraction. Classification is conducted
during the last stage. Thus, relative to SBT, each software
developer determines a category. Generally, DL-related mod-
els offer consistent computational performance, scalability,
and learning rates, which is the time required for the model’s
training, relative to other Al-related models. Nevertheless,
computational time and the mandatory features of the
computing infrastructure represent key challenges. Thus,
DL-related models require greater training time relative to
traditional machine learning or information retrieval-related
approaches [68]. This computational behaviour is determined
by the multiple data processing layers, which have to be
visited [69]. Therefore, organizations that cannot afford the
more expensive computational infrastructures, may be forced
to consider alternative solutions.

Regular multilayered CNN architectures, such as the one
that is presented in article [64], consider DL-related software
architectures for SBT, which are structured according to word
vector representation layers, convolutional layer, pooling
layer, and activation functions, which are necessary in order
to aggregate the generated output values. The convolution
layer conducts the training of the data samples, and also the
training of the input data samples. The functional relevance of
the pooling layer is to determine and extract the data samples
from the feature space, which are relevant to the processed
task. Moreover, it is relevant to note that Max pooling tech-
niques, which are sample-based discretization processes, are
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considered and proposed in the surveyed studies, considering
that they provide consistent computational performance.
The surveyed papers also describe personalized deep
learning models, such as graph recurrent convolutional
neural networks (GRCNN) models [68], and reinforcement
deep learning (RDL) models [69]. The graph recurrent
convolutional neural network (GRCNN) model generates F1
scores of 86.74%, and 75.64% relative to the Eclipse and
Mozilla projects bug trackers. Furthermore, the surveyed
deep reinforcement learning approaches generate 52%, 54 %,
68%, and 78% top-5 accuracy values considering the
OpenOffice, NetBeans, Mozilla, and Eclipse bug trackers.

IV. PERFORMANCE EVALUATIONS

Performance determines a significant problematic for the
assessment of any bug triaging approach, which was nat-
urally approached by this extended study. Consequently,
the relevant performance metrics suggest the real-world
appropriateness of the proposed algorithmic approaches.
As an example, relative to a classification-related bug
management and triaging model, accuracy (ACC), precision
(P), recall (R), and F-measure (F1) are defined through a
confusion matrix [70].

The number of correct predictions divided by the total
number of predictions makes up the classification accuracy
measure, which is possibly the most straightforward to use
and implement. The formula for the accuracy is presented in
equation (1), where TP, TN, FP, and FN represent the true
positives, true negatives, false positives, and false negatives,
respectively.

TP + TN
ACC = (M
TP+ TN + FP+ FN

A multitude of studies consider this metric to validate
the model [31], [94], [95], [96], [97], [98]. However,
some of the mentioned studies also use other metrics for
parallel comparisons, and/or validations, precisely because
the accuracy itself presents some downfalls. Sometimes,
it may be preferable to choose a model with lower accuracy,
if it has a stronger ability to anticipate the outcome of the
situation. For instance, if the real-world use case presents a
significant class imbalance, a model can predict the value of
the majority class for all predictions, and obtain a high level
of classification accuracy. Nevertheless, the model may not
be applicable to the problem at hand.

Therefore, the next time a classification problem is
presented, one should be careful not to merely choose
accuracy as a metric, and start creating the model straight
away. Naturally, experimenting with the model is enticing,
but it’s necessary to take some time to understand the types
of issues that should be solved, and the most suitable metrics.
After clearing that up, one may be confident that the model
that is created will be appropriate for the task at hand. This
paradox is known as the Accuracy Paradox, and for such
issues, extra measurements are needed to evaluate a classifier.
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Further on, precision represents the ratio of relevant
software developers relative to all the developers determined
by the respective machine learning algorithm. Continued, the
recall represents the ratio of relevant software developers
relative to all the relevant software developers determined
by the machine learning algorithm. The formulas for these
metrics are presented in equation (2).

P P
P= R=
TP + FP TP + FN

Both of these values should ideally be as high as they can
be. That might not be possible, though. Precision will fall off
when recall rises, and vice versa. Therefore, one must choose
which indicators are particularly relevant while training the
machine learning model. One crucial and time-consuming
aspect of software maintenance is bug triaging. The model
may be required not to provide a false result if it was used
for an organization that wanted to determine whether the
programmer is a good fit or not for an urgent bug. As a result,
one would rather label suitable programmers as inappropriate
programmers (false negative) than suitable programmers as
inappropriate (false positive). In other words, a false negative
is preferable to a false positive (recall).

Additionally, F1-measure (3) is a metric that combines
precision and recall. The F1 measure is the best option if it
is required to choose a model based on a balance between
precision and recall.

(@)

2xPxR
Fl=—""—
P+R

It is interesting to note that these metrics may be
computed directly, or they can be computed using a confusion
matrix [99].

In addition, other metrics have proved valuable for
measuring the quality of results, metrics that are perhaps
less well-known but of certain interest. For example, the
authors of article [71] conduct a relatively consistent analysis
of existing bug triaging techniques. Thus, the article surveys
74 studies, which are related to software bug triaging, and it
includes a presentation of the metrics that were used in order
to evaluate the analyzed software bug triaging models. Thus,
the article emphasizes the metrics, which are considered in
order to rank the available software developers. These metrics
are top-K accuracy, Precision @K (P@K), Recall @K (R @K),
mean reciprocal rank (MRR), and mean average precision
(mAP). Here, K designates the number of recommended or
available software developers. The top-K accuracy relates
to the number of effective developers that have been tasked
with the resolution of existing bugs, out of the K developers
that are recommended. This is computed as the ratio of
recommended developers divided by the total number of
developers. Although there are numerous studies that use this
metric, such as [101] and [102], the article [100] presents
an experimental analysis concerning the trade-offs in top-
k classification accuracies, and the losses related to the
problematic of deep learning.

(€)
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Furthermore, P@K is calculated as the ratio between
the relevant (effective) recommended developers and the
total number of recommended developers. Moreover, R@K
is calculated as the ratio between the relevant (effective)
recommended developers and the total number of relevant
developers. Thus, P@K and R@K are computed according to
the formulae described in equation (4), F1 @K is represented
in equation (5), and the average precision (AP) is described
in equation (6).

TP@K
POK = ———,
TP@K + FP@K
TP@K
R@K = 4)
TP@K + FN @K
P@K x R@K
F10K =2 X —M— 5)
P@K + R@K
AP = X (Recall @K — Recall@(K — 1))
x Precision@K (6)

Furthermore, DCG@K and NDCG@K represent two
additional metrics, which are considered in order to evaluate
recommender systems. DCG is an acronym for Discounted
Cumulative Gain, and NDCG is the acronym for Normalized
Discounted Cumulative Gain. These metrics are considered
in order to assess the quality of the developers ranking
during the software bug triaging process. The calculation of
DCG@K and NDCG@K is conducted using the formulae
described in equation (7). Here, rel; represents the relevance
of the i developer recommendation, while the IDCG deter-
mines the Discounted Cumulative Gain in ideal conditions.

K 2rel,- -1
DCG@K =Y ————
' log,(i + 1)
DCG@K
NDCG@K = —— @)
IDCG@K

The surveyed articles suggest that, although contributions
like [71] imply that mean average precision mAP represents
the optimal quantitative assessment metric related to software
bug triaging, the quantitative and qualitative analysis is
also determined by the type of Al-related model, which is
selected for the bug management and triaging process. Thus,
if the algorithmic model is based on recommender system
techniques, then DCG@K and NDCG@K are the optimal
metrics to conduct the performance evaluation [48].

Furthermore, relative to machine learning and information
retrieval-oriented models, accuracy, precision, recall, and
F-measure are the recommended performance evaluation
metrics [70].

V. SCIENTIFIC CHALLENGES AND OPEN RESEARCH
QUESTIONS

The types of metrics, algorithmic and numerical approaches,
which were surveyed in the previous sections, suggest that
although numerous techniques exist for the design and
implementation of automatic bug triaging and management
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techniques, there are also conceptual and practical chal-
lenges, which are discussed in this section, along with the
proper suggested solutions. This section considers several
categories of conceptual and real-world problems, which
are relevant for future research efforts. Additionally, the
extensive surveyed literature determines significant open
research questions, which are discussed.

A. GENERATION OF DEVELOPERS VOCABULARY

The generation of a precise software developers’ vocabulary
represents a fundamental activity relative to the software
bug triaging process. Thus, the design and development of
software bug triaging techniques imply that the defining
bug data and technical abilities of the software developers
are taken into account during the automatic bug assignment
process. Nevertheless, apart from the technical abilities of
the involved software developers, recent articles, such as [72]
and [73], consider other relevant aspects. Thus, there are
certain software engineers or developers that can be classified
as “‘experts”’, and may be consequently considered during the
optimization of the developer vocabulary generation process,
which relates to upcoming software bug triaging techniques.

B. DATA REDUCTION MODELS

The contribution that is described in article [74] reports
an approach for filtering and eliminating invalid bugs from
the processed bug trackers. This optimizes the amount
of bug triaging data, and consequently ameliorates the
necessary time and energy, which are necessary for the
proper management and effective bug triaging processes.
Moreover, the paper defines four feature groups, which are
the experience of the bug reporter, the related collaboration
network, the degree of technical completeness, and the
defining bug text. Consequently, a Random Forest classifier
was designed to assign the invalid bug to the proper category.
Additionally, the paper has the merit to conduct a rather useful
overview on interesting approaches for software bug triaging.
It is also relevant to mention the contribution reported in
paper [75], which aims to detect and properly manage the
non-reproducible bugs, in which identification and handling
of respective bugs are conducted relative to the processed bug
tracker. This may sensibly reduce the processing time of non-
reproducible bugs, which are generally difficult to manage in
an adequate manner.

C. MODELS REGARDING BUG PRIORITIZATION

The contribution that is described in article [40] concerns
the prioritization of security bugs, which is regarded as
an essential process in the scope of software development.
Thus, the implementation of security patches determines a
mandatory effort in the process of software development, as it
implements the required security mechanisms. The reported
work is based on reducing the size of the training data, which
is logically enriched and further improved with a transfer
learning model. The article demonstrates that this type of
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approach may be considered relative to the relevant software
bug triaging processes.

D. MODELS RELATED TO FEATURES SELECTION AND
AGGREGATION

Feature selection, aggregation, and ranking [76] determines
a task that is usually performed during the preprocessing
phase of the software bug triaging process. Thus, article [77]
describes an ontology for an efficient location-based knowl-
edge extraction relative to the implementation phase of
software development. The relevant ontology may be con-
sidered for bug triaging during the subsequent phases of the
software bug triaging process. Furthermore, the generation
of user summaries, which are useful to recommend similar
projects during the software development is proposed in
article [27], which can be aggregated and used together
with other algorithmic model to implement the software
bug triaging process. Additionally, another contribution was
reported in article [78], which described an approach for
the generation of a text summary. This is used to assess the
opportunity to escalate a ticket, to automatically generate
the title and content of the ticket, and also to assign the
ticket to a properly available developer. This approach brings
obvious advantages to the bug triaging process. Furthermore,
aside from the classical feature selection models, feature
enhancement is also conducted relative to software bug
triaging in article [38], which also presents further useful
features and metrics relative to the software bug triaging
process.

E. RELEVANT METRICS

The comprehensive contributions that are reported in arti-
cles [51], [79], and [80] discuss four quality metrics,
which influence the quality and computational efficiency of
bug triaging processes. Thus, the relevant quality metrics
are complexity, cohesion, inheritance, and coupling, which
were analytically assessed in the mentioned articles. The
conceptual and real-world analysis that determines this
scientific survey implies that future research efforts should
concentrate on other software quality features, such as
maintainability, reusability, and refactoring.

F. ANALYSIS OF LARGE BUG DATASETS

The majority of surveyed papers [77] consider public
bug trackers, such as Mozilla, Apache, Google, and Git,
in order to assess the validity and computational efficiency
of the proposed software bug triaging models. Consequently,
we suggest that the reference performance assessment
datasets should be diversified, while the automatic software
bug triaging models should be algorithmically enriched with
up-to-date techniques, such as big data analytics.

G. MODELS RELATED TO THE STUDY OF NETWORKED
AND GRAPH STRUCTURES

The authors of article [38] suggest the consideration of
semantic, multiplex, and multimode networks, which are
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useful to model the relationships between the components of
bug items components. This supports the design and develop-
ment of future enhanced software bug triaging models. More-
over, paper [81] describes the creation of a visual analysis
tool that is related to a Directed Acyclic Graph (DAG), which
may be considered to model the logical relationship between
the involved developers. Article [82] reports a model that is
called iTriage, which creates a sequential model that supports
the processing of textual features, and also the relevant bugs
tossing sequences. The relevant conceptual and practical
suggestions should be considered for the creation of future
enhanced software bug triaging systems, which properly
implement the bug assignment and management routines.
It is relevant to note that article [41] proposes a logically
related approach that considers the GitHub bugs tracking
repository, which presumes that semantically related issues
are properly recorded in the analyzed GitHub bugs dataset.
The reported scientific developments may be considered to
efficiently identify similar bugs, and consequently determine
relevant information for the resolution of critical and high-
priority bugs. Furthermore, the logical mechanism of bug
dependency, and also dependency graphs may also be
considered for the enhancement of software bug triaging
routines, as it is demonstrated in article [83].

H. MODELS THAT CONSIDER CROSS REPOSITORY
ANALYSES

Several papers consider the experimental and performance
analysis mechanism of cross-repository analysis. Thus,
paper [84] proposes an automatic commit message generation
model, which pertains to version control systems. Thus, the
text of the commit message was automatically generated
considering previous software commit data, which was
stored in a comprehensive repository. Moreover, a further
relevant model is described in article [85], which proposed
a customized recommender system that is related to the pro-
cessing of open-source repositories. Additionally, an interest
measurement mechanism, which is based on the processing
of GitHub data, is specified relative to the developers that
work on a project that is linked, considering the common
technical abilities of relevant software developers. These and
similar existing contributions propose conceptually relevant
algorithmic models, which should be considered in order to
design future software bug triaging models.

I. MODELS THAT CONSIDER DEEP LEARNING
TECHNIQUES

Deep Learning (DL) models are created and reported by
several contributions that pertain to software bug triaging.
Thus, the Deep Learning-related Convolutional Neural
Networks (CNN) model is utilized, together with the
Word2vec word embedding model, in order to implement
the bug triaging processes [64]. Apart from the described
algorithmic model, DL determines a consistent algorithmic
and functional apparatus, which can be used in future
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software bug triaging approaches. Variants of CNN, such
as bio-inspired spiking CNN (SCNN), seem to provide
superior computational performance than classical CNN
networks. Consequently, SCNN networks can be considered
in order to implement relevant computational routines for
software bug triaging [46]. Moreover, article [44] analyzes
the technological profile recommendations relative to various
document embedding models, while paper [86] addresses
the problematic of the software developers’ skills prediction
considering a multi-label classification of available resumes
data, which is based on the usage of CNN networks with
model predictions.

J. CONTEMPORARY MACHINE LEARNING AND BIG DATA
APPROACHES

Contemporary machine learning models like ensemble learn-
ing and transfer learning are usually coupled with big data
analytics methods, which can be considered in order to further
improve the software bug triaging approaches. Thus, the
model of label prediction in bug repositories is studied in [17],
while the automatic identification of technically skilled
software engineers are discussed, designed, and implemented
in paper [73]. Moreover, various software fault prediction
models are explored in article [87], while an automated issue
assignment model is proposed by the contribution reported in
paper [88]. Furthermore, it is interesting to note that relevant
blockchain-related models are also analyzed and described
in article [62], with a clear emphasis on the software bug
triaging processes.

K. EFFICIENT MANAGEMENT OF IMBALANCED DATASETS
The subject of imbalanced classes represents a theoretical and
practical problem in the general field of artificial intelligence.
Relative to software bug triaging, class imbalancing mani-
fests when the bug items are not assigned to the developers
in a balanced manner. More precisely, the abnormal situation
occurs when a few software engineers fix a majority of
the reported bugs. This situation may determine a class
imbalancing in the training dataset, which is considered
relative to the bug triaging process. Thus, several papers
explore the relevant problematic from several perspectives,
including the defect prediction algorithmic models [89],
[90], [91], [92]. The surveyed papers also approach the
topics of bug fixability prediction [93], and also the general
problem of bugs classification [23], [24]. Nevertheless, there
are only a few systematic studies concerning the relevant
research aspects and open questions in the scope of automatic
bug triaging and management. Consequently, this survey
contributes to filling a gap, as it systematically approaches
the essential aspects and existing contributions, which are
related to software bug triaging and management. The issue
of imbalanced datasets may be further approached using
deep learning and soft computing techniques, which combine
artificial intelligence models, and also natural selection
approaches.
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VI. RESEARCH QUESTIONS AND DEGREE OF
ACCOMPLISHMENT

Artificial intelligence is perceived and practically demon-
strated as a novel approach to the problematic of design
and implementation of precise and automated software
bug triaging systems. The vast array of analyzed scientific
contributions suggests that artificial intelligence and machine
learning can be considered effective tools in order to
design and implement accurate and computationally efficient
automated software bug triaging systems. Nevertheless, the
continuous technological developments, and also certain
conceptual and practical issues, which were addressed in
the previous sections, suggest that there is still enough
room for further optimizations and functional extensions.
Consequently, the following paragraphs discuss the three
fundamental research questions, which guided this scientific
survey effort and also analyze the degree of scientific
achievement of this paper.

A. RQI: IS Al CAPABLE TO EFFECTIVELY ENHANCE AND
AUTOMATE SOFTWARE BUG TRIAGING?

Regarding the thorough scientific review that was conducted,
several pertinent remarks can be made concerning the
consideration of Al-related models to design and implement
software bug triaging approaches. Thus, the discussion
considers three perspectives relative to software bug triaging
systems, which this section considers. The first perspective
pertains to Al-related models for bug triaging. The identi-
fied scientific contributions suggest that machine learning
models have been a popular choice during the past ten
years for software bug triaging. Following, as this paper
already demonstrated, information retrieval-related models
were considered, chronologically followed by approaches
that are based on recommender systems. Furthermore,
contemporary studies have started to consistently rely on
deep learning-related solutions. The significant changes
regarding the conceptual and practical paradigms are easily
discernible considering the scientific literature, which this
article surveys. Thus, deep learning-related approaches
have been demonstrated to enhance related software bug
triaging routines, both considering the accuracy, as it is
measured by various metrics and also the computational
efficiency. Nevertheless, future developments are expected
to address the remaining issues, which are also connected
to the accuracy and computational efficiency of relevant bug
triaging processes. These currently hamper the consideration
of some deep learning-related approaches in the context of
certain large or structurally complex real-world software bug
triaging use cases.

It is immediate to observe that automated software
bug triaging will minimize the time that is necessary for
software development processes, and concomitantly, the
software development costs will be reduced. Consequently,
the economical viability of the software development projects
and companies will be strengthened. This assertion is com-
prehensively approached and demonstrated in the surveyed
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literature. Therefore, it can be inferred that Al-related models
are not only relevant, but essential for the implementation of
automated software bug triaging systems.

B. RQ2: IDENTIFICATION OF SIGNIFICANT
PERFORMANCE PARAMETERS AND METRICS
CONSIDERED BY EXISTING CONTRIBUTIONS

The second perspective relates to the comprehensive anal-
ysis of performance evaluation techniques, parameters, and
metrics, which are considered for Al-related software bug
triaging models. The relevance of the second analysis
perspective is determined by the fact that the selection
of performance parameters should be carefully conducted,
in accordance with the technological model, which is
used to design and implement the relevant software bug
triaging techniques. More precisely, relative to a bug triaging
technique that is based on classification algorithms, accuracy,
precision, recall, and F-measure are specified through the
consideration of a confusion matrix. Furthermore, developer
ranking algorithms consider performance metrics like top-
K accuracy, Precision@K, Recall @K, mean reciprocal rank,
and mean average precision, which is fully covered in this
paper. Here, K designates the number of recommended
software developers. Additionally, Discounted Cumulative
Gain, and Normalized Discounted Cumulative Gain, which
have already been covered, represent significant performance
metrics, which are used in order to evaluate software
bug triaging approaches, which are based on recommender
systems.

Although certain contributions, such as the one that is
reported in article [71], suggest that the mean average
precision may be the optimal performance evaluation metric
relative to the relevant software bug triaging processes, the
assessment should consider the specific Al model that is
used to implement the bug triaging process. As an example,
in the case of bug triagers that are based on recommender
systems, then Discounted Cumulative Gain, and Normalized
Discounted Cumulative Gain was reported to be the proper
performance evaluation metrics. Furthermore, in the case
of bug triagers that are based on machine learning and
information retrieval models, accuracy, precision, recall,
and F-measure were reported to be the suitable metrics,
both considering their validity for the intended type of
measurement and their computational efficiency. It can
be asserted that this scientific survey reached the goal
to determine and comparatively analyze the most suitable
performance parameters and metrics, in the context of
software bug triaging.

C. RQ3: OPEN SCIENTIFIC PROBLEMS AND POSSIBLE
FUTURE DEVELOPMENTS TO ENHANCE SOFTWARE BUG
TRIAGING PROCESSES

The third perspective is defined by the open scientific
research problems, which could define possible future
research pathways in the scope of software bug triaging.
The open research problems are presented in the previous
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section, along with clear indications regarding the possible
future research pathways. Thus, eleven categories concerning
the future possible research subjects are defined. These
categories pertain to data reduction techniques, developers’
vocabulary generation, feature selection and aggregation,
bug prioritization, performance parameters and metrics,
exploration of large bug data sets (repositories), networks
and graph-related models, advanced deep learning-related
models, cross repository analysis, contemporary machine
learning and big data-related approaches, and the proper
management of imbalanced datasets. The comprehensive
scientific literature that was surveyed suggests that, in spite
of the existing functional approaches that were proposed
for automatic software bug triaging, there are numerous
conceptual and practical aspects that need to be further
addressed. Considering the semantics and perspectives that
are determined by the comprehensive literature that was
surveyed, it is possible to objectively assert that the most
relevant open scientific problems, research gaps, and future
research pathways were properly identified and discussed in
this paper.

VIl. CONCLUSION

Software bug triaging determines a significant research
scope, considering its conceptual and real-world implica-
tions. Consequently, the relevant scientific literature encom-
passes various contributions, which have been thoroughly
surveyed and presented. Thus, Al-related models are gen-
erally considered in order to implement automatic software
bug triaging and management systems. The present article
describes an extended survey, which systematically analyzes
the most relevant contributions that are related to software
bug triaging. The scientific survey is structured according
to a systematic approach, which selects the relevant existing
articles based on the principles of the PRISMA scientific
review system. Consequently, this paper comprehensively
surveys, classifies, and analyzes relevant software bug
triaging and management approaches, which are reported
in the existing literature. The identified papers are analyt-
ically and comparatively evaluated, and three fundamental
research questions are defined and discussed. Consequently,
a three-dimensional evaluation and comparative analysis are
conducted relative to the identified software bug triaging
contributions, which consider the defined research questions.
Consequently, an evaluation of the identified performance
parameters and metrics is conducted and included, as a
separate section, in this paper.

Furthermore, relevant research questions, which are
currently unsatisfactorily approached, are presented and
analyzed, and possible future research and practical trends
related to software bug triaging are discussed. Consider-
ing each surveyed bug triaging approach, the identified
advantages and problems are discussed and evaluated, both
considering their conceptual relevance and their importance
for real-world software development processes. The rele-
vance of the problematic approached in this survey paper is
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further justified by the economic implications of the implied
bug triaging and management processes relative to the
overall software development efforts. Thus, the consideration
of algorithmic models that relate to artificial intelligence
and machine learning has essentially changed the paradigm
of software bug triaging and management. The surveyed
approaches significantly enhance the relevant software
bug triaging and management processes, and the software
development times and costs are consistently reduced.
Nevertheless, several conceptual and practical issues remain,
which are thoroughly presented. Therefore, future research
efforts should carefully approach the remaining problems,
in order to fully establish the automatic software bug triaging
and management as an accurate and computationally efficient
practical solution.
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