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ABSTRACT Object formation is imperative to the recent computer vision, pattern recognition, healthcare,
and automation applications. The objects are generated from images by defining edges and the segmentation
process. This article introduced a novel method, Outer Totality Cellular Automata (OTCA), for defining
actual and continuous edges of the image objects. The OTCA analysis nearby 25 neighbourhood pixels of
all the pixels and generate a unique and efficient threshold. The proposedmethod has three primary functions,
i.e. vitality, rule mapping, and improved morphological functions. The key objectives are image smoothing,
neighbourhood analysis, defining game of life rule, and edges smoothing. Notably, the proposed method
aimed to segment different coloured images, i.e., RGB, HSV, and YUV. The proposed method also aimed
to produce more truthful results on blurred, reflected, shaded night vision images. The experimental process
demonstrates using standard open-source datasets and validated using image quality assessment parameters,
i.e., entropy, PSNR, SSIM, and MSE. The results claim 3%− 12% more structural analogous, factual, and
accurate than existing classical methods and recent searches.

INDEX TERMS Coloured image, edges detection, cellular automata, thresholding, vitality function,
transition rule.

I. INTRODUCTION
In the recent era, coloured images have played a focal role
in the fields of computer vision, pattern recognition, mixed
reality, healthcare, and automation. Generally, all these fields
analyse images at various levels and extract different types
of image features. Edges extraction is the key feature of the
image properties, and locating true and continuous edges is
always challenging for researchers.

The colour space is a model used to visualize the data
using different types of colours. Images, Graphs, videos,
charts etc., are the most common multimedia of the colour
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model. Generally, a few colours make multimedia files, and
the colours are generated by the specific colours used by the
model. The colour model is categorized as follows: RGB,
HSV, YUV, CMKY, CIE colour space etc. [1], [2], [3].
• The files generated by RGB model use either of
three colours red (255, 0, 0), green (0, 255, 0), or blue
(0, 0, 255) colour [1].

• TheHSVmodel files use either Hue, Saturation, or value
components and six colours: red, green, blue, cyan,
magenta, and yellow [2].

• The YUV model files colour is the combination of
three components: Y component represents luminance
or brightness, and U and V components represent the
combination of colours [2].

123876

 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0009-0003-7093-5397
https://orcid.org/0000-0002-3493-6574
https://orcid.org/0000-0001-9032-9560
https://orcid.org/0000-0003-2634-5544
https://orcid.org/0000-0002-5476-1468
https://orcid.org/0000-0002-1135-5160


S. K. Sharma et al.: Astute Automaton Model for Objects Extraction Using OTCA

• The CMKY model files colour is the combination of
four components: the ‘C’ component represents ‘‘Cyan’’
colour, the ‘M’ component represents ‘‘Magenta’’
colour, the ‘Y’ component represents ‘‘Yellow’’ colour,
and the ‘K’ component represents ‘‘Key (Black)’’ colour
[3].

• The CIE colour space combines three colours: nearly
red, green, and blue. The CIE colour space is used to
visualize the image in 3D space [3].

The object refers to an area surrounded by several edges.
The objects are constructed by detecting all the possible
edges from the multimedia file [4]. Usually, an edge is a line
or boundary which may exist at the outlier of the objects.
An edge may have existed where brightness changes and
discontinuities of pixels intensity occurred [5]. A multimedia
file may contain different shapes of edges, i.e., step, line,
pulse, stairs, junction edges etc., as shown in Figure 1 [6].
The identical objects could be located by detecting true and
continuous edges.

Object extraction aims to recognize an object’s accurate
position and shape in the multimedia file, which helps
computer vision applications improve their capability. Object
extraction has many computer vision applications in various
fields like science, engineering, and medicine. Relevant to
these fields, much work has been done in object extraction,
but still, a scope has remained. For example, how to justify
that the object detection model is robust and reliable? How it
be guaranteed that the model recognizes truthful objects from
the multimedia files caused by interference? Fortuitously, the
Cellular Automata (CA) enable object detection models to
be more reliable and robust. Generally, the object detection
models map the objects by detecting the edges of the
objects, and the edges are determined by analyzing nearby
neighbourhoods.

FIGURE 1. Different types of edges.

TheCAprovide flexibility to the object detectionmodels to
include themaximum number of neighbourhoods, whichmay
help them to improve their robustness. Cellular Automata
works behind Von Neumann’s and Moore’s theories [7].
The Von Neumann method works on 4-neighbourhood cells,
i.e., left, right, upper, down, and itself. The Moore method
works on 8-neighbourhood cells and 24-neighbourhood cells,
as shown in the Figure 2. The red shaded cell represents
the centred cell, and the green shaded cells represent
neighbourhoods. The 25-neighbourhood method of Moore is
known as the extended Moore method that includes outer and
centred cells [7]. The CA work on all outer neighbourhoods
and the central cell to provide robustness to the object
detection models.

FIGURE 2. Moore’s neighbourhood structures.

A. KEY CONTRIBUTIONS
The key involvement of the proposed article can be briefed as
follows:
• Invent a CA-based new method OTCA, which focuses
on different types of multimedia files for object detec-
tion.

• We focused on determining true and continuous edges
from night vision, reflected noisy and noise-free
coloured images. The focused edges help us to locate
a truthful object.

• The results will be validated using quality assessment
parameters, i.e., MSE, PSNR, SSIM, and Entropy.

• The results will be compared with classical methods,
i.e., Sobel, Prewitt, Robert, and Laplacian and recent
research, i.e., Mittal et al. [8]. And Mega et al. [9].

B. QUALITY ASSESSMENT
Usually, image quality parameters are used to assess the
processed image. Many parameters exist to assess the quality
of an image, but this section briefs only the parameters which
will be used to assess the results of this article. The Mean
Squared Error (MSE) quality assessment parameter finds the
average difference between the source and processed image.
The Mean Squared Error value is calculated using equation
1, where M and N are the size of images, Xi,j is the current
cell value of the source image X and X ′i,j is the cell value
of processed image X ′. Lower MSE value states that the
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TABLE 1. Comparison of different approaches.

processed image has fewer errors [10], [11].

MSE =
1
MN

M∑
i=1

N∑
j=1

(Xi,j − X ′i,j)
2 (1)

The Peak Signal Noise Ratio (PSNR) parameter finds the
ratio of original and processed image [10]. Higher PSNR
value state that the quality of the processed image is high.
The PSNR value of an image should be calculated using the
equation 2.

PSNR = 10 log10
(2n − 1)2

MSE
(2)

where n is the number of bits required to represent a pixel in
the image [10], [12]. For example, if a pixel uses 8 number of
bits to represent a pixel then the PSNR will be as equation 3.

PSNR = 10 log10
2552

MSE
(3)

The Structural Similarity IndexMeasure (SSIM) parameter
measures the similarity between the original and processed
image. The higher value of SSIM represents a high similarity
between the images. This parameter finds the similarity by
analysing Human Visual System (HVS) characteristics: loss
of correlation, Luminance Distortion and Contrast Distortion
[12]. The SSIM value is calculated for two images, S and
G, by multiplying all three characteristics as represented in
equation 4.

SSIM =
2µSµG + c1

µ2
S + µ2

G + c1
∗

2σSσG + c2
σ 2
S + σ 2

G + c2
∗

σS,G + c3
σSσG + c3

(4)

Here, µS and µG are the mean values and σS and σS are
the standard deviation values of the images S and G. σS , G
is the co-variance of the respective images and c1, c2, c3 are
the positive constant values used to avoid dividing by zero
exception. The value of SSIM should be more significant
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from 1 to 40 dB [13].

E =
∑

Pi logPi (5)

The entropy of the image is defined by the amount
of information maintained by image pixels. The higher
value of entropy depicts that the pixel maintains maximum
information [12]. Equation 5 is used to calculate the entropy
of image pixel P.

II. RELATED WORK
This section reviews existing research related to the object
detection, edge detection, image enhancement, and image
segmentation. The classical methods for image segmentation
play an interesting role in the recent research relevant to the
image applications. In the recent research numerous methods
have been introduced based on the threshold, gradient,
wavelet, and Hough transform techniques.

A. CLASSICAL METHODS
The classical methods for image processing are used
for edge-detection. Primarily, the classical techniques are
based on first-order or second-order derivations: gradient
technology and Laplacian technology. The first order or
gradient-based technique discovers the edges by examination
minimum and the maximum first derivative of the image.
Classical techniques like Robert, Sobel, Prewitt and Canny
are based on gradient technology. The second order or
Laplacian-based technique finds image edges by searching
zero crossings.
1) SobelMethod: Thismethod filters the edges using a con-

volution operator. The operator used in this method is a
3×3matrix, which defines the gradient operators for the
x-axis and y-axis. Table 2(a) depicts a common structure
of convolution operator for image regions, and Tables
2(b), and 2(c) depicts x-axis and y-axis gradient oper-
ators. Equations 6, and 7 are used to define x-axis and
y-axis gradient operators (Fx and Fy) for the convolution
operations. Here P0,P1,P2,P3,P4,P5,P6, and P7 are
the neighbourhood pixels of the pixel Pi,j.

Fx = (P2 + 2P3 + P4)− (P0 + 2P7 + P6) (6)

Fy = (P0 + 2P1 + P2)− (P4 + 2P5 + P6) (7)

TABLE 2. a. Sobel convolution operator b. x-axis gradient operator
c.y-axis gradient operator.

2) Robert Method: This method divides the image into 2×
2 size of regions and select same size of the convolution
operator for x-axis and y-axis direction. The operator
separately applied on each region and combined the
results of all the regions to produce the target result. Due
to the divide and conquer approach, the Robert method is
comparatively fast and produces accurate edges. Table 3
depicts the gradient operators used for x-axis and y-axis
respectively [8], [9].

TABLE 3. Robert convolution operator.

3) Prewitt Method: The Prewitt technique is too like the
Sobel with the only difference in size of the operator.
The convolution operator of Prewitt is the size of 3 ×
3 and its x-axis orientation is generated by rotating the
y-axis orientation to 90◦, and vice-versa. Table 4 depicts
the x-axis and y-axis convolution operator respectively
[8], [9].

TABLE 4. Prewitt convolution operator.

4) Marrs-Hilderth Method:
The Marrs-Hilderth or Laplacian is a second derivation-
based technique for detecting image edges. The process
of the method is simpler but suffer from two big issues:
generates false edges, and discontinuity of edges [8], [9].
This technique has three main steps:
Step a: Read an image and apply a low pass Gaussian

filter for smoothing the image.
Step b: Enhanced the image by applying the Lapla-

cian approach. This step applies the Laplacian
method on each pixel to remove existing noise.

Step c: Apply zero crossing second derivation method
for finding all possible edges.

The low pass filter of Marrs method follow the equations 8, 9
and 10 to eliminate noise effect. Here,G is the Gaussian filter
of the 2 − D surface, and is represented in equation 8. The
Gaussian filter may be varied as per the surface points (i, j),
and variance (σ ) between consecutive points. Equation 8
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represent convolution operation (⊛) between Laplacian (∇2)
of source image (F) and Gaussian Filter (G). The Laplacian
of Gaussian is defined using equation 10.

G(i, j) = exp−
i2+j2

2σ2 (8)

H (i, j) = ∇2 [G(i, j) ⊛ F(i, j)]

= ∇
2G(i, j) ⊛ ∇2F(i, j) (9)

∇
2G (i, j) =

(
i2 + j− 2σ 2

σ 4

)− i2+j
2σ2

(10)

B. THRESHOLDING BASED METHODS
Thresholding is the easiest technique for image processing,
in which a common value is used to process pixels of
the image. The common value is known as the threshold
value, which is estimated by analyzing pixels intensity. The
threshold value is a global value, which means using a single
value or a range of values for all the pixels, and it has
different values according to the regions of the image. The
region-based threshold value is known as local thresholding
or adaptive thresholding. After finalizing the threshold value,
it should be compared with image pixels and decide the
binarization of the image [14]. Sharma et al. suggest image
segmentation and transformation method in their research
using outer cellular automata. A range of threshold value has
been generated by analysing nearby neighbourhood pixels
of the image. The proposed method may include number of
neighbourhoods at different radius level to generate a robust
threshold and is applied to work on any type of color images
[15], [16].

Xu et al. presented a paper for the detection of image
patterns by dividing the images into tiles. The proposed
research identifies image mosaics by finding the edges of the
image tiles. The edges of the tiles are found by calculating the
mean-value of associated pixels. The proposed method finds
the image mosaics by maintaining 80% of image originality
[17]. Hussain et al. introduced a histogram-based technique
which is used to improve the quality of dark images. This
paper divides the image into local regions by histogram
technique and generates one aggregate value for enhancing
the image pixels [18]. Mittal et al. presented a method, B-
Edge, for the detection of image edges by mapping multiple
threshold values with the help of neighbourhood pixels.
In this paper, produced results are compared with existing
classical techniques [8]. Mega et al. presented a paper for
comparing the results of classical methods for HSV and YUV
colour images [9]. Cao et al. presented a paper for parallel
image edge detection algorithm using improved Otsu-Canny
method for the Hadoop platform. The proposed method
smoothed the source images using the Gaussian operator
by dividing gradients into clockwise and anti-clockwise
directions [19]. Wu et al. invented a novel method BFAN
for object detection using featured aggregation network [20].
Usmani et al. introduced the video object segmentation
approach by defining the correlation between video frames

[21]. He et al. presented a survey paper for finding defective
products. This paper reviewed a few research on computer
vision, image segmentation and deep learning, which are used
for finding defective products [22].

C. GRADIENT BASED METHODS
Image gradients are characterized by the derivation of the
image and the derivation is defined by the changes in the
intensity level of image pixels. The derivation approach
detects the edges of the image by locating pixels at minimum
and maximum point. The maximum and minimum point is
located by adjusting origin, generally, the origin should be
a centre point or zero. There are two types of approaches
for edge formation based on derivation, namely: first-order
and second-order. The first-order derivation approach works
by looking at minimum and maximum and second-order
derivation works by crossing zero. The gradient-based meth-
ods i.e., Kirsch Compass and Robinson operator show very
stimulating results in the field of image processing [23], [24],
and [25]. Wu et al. proposed a morphological gradient-based
color image segmentation method. The opening and closing
operations are used in this article for thinning or thickening
the image edges. The proposed method has experimented
on different types of color images and claimed 10% more
efficient results and about 1% more accuracy and recall [26].
Li et al. presented a method for image edge detection based

on Gaussian Kernel. This method finds the weak pixels of
the image and applies the ESM algorithm to smooth these
pixels [27]. Zheng et al. introduced a super-resolutionmethod
for edge detection and enhancement of MRI images [28].
Huang et al. presented a paper for image smoothing using
diffusing technology with gradient. This paper introduced
two models, which are used to extract image objects and
de-noising the image by retaining texture information and
edges of the objects [29]. Fang et al. presented a paper for
scale and gradient-based methods for image smoothing by
removing high and low contrasting text pixels and retaining
sharp and fine boundary pixels. This method fixes a scaling
value for deciding the high quality of the image edges
[30]. Wang et al. presented a paper for the assessment of
visual quality for the screen content images. The proposed
model of this paper has formed an efficient full-reference
quality assessment technique, in which edges are formed by
extracting gradient-domain for better visual representation
[31]. Kabir et al. presented a method for image edge detection
based on gradient intensity. In thismethod, the edges of image
objects are detected by analyzing the horizontal and vertical
neighbourhood intensity of pixels, and the boundary edges
are detected with the help of derivation slopes, which exist
between consecutive pixels [32]. Yahya et al. introduced two
types of filters for image edge detection and enhancement
based on diffusion and variance. The diffusion filter uses
a non-linear gradient magnitude technique to remove noise
from the image. The variance filter is implemented using the
first and second-order derivation approach, which helps in
finding edges from the image [33].
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D. WAVELET BASED METHODS
Wavelet is an oscillation with an initial amplitude of zero,
and it may change in an upward and downward movement
and return to the initial level. This type of transformation
has been implemented in the various domains of image-
based technologies. The well-known of such types of
technologies are Discrete Transformation (Cosine and Sine),
Haar Wavelet, Watershed, and SymLet [34], [35]. Formally,
the wavelet transform is demarcated as a mathematical model
to analyse an identifiable pixel of the image. However, the
wavelet transforms found its essence and originated from
many computer vision study domains. Tzu Ching Wu et al.
invented a new model for identification of abnormal tissues
and organs from medical images. A Wavelet Transformation
technique has been implemented with the model without
using any filter. The authors claimed a robust segmentation
of images with high PSNR [36]. Yang et al. used Haar
Wavelet Transformation in their research for breast cancer
detection. A multiclass U-net based approach introduced
to efficiently segment the MRI images. The authors shown
87.48% accuracy in their results for identification of breast
cancer [37].

Shi et al. presented a wavelet-based method for finding
edges from the noisy image and heterogeneous environment.
In order to achieve this objective, the proposed method
combines concepts of two polarimetric and weighted gra-
dients. The polarimetric method helps to find a weak and
strong edge, while the weighted gradient method process an
image which has heterogeneous features [38]. Chengtao et al.
presented a paper for the implementation of a trilateral filter
for image edge enhancement. The proposed research also
employed a kernel-based algorithm to extract image edges by
analyzing nearby pixels [39]. Jiang et al. presented a method
for developing a channel for image object recognition and
enhancements. In this paper, an improved canny algorithm
is used by adjusting parameters for object recognition and
a median filter is used to enhance recognized objects [40].
Liu et al. super-resolution reconstruction model. In this
paper, approximately 20 convolution filters are applied to
the image at various layers to smooth the image and apply
the LoG algorithm for image edge formation [41]. Shen
et al. presented a method including the canny method and
watershedmethod for image edge detection and segmentation
by dividing the image into 5 × 5 clusters [42]. Tian et al.
introduced an adaptive model for image enhancement by
masking operators. In this method, the model is designed
by studying the roughness of a surface. The roughness
detection method is a non-linear approach which analysis
the surface by imaging technology and de-noises the image
pixels. The pixel de-noising is performed by a masking
operator, which amplifies the image pixels [43]. Sabir et
al. present a segmented-based image defogging method for
image enhancement by adjusting the pixel’s colour, contrast,
and visibility. The proposed research’s defogging method is

analyzing the images dark and light channels and designing
a filter with the help of channels [44].

Algorithm 1Algorithm for Vitality and Luminosity Function
1: procedure Vitality(Image S, int M , int N )
2: cop[3], [3] = {( 19 ,

1
9 ,

1
9 ), (

1
9 ,

1
9 ,

1
9 ), (

1
9 ,

1
9 ,

1
9 )}

3: for i← 0 to M − 1 && j← 0 to N − 1 do
4: k = 0
5: l = 0
6: for k < 3 && l < 3 do
7: V [k][l] = S[i][j]
8: k ++
9: l ++
10: G[0], [0] = V [0], [0]
11: G[0], [4] = V [0], [2]
12: G[4], [0] = V [2], [0]
13: G[4], [4] = V [2], [2]
14: end for
15: for i← 0 to 2 do
16: G[0][i] = V [0][i]
17: G[i][0] = V [i][0]
18: G[4][i+ 1] = V [2][i]
19: G[i+ 1][4] = V [i][2]
20: end for
21: for k ← 1 to 3 && l ← 1 to 3 do
22: V [k−1][l−1] = G[k][l]⊛cop[k−1][l−1]
23: i = i+ 3
24: j = j+ 3
25: end for
26: end for
27: end procedure
28: procedure Luminosity(Image S, int M , int N )
29: for i← 0 to M − 1 && j← 0 to N − 1 do

30:
G[i][j] = S[0, 0, 255] ∗ 0.3+ S[0, 0, 255] ∗ 0.59

+S[0, 0, 255] ∗ 0.11
31: S = G
32: end for
33: end procedure

E. HOUGH TRANSFORM BASED METHODS
In digital image processing, Hough transform plays an
important role that works by extracting image features. This
technique helps to identify objects from an image by locating
the edges of line and circle shapes. The Hough transform
method maps a function that transforms an image’s pixels
into a line or curve. The information needed to draw these
lines will be provided by detecting and identifying some
groups of pixels that share common characteristics, such as
being on the same line or intersecting a set of lines, utilizing
some Hough space features [45], [46]. In recent years, Hough
transform-based methods i.e., Phase Stretch, Gabor, and Fast
Fourier-related research have been encountered and shown
very stimulating results.
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FIGURE 3. Proposed OTCA methodology.

Phase Stretch Transform (PST) is a non-linear and phase
manipulation frequency-based process used to extract image
features. Edges formation from noisy images is a key
objective of phase stretch transformation. The PST produces
the binary image with 0 or 1 values whose size is the
same as the original image. PST is also able to enhance
the produced binary image by manipulating high-frequency
components. Generally, PST produces robust results for noisy
and low-contrast images but is comparatively computation-
ally complex [47]. Xu et al. proposed an anisotropic PST
algorithm for the separation of initiated slop phase-disparity
minuscule images. The authors have improved the results of
traditional PST by 30% and claim robust results as compared
to classical image segmentation methods. The results of the
research were validated using consistency error and rand
index [48]. He et al. have combined anchored regression with
traditional PST to extract all the local features from noisy
medical images. The authors claimed faster results with low
latency and improved PSNR as compared to the traditional
methods [49]. Overall, the PST is a useful technique in
computer vision and image processing, especially when
processing noisy and intricate feature images. It is helpful
in a variety of applications where feature extraction and
pattern recognition are essential since it can sharpen edges
and highlight features.

Gabor Transform is a computational method for pattern
identification and image analysis. The Gabor Transform is
a significant tool in many applications, including texture
analysis and image processing, because it is especially
effective for examining and describing both the time and
frequency aspects of signals. Generally, the Gabor transform
is a linear filter that works by combining the time and
frequency domain of Fourier and enhancing the image
quality using Gaussian filters. Gabor transforms play intel-
ligently with digital images for locating robust textures and
objects [50], [51]. Virodhi Dakshayani et al. suggest an

image-denoising and edges extraction model using Gabor
Transforms. The authors have measured the performance
using SSIM, PSNR, and MSE parameters and compared it
with classical methods. The research claimed high PSNR and
low MSE comparatively [52]. Gao et al. proposed a two-
dimensional-based pattern recognition method. This study
extracts image features by affecting color, shape, and textures.
The test results of the study claimed that the image is
processed effectively and accurately [53]. Venkatachalam et
al. discussed an innovative approach using Gabor filtering
and Walsh-Hadamard transforms. The aim of the study is to
segment the medical images and retrieve all the properties
of the image. This study used the Fuzzy C-mean method
to define the similarity between segmented and original
images. The results of the study claimed that the method
provides all the possible features of the medical image in less
time as compared to other Hough transform techniques [54].
Ullah et al. presented a survey on object tracking systems
and introduced an IoT-based method for tracking wildfire,
deadly vapor, and bio-synthetic mixtures objects on wireless
networks [55]. Overall, the Gabor Transform is an adaptable
apparatus for processing images with difficult features and
textures.

Fast Fourier Transform (FFT) is a widely used technique
for pattern recognition, image enhancement, and compres-
sion. Generally, FFT uses low-pass and high-pass filters
to enhance the images, frequency domain information for
pattern recognition, and Discrete Cosine Transformation for
image compression. FFT is computationally complex and not
perform accurately with noisy images [56]. Zak et al. suggest
a convolution and FFT-basedmethod for image classification.
In this research, convolution operator is used to filter the
image features for classification and Fourier Transform helps
to speed up the performance of method [57].

Wu et al. presented a paper based on Hough transform
for finding zebra crossing by determining road image edges.
The zebra crossing edges are formed by finding straight
and parallel lines, where thresholding concepts remove the
shadow effects [58]. Meng et al. presented a paper for water
land image segmentations based on wavelet transformation.
The source images are smoothed by applying various filters,
i.e., Gaussian, Gabor, and Wavelet. The image segmentation
is performed by dividing the image into four channels
according to pixels frequency and selecting best-suited
features for finding edges of the segment [59]. Hu et al.
presented a method for image editing and correction using a
wavelet transformation approach. The image editing process
is performed by finding the edges of image objects and
texture. The non-gaussian features of the object are presented
in [60]. Table 1 summarises existing research with used
technology, methods and their achievements and limitations.

III. PROPOSED OTCA METHOD
A. OVERVIEW
The proposed methodology has five functions to obtain
the objectives. The proposed method accept noisy or noise
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FIGURE 4. Neighborhood-matrix generation.

Algorithm 2 Algorithm for OTCA Rule Mapping and Edge
Plotting
1: SM ,N = Source Image
2: NM ,N = Neighbourhood matrix
3: BM ,N = {0}
4: Set S1 = 0, S2 = 0,Even = 0,Odd = 0
5: m = Min(NM ,N )
6: n = Max(NM ,N )
7: for i← m to n do
8: if i%2 == 0 then
9: S1 = S1 + i
10: Even++
11: else
12: S2 = S2 + i
13: Odd ++
14: end if
15: end for
16: T1 =

⌊
S1

Even+1

⌋
17: T2 =

⌊
S2

Odd−1

⌋
18: for i← 0 toM − 1 && j← 0 to N − 1 do
19: if ((N [i][j] ≥ T1&&N [i][j] ≤ T2) && S[i][j]) ̸= 0

then
20: B[i][j] = 1
21: else if ((N [i][j] ≥ T1&&N [i][j] ≤ T2) || S[i][j]) ==

0 then
22: B[i][j] = 0
23: end if
24: for x ← i− 1 to i+ 1 && y← j− 1 to j+ 1 do
25: if S[i][j] ̸= 0 && N [i][j] < T1 then
26: B[i][j] = 1
27: end if
28: end for
29: end for

free image of any colour for object identification. The first
function, ‘‘pre-processing’’ has two methods vitality and
luminosity for smoothing and colour conversion. The second
function, ‘‘Neighbourhood-Matrix Generation’’ is used to
analyse nearby neighbours of the image pixels and generate
a neighbourhood matrix. The third function ‘‘OTCA rule
mapping’’ which is used to map a rule used for processing the

image pixels. The fourth function is ‘‘Edge plotting’’, which
is used to apply mapped rule on the neighbourhood matrix
to identify edges of the image objects. The fifth function is
‘‘Edges enhancement’’, which is used to improve the quality
of the object edges.

As discussed in the Section I, the CA technology analysis
near neighbourhood pixels of images or frames of video at
various levels. The processed or current pixel of a source
image is to be considered a zero-level pixel, and the outer
pixels of the current pixel are to be considered first-level
pixels. So generally, the CA processes input data using a
function known as the transition function. The transition
function is a rule or method, which takes the pixel of an image
as the current state, processes the current state, and produces
a new pixel as the new state. To generate a robust function, the
proposed OTCA (Outer Totality Cellular Automata) method
presented in Figure 3 analyse the outer pixels of the image
pixel’s. The more number of pixels provide robustness to the
system and helps to improve accuracy.

1) Pre-processing: This step of the proposed methodology
has two primary functions, i.e., vitality function and
Luminosity function. The vitality improves the quality
of the source image, and the luminosity function
converts the coloured image into a grey image. The
vitality function operates using the principles of low
pass filter, where each associated cell’s average intensity
is determined and any nearby pixels with intensities
below the average are changed to the corresponding
averaged intensity value. The vital function divide the

FIGURE 5. Edges plotted for image object.
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Algorithm 3 Algorithm for Improved Morphology
1: Read input CM ,N
2: Initialize structuring element SE of Size 3× 3
3: SE = [[0, 0, 0], [a, 1, a], [1, 1, 1]]
4: BM ,N = {0} ▷ Value of a is either 0 or 1
5: Origin SE[1], [1]
6: Set PR[][] = {0}
7: for i← 0 toM − 1 && j← 0 to N − 1 do
8: count = 0
9: if c[i][j] == origin then
10: for x ← i− 1 to i+ 1 && p← 0 to 3 do
11: for y← j− 1 to j+ 1 && q← 0 to 3 do
12: if c[x][y] == SE[p][q] then
13: count++
14: end if
15: end for
16: end for
17: end if
18: if count == 9 then
19: PR[i][j] = 1
20: end if
21: end for

22:

T = SE[0], [0] = SE[1], [0] = SE[2], [0]

= SE[2], [1] = SE[2], [2] = SE[1], [2]

= SE[0], [2] = SE[0], [1] = T

▷ Rotate SE

source image S[M ,N ] into the regions of 3 × 3 and
apply the same size of average operator on each region
to smooth them. The luminosity function extract all
the colour components from source image S[M ,N ] and
combine them in the ratio of 30%, 59%, and 11% [15].
The Algorithm 1 depicts the working of vitality and
luminosity functions with running time is O(MN )

2) Neighbourhood-Matrix Generation: This step counts the
live neighbourhoods for all the pixels of the grey image
produced by pre-processing step. The pixel with value
1 to consider alive and value 0 to be consider dead.
The proposed OTCA method considers outer pixels
up to the second level of radius (as per Figure 2 24-
neighbourhoods). Equation 10 used to generate the
neighbourhood matrix N [M ,N ] of the source image
S[M ,N ]. The Figure 4 shows the process of generating
neighbour matrix with example. Figure 4a represent the
source image, 4b represents binary image with alive
and dead pixels, and 4c represent number of alive
neighbourhoods.

Ni,j =

i=M−1
j=N−1⋃
i=0
j=0

x=i−2
y=j−2∑
x=i+2
y=j+2

Sx,y − Si,j (11)

3) OTCA rule mapping: The OTCA rule is decided
according to the number of neighbourhoods up to second
level of the processed cell. The neighbourhood matrix

FIGURE 6. Result of edge plotting step.

FIGURE 7. Enhanced edges produced by IMA.

contains 26 possible values, i.e., 0 to 25. The rule
is finalized by averaging all the even and odd values
respectively. The sum of even and odd numbers from 0 to
25 is 156 and 169. To calculate average of sum of even
numbers, the sum is divided by 14 due to one extra even
level i.e., 0 to 2 as compared to odd level i.e., 1. Hence
the average of even numbers is 11 (0+2+4+6+8+10+
12+14+16+18+20+22+24 = 156/14) and average
of odd numbers is calculated by dividing the sum by
remaining 12 numbers, so average is 14 (1+3+5+7+
9+11+13+15+17+19+21+23+25 = 169/12). So,
finally the threshold value for the image will be 11 and
14. The threshold value vary from image to image, and
this variation helps to generate robust results. Equations
12 to 17 are used to finalize threshold values for the
source image S[M ,N ], whose neighbourhood matrix is
N [M ,N ].

m = min
(
NM ,N

)
(12)

n = max
(
NM ,N

)
(13)

S1 =
i=n∑
i=m

i if i%2 = 2 (14)

T1 =
⌊ S1
even+ 1

⌋
(15)

S2 =
i=n∑
i=m

i if i%2 ! = 2 (16)

T2 =
⌊ S2
odd − 1

⌋
(17)

4) Edge plotting: The Algorithm 2 represent process of
OTCA rule mapping and edge plotting functions. The
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computational complexity associated with Algorithm
2 is O(MN ). Once the rule or threshold function is
decided, it should be applied to all the cells of the
source image by following the respective neighbourhood
matrix. The threshold function of the proposed method
works as a global or unique function for all the cells,
which read the current state from the cell of the source
image and the corresponding value of the neighbour
matrix and generates a new state by the following
criteria:

• If a cell of the source image has a value 0, its new
state remains dead or 0.

• If a cell of the source image is alive and the
corresponding neighbour matrix cell has a value
more than 14, it dies due to overcrowding.

• If a cell of the source image is alive and the
corresponding neighbour matrix has a value less
than 11, it dies due to loneliness, but if its adjacent
outer cell is a living cell, it remains alive.

• If a cell of the source image is alive and the
neighbour matrix has a value from 11 to 14,
it goes on living. After applying the mapped rule
on source image Figure4 and respective neigh-
bourhood matrix Figure 2, the resultant temporary
matrix of the edge plotting step will be as Figure 5.

The result of step 4 is in the form of a matrix
containing binary values, i.e., 0 and 1. To produce a
result as an image, the value 1 converts into black pixels
and 0 converts into white pixels. Figure 5 shows an
equivalent image of the Figure 2 i.e., edges plotted for
the source image object.

5) Edges Enhancement: This step used to improve the
quality of edges because the plotted edges may be
blurred, double edges, and discontinuous. An Improved
Morphology Algorithm (IMA) has been used to enhance
the edges. The IMA algorithm read the produced image
C[M ,N ] return by Alogrithm 2. A structuring element
SE of size 3 × 3 has been initialized and applied on
C[M ,N ] to smooth the image. The detailed process
of IMA is depicted in Algorithm 3. Figure 6 shows
enhanced results after applying the IMA algorithm on
the result (Figure 7) produced by the edge plotting step.

IV. EXPERIMENTAL RESULTS
A. DATA SET
The proposed methodology has been experimented on
approximately 1000 training and test images, which are taken
from the Berkeley and Kaggle datasets. This section depicts
the result of 20 images i.e., 5 are RGB, 10 are HSV and YUV,
and 5 are noisy, shaded, night vision and reflected images.

B. RESULTS DISCUSSION AND EVALUATION
The proposed method is successfully tested on RGB, HSV
and YUV colour space images. The tested colour images
are night vision, noisy, shaded and reflected. The proposed

method results are compared with the results of classical
methods,Mittal et al. [7] andMega et al. [8]. The performance
of the proposed method is validated with the help of three
criteria: similarity analysis, error rate measurement, and
accuracy.

TABLE 5. Image quality assessment parameters.

TABLE 6. Average values of Entropy, PSNR, SSIM, and MSE for RGB colour
images.

1) Similarity analysis: This criterion helps to decide
whether the produced edges of the image belong
to the original source image or not. The similarity
of the images could be analyzed with the help of
quantitative and qualitative methods. The quantitative
method analyzed the similarity between images using
entropy, and PSNR (discussed in Section I-B). The
qualitative method analyses the similarity between the
images using SSIM (discussed in Section I-B). The
higher value of entropy, PSNR, and SSIM expresses
high similarity between source and resultant images.

2) Error rate measurement: The error rate of the resultant
image decides whether the produced edges are true
or false. The error rate of the image is measured
using a quantitative method. The MSE (discussed in
Section I-B) is used to measure the errors in the
resultant images. The MSE is used to measure how
much the resultant image is closer to the original
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FIGURE 8. Example of proposed methodology processes.

FIGURE 9. Comparative analysis of RGB, HSV and YUV images.

image.The smaller value of the MSE state that low error
rate, closer and good correlation between resultant and
original image. Table 5 depicts possible range of these
parameters, accepted values, and assumption: whether
the value should be minimum or maximum.

TABLE 7. Average values of PSNR, and MSE for HSV colour images.

Entropy for the image defined as amount of information
retained by the pixel; maximum value express that
the image contains maximum information about pixels
intensity. The PSNR of an image expressed quality of
resultant image in terms of noisy image. Higher value of
PSNR expressed lesser error and sophisticated for noisy
image. The SSIM value expressed that how the resultant
image is similar with the source image. The higher value
of SSIM express that the produced edges are true. The
MSE of an image specify that how much the resultant

TABLE 8. Average values of PSNR, and MSE for YUV colour images.

TABLE 9. Noisy data set results.

image is close to the source image. Lesser value of MSE
express that the produced edges are accurate.
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TABLE 10. Result evaluation of proposed methodology.

FIGURE 10. Experimented results of RGB, HSV, YUV and noisy images.

As discussed in Section III the proposed methodology
has primarily five steps to obtain the desired results.
Figure 8 depicts the results of the entire process of
the proposed methodology, which was experimented
on the aeroplane image. The figure contains images of
different stages i.e., source image, intermediate results
i.e., Figure 8b colour conversion, Figure 8c enhanced
grey image, Figure 8d neighbourhood matrix, Figure 8e
plotted edges, and Figure 8f enhanced edgeswith respect
to the objects that exist in the images.

Figure 10 shows results on selected RGB, HSV, YUV,
and Noisy images. The references of RGB images
are 181091, 388016, 54082, 138078, and 189080.
The references of HSV and YUV images are
18035, 189003, 227040, 253036, and 317080. The
references of noisy, shaded, night vision and reflected
images are 102061, 148026, 143090, 288024 and
201080.
Figure 10 visualize the source and final resultant image
with their reference number taken from the Kaggle
dataset. The research produced a massive amount
of data, and discussion among these data creates a
complex analysis, so the result discussion has been
performed using average values of the respective
quality measurement parameters. Figure 9 shows the
comparative analysis of RGB,HSV andYUV images for
the difference between classical methods and existing
proposed method. The PSNR, SSIM and Entropy is
higher as comparison to classical methods for RGB
images and the values of MSE are smaller than the
classical method which signifies that the edges of
resultant images are similar to the source images. Tables
6, 7, 8, and 9 show average entropy, PSNR, SSIM,
MSE, and RMSE values produced by the proposed
methodology and the same are compared with classical
methods and recent research i.e., M Mittal et al. [8] and
KW Mega et al. [9].

3) Accuracy: The accuracy of the proposed object detection
model is decided using the standard image quality
measurement parameters i.e., entropy, PSNR, SSIM, and
MSE (discussed in Section I-B) [10], [11], [12], [13].
The higher values of entropy, PSNR, and SSIM, and
lower values of MSE, and RMSE express high accuracy.
The entropy, PSNR, and SSIM parameters are used to
define the similarity rate, and MSE, and RMSE are
used to define the error rate between the source and
resultant image. The accuracy index of the produced
result is determined by using the Jaccard similarity
index. Equation 18 is used to define the accuracy index
JDSI (SI ,RI ) between source image SI and resultant
image RI . The Jaccard method defines the accuracy
index using the common and combined features of
the source and resultant image. Table 10 represent the
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similarity rate, error rate, and accuracy of the different
types of source images. The value (SI∪RI ) is 100, and it
represent that, the 100% features of both images are exist
in set. The value of SI ∩RI is determined by subtracting
the average error form the union of both images.

JDSI =
SI ∪ RI
SI ∩ RI

× 100 (18)

As per the results showing in figures and tables, the
authors claim that:
• The proposed OTCA method can process different
types of colour images i.e., RGB, HSV, and YUV
regardless of any type of noise.

• The similarity, and error rate show the objects
identified by the OTCA method are very similar to
the source image with less error.

• The accuracy of the OTCA method reach up
to 99.89% and maintain 99.80% as minimum
accuracy.

V. CONCLUSION
Object detection plays an important role in various applica-
tions i.e., autonomous driving, healthcare systems, biometric
authentication systems, and mixed reality. Object detection is
the key factor of these applications, we suggest that our study
is the beginning of a research stream that focuses on exact
object extraction from various colour images in challenging
circumstances as an extension of the in-complexity analysis
of uncertainty estimates in object detectors. In this article,
a cellular automaton-based method has been proposed
for object extraction from different coloured images. The
proposed method analysis all the image pixels and mapped
a rule to comprises a global threshold. The threshold is
compared with all the image pixels to locate edges of
the objects. Moreover, the vitality function, and improved
morphological algorithm has been applied to obtain true,
thin, and continuous edges up to 99.89% accuracy. The
experimented results of the proposed method have been
validated using different image assessment parameters, i.e.,
entropy, PSNR, SSIM, and MSE. Detailed experiments on
different coloured images state that the extracted edges
have high entropy, PSNR, and SSIM and less MSE. Based
on the results, we state that the proposed OTCA method
produce efficient results for RGB, HSV and noisy image, but
some improvement is required for the YUV images. Future
research will enhance the thresholding by analysing more
pixels to extract exact edges from the YUV-coloured images.
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