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ABSTRACT With the rapid development of computer vision and artificial intelligence, image conversion
technology has been widely applied in the fields of digital media and art. Based on the Generative adversarial
network, this paper proposes a painting image conversion algorithm for multi class scenes. It performs
deep feature extraction in the residual module, divides the encoding and decoding parts of the generator
into functional parts, and designs them separately. The mixed attention module is inserted into the decoder
and encoder to preserve the texture details of the image. The deep network interpolation is incorporated to
achieve smooth and continuous conversion of the painting image. The experiment showed that the loss value
of the research method decreases to 0.008 after 400 iterations during the loss value testing. Its maximum
peak signal-to-noise ratio is 34.9dB when the bit rate increases to 1000kb/s. In the SAR image conversion
dataset, the F1 value increases to 97.4 after 200 iterations. The pixel loss when it reaches 100% conversion
in outdoor images is 5.38k. The data indicates that the research method has good performance in painting
image conversion and can provide effective technical references for image conversion.

INDEX TERMS Image conversion, generative adversarial network, mixed attention, deep network interpo-
lation, global discrimination.

I. INTRODUCTION
Painting image conversion algorithm has a wide range of
applications in the field of computer vision and image pro-
cessing. It can convert images from one style or scene to
another, providing powerful tools for image editing and syn-
thesis [1]. With the continuous development of computer
graphics and deep learning technology, the painting image
conversion algorithm has made remarkable progress [2].
However, existing methods still have some problems, such
as insufficient generalization ability and insufficient detail
retention in multi-class scenes. This limits the wide use of
painting image conversion techniques in practical applica-
tions [3]. The acquisition and annotation of training data
in multiple scenarios is also a huge project. The lack of
data will affect the generalization ability of the model.
The traditional image conversion algorithm based on style
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transfer uses convolutional neural network to input the style
of art works. But the conversion result still has style distor-
tion and the calculation cost is high. The image conversion
method based on texture synthesis extracts texture features
from painting works and applies these textures to input
images. However, when extracting complex painting styles,
the conversion effect of strokes and lines is poor [4]. The
hybrid attention mechanism can help the model focus on
different scenes and improve the accuracy and diversity of
image transformation. Deep network interpolation can be
used to smooth the image conversion process and maintain
the consistency and authenticity of the image. By training the
antagonistic process of generator network and discriminator
network, highly realistic images can be generated, and paint-
ing techniques and features in artistic styles can be imitated to
produce more realistic artworks [5]. Moreover, the generative
adversarial network can not only generate realistic images,
but also generate diverse outputs. With random input or noise
introduction, the generator can produce multiple images of
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the same style but slightly different. This adds creativity and
variety. Generative adversarial networks allow end-to-end
training. This means that the generator and the discriminator
can be trained simultaneously. This eliminates the need to
manually design the feature extractor and simplifies the entire
model building process.

The spatial attention mechanism, multi-head attention
mechanism and mixed attention mechanism can be used to
optimize the painting image conversion algorithm. Hybrid
attention mechanisms combine multiple types of attention
mechanisms. By adaptively selecting and tuning the atten-
tional mechanisms according to the nature of the task and
the data, they have the flexibility to improve the performance
of the model in different situations. In painting image con-
version tasks, different styles, elements and features require
different types of attention. So mixing attention mecha-
nisms can help models better adapt to these changes and
produce more artistic and quality painting effects. In view
of this, a painting image conversion algorithm based on
hybrid attention mechanism generating adversarial network
is proposed to provide a feasible reference scheme for image
conversion.

The paper mainly consists of five parts. The first part dis-
cusses and summarizes the current research results on image
conversion and GAN. The second part mainly designs the
PIC algorithm for MAM-GAN facing multi-class scenarios,
and elaborates on the technical means and thinking used in
the algorithm. The third part analyzes the effectiveness of
the research method, and conducts performance testing and
application analysis on the research method. The fourth part
discusses the research content and experimental results. The
final part is a discussion and summary of the entire text.

II. RELATED WORKS
Image is an important carrier of information transmission.
With the advancement of information technology, more and
more scholars have realized the importance of Image Con-
version Technology (ICT). Some scholars have conducted
relevant research on this technology. M. Elmezayen et al.
proposed a method based on CMOS sensors for analog-to-
digital conversion in image capture and conversion. It used
a column parallel architecture to predict the conversion time
and power in the image, and introduced indicators to evaluate
the monotonicity and distortion of the image. The pro-
posed method has good detection sensitivity and operational
efficiency, and can generate accurate detection results [6].
Xie and his research team proposed an automatic encoder
method for the filling problem in comic style image con-
version. It introduced an intermediate domain for screening
comic mapping, summarized local texture features, and uni-
fied the data attributes of color filling. This method can
generate good comic style images [7]. Zhou and other
researchers proposed a simplified imaging method for tar-
gets in response to the conversion problem of radar images.
It introduced image interpolation and coordinate conversion
techniques, and used distance algorithms to construct a near

field correction model, which has high robustness and can
effectively complete image conversion [8]. T Deepa’s team
proposed an image conversion method based on overlap
point recognition for the recognition of normal and abnor-
mal cell images. This method learned the overlapping area
of nucleus and cytoplasm, identified the overlapping points
when the nucleus overlaps, and then divided the cell image
with the learned model. So it has good cell image processing
performance [9]. Kosowski et al. and other scholars pro-
posed a conversion method that integrates time and voltage
parameters for the conversion of CMOS images. It extracted
the image pixels of the light-emitting diode and regulated
the reference voltage during the operation of a single slope
analog-to-digital converter. The good image conversion speed
in low pixel areas has been verified [10].

Some scholars have conducted relevant research on GAN.
Scholars such as Li proposed a GAN based method for
predicting the temperature of molten steel in electric arc
furnaces. It optimized the generator by using the Long
short-term memory network, displayd the state of the trans-
former furnace, and predictd the trend of temperature change.
This method has good prediction accuracy and the algorithm
occupies less storage space [11]. Niu et al. proposed a
classification method that combines GAN to address the clas-
sification problem of imbalanced data. It used approximate
data distribution to process data and generate new data, and
introduced Differential evolution to determine the number
of a few data. This method has good classification perfor-
mance and can perform accurate data classification [12].
Muhammad et al. used classification models to measure
model performance by introducing deep convolutional mul-
tiple images at different stages for judgment. Based on the
results, they optimized and adjusted the model to solve
the problem of dataset annotation in deep learning. The
optimized model has good peak signal-to-noise ratio per-
formance during runtime and can perform accurate dataset
annotation [13]. Scholars like Yu proposed a GAN based
pattern generation method to address the bottleneck issue
of pattern design in clothing design. It used multi-scale
discriminators to process local texture details and utilizes
self attention mechanisms to enhance the system’s artistic
perception ability. This method has good running speed and
can effectively generate paper pattern schemes that meet the
requirements [14]. Fan et al. proposed a GAN-based per-
ception method for detecting abnormal behavior in videos,
which alternates training between generative adversarial
and perceptual adversarial algorithms to establish a dual
stream structure for policy updates. The proposed algorithm
has accurate abnormal behavior detection ability and can
still maintain good performance when multiple targets
appear [15].

In summary, although GAN has been studied and applied
in various fields, research on image conversion is still rel-
atively scarce. In view of this, a GAN-based multi-scene
PIC algorithm is raised to provide more feasible technical
references for the field of image conversion.
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III. PIC ALGORITHM FOR MAM-GAN
ICT can provide more processing space for image processing.
This chapter will focus on elaborating the PIC algorithm
structure of the designed MAM-GAN.

A. IMAGE CONVERSION ALGORITHM BASED ON GAN
Most computer vision problems can be seen as image con-
version problems. The pixel mapping from an image in one
region to the corresponding image in another region is called
image conversion [16]. Common image conversion oper-
ations include mapping colorless images to corresponding
colored images for image coloring. The other is to map low
resolution images to corresponding high-resolution images
for super-resolution conversion [17], [18]. When performing
image conversion, the expression of the image will change,
and the noise vector is easily ignored during the conversion
process, leading to pattern collapse. GAN can automati-
cally conduct confrontation learning on the Loss function
after specifying the generated image to enhance the net-
work performance to achieve the task goal. Conditional GAN
can solve the problem of uncontrollable image conversion
results [19]. The GAN-based image conversion algorithm
consists of two parts: a generator and a discriminator. The
generator uses a three segment structure, including downsam-
pling, residual module, and upsampling, as shown in Figure 1.

FIGURE 1. Generator network structure.

In Figure 1, the image first enters the downsampling mod-
ule for preliminary extraction of image features after input,
and then extracts depth features in the residual module. The
MAM is inserted into the middle section of the residual
network, and some residual modules are normalized through
compromise instances and layer normalization. Finally, the
attributes are input to the upsampling module for feature
mapping reconstruction, and then the generated image is
output. During the process of converting instances from the
source domain space to the target domain space, the genera-
tor comes into play. The generator can be divided into two
parts based on its functionality: encoder and decoder. The
encoder includes downsampling and 9-layer residual module.
The decoder includes 9 layers of residual and upsampling
modules that have been normalized through compromise
instances and layer normalization. The upper sampling mod-
ule and the lower sampling module each contain three layers
of convolution layer and deconvolution layer. Each layer of

convolution layer and deconvolution layer is composed of
convolution normalization Activation function structure. The
last layer of the upsampling module and the first layer of the
downsampling module use convolutional kernels of size to
capture more details. The structure of the hybrid attention
module inserted between the decoder and encoder is Figure 2.

FIGURE 2. Mixed attention module.

The module in Figure 2 includes Global Maximum Pool-
ing (Gmp), Global Average Pooling (Gap), Convolutional
and Modified Linear Units. Attention can enhance generator
control, enhance attention to objects and edges in the image,
retain the texture details of the image, and reduce the loss
of details during the conversion process. The original image
is input into the Gap layer to calculate the mean of the
feature map, reflecting the importance of the feature map in
the corresponding channel. The original image is input into
Gmp to preserve the maximum value of the image and pay
attention to important areas of the image. The new feature
maps obtained from the Gmp and Gap layers are cascaded
together. The convolution is used to extract potential combi-
nation relationships. Then it calculates the weight coefficients
of different channel feature maps through a linear correction
unit. The coefficient is multiplied by the original feature map
to generate a feature map of interest that includes channel and
region information. The generation of attention feature maps
is Equation (1).{

W = F (CE (x))

o (x) = W ∗ CE =

{
wk ∗ Ck

E (x) |1 ≤ k ≤ nc
} (1)

In equation (1),W represents the weight coefficient obtained
through learning. CE (x) represents the original feature map.
F represents the attention module. o (x) represents the feature
map generated after passing F . Ck

E (x) represents the encoder
output feature map of the k-th channel. wk represents the
weight coefficient obtained from the F-learning of the k-th
channel. nc represents the total number of encoder channels.
The normalization calculation of compromise instances and
layer normalization is Equation (2).

CILN (a, δ, ω, ϕ)

= ω

δ
a− µI√
σ 2
I + ε

+ (1 − δ)
a− µL√
σ 2
L + ε

 + ϕ (2)
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In equation (2), CILN represents compromise instances and
layer normalization. a represents input data. µI , µL and
σI , σL represent the mean and standard deviation of instance
and layer normalization. ω represents the scaling parameter
obtained from the automatic update of the fully connected
layer. ϕ represents the translation parameter obtained by auto-
matically updating the fully connected layer. δ is a weight
parameter dynamically calculated from the fully connected
layer. This discriminator adopts a multi-scale global discrim-
inant discriminator. It combines multiple discriminators with
the same structure at different image scales into a network and
inputs complete images for global discriminant analysis. The
study set up a discriminator consisting of three discriminators
to obtain Figure 3.

FIGURE 3. Discriminator construct.

In Figure 3, when using three discriminators, the image
needs to undergo two image downsampling before making
a judgment. The discriminator uses a convolutional kernel
with size 4 × 4, and the padding has a size of 1. The image
with size 256× 256× 3 undergoes two layers of convolution
after input to obtain a feature map with size 31 × 31 × 512,
and then undergoes a channel reduction convolution to obtain
a feature map with size 30 × 30 × 1 for output. The final
feature map output pixels are judged by sigmoid for true or
false probability, and BCEloss is used to calculate the final
loss. The Loss function determines the learning effectiveness
of the model. The design of the Loss function consists of L1
regularization loss, generation confrontation loss, perception
loss and feature matching loss. The adversarial loss in the
optimization Equation obtained using a multi-scale decision
maker is Equation (3).

LGAN (G,Dk) = E(x,y)
[
logDk (y)

]
+ Ex

[
log (1 − Dk (G (x)))

]
(3)

In equation (3), LGAN represents adversarial loss. x represents
the source domain image. y represents the target domain
image. Dk represents the feature of the k-th discrimina-
tor. G (x) represents the image generated by the genera-
tor. E represents mathematical expectation. The generated
image is constrained to guide the results towards the target
domain. The L1 regularization loss is introduced, resulting in
equation (4).

LL1 (G) = E(x,y)
[
∥y− G (x)∥1

]
(4)

In equation (4), LL1 represents L1 regularization loss. The
feature matching loss is Equation (5).

LFM (G,Dk)

= E (x, y)
T∑
i=1

1
Ni

[∥∥∥D(i)
k (x, y) − D(i)

k (x,G (x))
∥∥∥
1

]
(5)

In equation (5), LFM represents feature matching loss.
T represents the total number of layers of the discrimina-
tor. Ni represents the number of elements in layer i of the
discriminator. D(i)

k represents the i-th layer feature in the
k-th discriminator network. The feature matching loss is
learned from the multi-layer features of the discriminator,
matched with the intermediate features of the synthesized
image and the real image for energy efficiency, and the gap
is measured. The pre trained perceptual loss network is used
to extract image features to enhance the discriminant ability
of the discriminator. Since image conversion only considers
from source domain to target domain, the setting of percep-
tion Loss function is Equation (6).

LVGG (G) =

∑N

i=1

1
Mi

[∥∥∥F (i) (y) − F (i) (G (x))
∥∥∥
1

]
(6)

In equation (6), LVGG represents perceived loss. F (i) repre-
sents the i-th layer of the perceptual loss network in the pre
trainedmodel.Mi represents the number of elements in layer i
of the perceptual loss network. The final Loss function is the
minimum of the sum of L1 regularization loss, generation
confrontation loss, perception loss and feature matching loss.

B. CONTINUOUS CONVERSION ALGORITHM FOR
DRAWING IMAGES BASED ON DNI FUSION
When performing PIC, users need to obtain varying degrees
of preview of conversion results. Using a certain image
conversion output cannot meet this requirement [20], [21].
This paper integrates DNI to achieve smooth control of the
network and achieve continuous transitions of image conver-
sion effects to varying degrees. Generating a balance value
between two mappings can achieve a balanced transition
between them. The parameter for DNI parameter fusion
is Eq (7).

θfusion = αθA + (1 − α) θB (7)

In equation (7), θfusion represents the parameters of the
fusion model. α represents the fusion coefficient. θA and θB
represent parameter vectors. When the quantity of models
increases to N , these model parameters have a certain cor-
relation, and the fusion model parameters can be represented
as Equation (8).

θfusion = α1θA + α2θB + · · · + αnθN (8)

In equation (8), the fusion coefficients of each model are
different, and the sum of all fusion coefficients is 1. The
fusion model parameters are the linear Convex combination
of model parameters, and the continuous conversion effect
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FIGURE 4. Deep network interpolation structure.

can be achieved by adjusting the fusion coefficient. Figure 4
shows the structure of DNI.

In Figure 4, the fusion, convolution, and normalization
of the model are performed on a deep network layer with
parameter vectors. The convolutional layer contains two oper-
ations: bias and convolution, using filter coefficients and bias
as calculation parameters. After completing the convolution
operation, the bias will be added to the results, and the model
will be fused in addition to the coefficients in the convolution
kernel. The bias will also be operated on, and the continu-
ous nonlinear activation layer will be affected by the bias.
Assuming there is a high-dimensional space containing all
natural images, the degradation steps of natural images are
uninterrupted in space and can be considered as adjacent in
space. Figure 5 shows the data space mapping process.

FIGURE 5. Data space mapping.

From Figure 5, in real background space, natural images
are located on approximately nonlinear manifolds. If the
image difference is too simple, it can lead to unexpected
error details such as artifacts appearing in the results. If only
analyzing the background space of an image, it is difficult
to obtain high-quality continuous image transformation or
restoration. Therefore, it is necessary to search for potential
high-dimensional spaces and achieve meaningful interpola-
tion. The manifold mapped by the depth neural network is
approximated to a linear Euclidean space region, and the two
positions in the Potential space are expressed as endpoints.
Then the unknown points are expressed as Equation (9).

Zi ≈ αiXi + (1 − αi)Yi (9)

In equation (9), Xi and Yi represent two positions in the
Potential space. Zi represents an unknown point. αi represents

the affine coefficient. When performing continuous image
conversion, image blurring and low brightness are commonly
used functions. The continuous transformation of image blur-
ring helps to provide technical support for operations such
as image clarity and sharpening. When performing image
blur continuous transformation, the first step is to learn clear
images by reviewing the image transformation models of
adversarial networks. The mapping relationship of the gen-
erated clear image serves as the origin of the continuous
transformation. Then, set the foundation for the next training
step and learn the convolutional model in advance in the
fuzzy transformation model. Afterwards, generate images
with 100% concentration blur and learn the mapping rela-
tionship between clear images and 100% concentration blur
images. Finally, the model obtained from the first two steps of
learning is subjected to DNI, and fusion coefficients are intro-
duced to generate a fusion model to complete the continuous
transformation of image blur. The continuous conversion of
low brightness images can provide technical support for oper-
ations such as changing image contrast and saturation. There
is a lack of continuous data for comparison when performing
image low brightness continuous conversion. Therefore, the
first step is to generate a minimum brightness conversion
image as a pre trained model, and then retrain the conversion
models for normal brightness images and low brightness
images. The two models set DNI and introduce fusion coeffi-
cients for fusion, resulting in a series of conversion models of
varying degrees, achieving continuous conversion from high
brightness to low brightness. The brightness fusion model is
Equation (10).

Net fusion = αNethigh + (1 − α)Netlow (10)

In equation (10), Netfusion represents the brightness
fusion model. Nethigh represents the high brightness conver-
sion model. Netlow represents the low brightness conversion
model. In this study, unsupervised learning is used to train the
image transformation model. But when painting transforma-
tion is carried out, most images do not have matching objects.
At this point, L1 regularization loss, generative adversar-
ial loss, perception loss, and feature matching loss are not
applicable. This paper uses a multi-scale global convolu-
tional discriminator for whole feature map discrimination,
and introduces identity loss and cyclic consistency loss. The
optimized generator structure obtained is Figure 6.

FIGURE 6. Optimize generator structure.

In Figure 6, the mixed attention module is still inserted
between the encoder and the encoder. The image from the
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source domain is input to the downsampling module on the
centerline of the encoder for preliminary feature extraction,
which is then extracted by the residual module. The infor-
mation of the channel and key areas is fused through a
mixed attention module. The deep convolution is performed
by a balance normalization residual module. Clear images
are reconstructed in the upsampling module. The global
convolutional identification is completed by an optimized
discriminator and belongs to a fully convolutional network.
Figure 7 shows its structure.

FIGURE 7. Optimize discriminator structure.

As Figure 7, the optimized discriminator consists of three
layers of convolution, with each layer having a consistent
kernel size of 1 × 1 and a sliding step size of 1. There is
no Padding structure, so the size of the feature map will not
change after passing through each layer of convolution. The
number of channels in the first layer is 3, the second layer
is 64, and the third layer is 128, resulting in a feature layer
with 1 channel. The pixels in the feature map are judged
by the sigmoid layer for true or false probability, and then
BCEloss is used to calculate the final loss. The consistency
loss in the loop comes from the consistency of the loop,
as defined in Equation (11).

Lcyc (G,F)=Ex
[
∥F (G (x))−x∥1

]
+Ey

[
∥G (F (y))−y∥1

]
(11)

In equation (11), Lcyc represents the cyclic consistent loss.
Re-introduce identity loss as defined in Equation (12).

Lidt (G,F)=Ey
[
∥G (y) − y∥1

]
+Ex

[
∥F (x) − x∥1

]
(12)

Lidt in Equation (12) represents identity loss. The adver-
sarial loss in forward mapping is Equation (13).

Lgan (G,DY ) = Ey
[
logDY (y)

]
+ Ex

[
log (1 − DY (G (x)))

]
(13)

In equation (13), Lgan represents the adversarial loss in the
forwardmapping;DY is the discriminant in forwardmapping.
The constructed total Loss function is Equation (14).

L (G,F,DX ,DY )

= Lgan (G,DY ) + Lgan (F,DX ) + λLidt (G,F) (14)

DX in equation (14) represents discrimination in reverse map-
ping. The Loss function is used to train the model, and a
mature unsupervised image conversion model is obtained.
To ensure the performance of the model, it is necessary
to calculate the structural similarity between the reference

image and the processed image after completing the design,
and then push back to optimize the model. The calculation of
structural similarity is Equation (15).

SSIM (f , g) =

(
2uf ug + C2

) (
2σf σg + C2

)(
u2f + u2g + C1

) (
σ 2
f + σ 2

g + C2

) (15)

In equation (15), SSIM is structural similarity. g is the orig-
inal image. f represents the processed image. u is the average
brightness of the image. σ is the standard deviation of the
image itself.C is a constant that avoids the denominator of the
Equation being 0. The process of painting image conversion
algorithm constructed by the paper is shown in Figure 8.

FIGURE 8. Painting image conversion algorithm flow.

FromFigure 8, in the process of painting image conversion,
the source image to be converted is first input and encoded
by the downsampling module and residual block in the gen-
erator. Afterwards, the hybrid attention module is used to
enhance control over the generator, focusing attention on the
objects and edges of the fused image. This reduces the loss of
texture details during the conversion process. Then the CILN
residuals are used for deep convolution, and the image is
decoded and reconstructed with the upsampling module. The
reconstructed image input discriminator is compared with the
original image, and the loss value is calculated to optimize
the model. Finally, the converted painting image is output.

IV. PERFORMANCE TESTING AND APPLICATION
ANALYSIS OF MAM-GAN’S PIC ALGORITHM
PIC is an important technical means in image secondary pro-
cessing. This section will test the performance of the research
method in PIC and analyze the application effect using real
images.

A. PERFORMANCE TESTING OF MAM-GAN’S PIC
ALGORITHM
To analyze the effectiveness of MAM-GAN’s PIC algorithm
during PIC, this chapter conducts performance testing and
application analysis on the algorithm. Table 1 shows the basic
software and hardware data for constructing the experiment.

The experiment used Lightroom CC to perform hazy pro-
cessing on the Middlebury Stereo dataset, forming 608 pairs
of images with different hazy degrees to form a hazy dataset.
The dataset was then used for testing, along with the SAR
image conversion dataset. The input image information in the
constructed data set is shown in Table 2.
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TABLE 1. Basic environmental parameters of the experiment.

TABLE 2. Input image information.

Firstly, the loss curve of the researchmethodwas tested and
compared with the Pix2pix algorithm and Digital Radiograph
(DR) algorithm, as shown in Figure 9.
From Figure 9, the loss values of the three methods all

decrease with the increase of iteration times, showing a rapid
decline in the early stage, and gradually stabilizing after
slowing down in the later stage. Pix2pix entered a slow
decline stage in the 56th iteration, with the previous loss
value decreasing from 0.092 to 0.028. At the 400th itera-
tion, the loss value decreased to 0.023, and there were many
fluctuations during the overall decline process. At the 54th
iteration of the DR algorithm, it began to slowly decline.
Previously, the loss value decreased from 0.076 to 0.022, and
at the 400th iteration, the loss value decreased to 0.017, with
fewer fluctuations during the overall decline process. At the
32nd iteration of the research method, the loss value slowly
decreased from 0.054 to 0.012. At the 400th iteration, the
loss value decreased to 0.008. There were few fluctuations
during the overall decline process. The above data shows that
the research method has a faster Rate of convergence, and
the convergence process maintains good model stability. The
test results of the peak signal-to-noise ratio (PSNR) of the
research method are Figure 10.
In Figure 10, in both datasets, the overall PSNR of all meth-

ods increases with increasing bit rates. In the hazy dataset,
the initial PSNR of Pix2pix is 16.4dB. After increasing the
bit rate to 1000kb/s, the PSNR rises to 24.1dB, with sig-
nificant fluctuations in the rate of rise. The initial PSNR
of DR is 17.7dB. After increasing the bit rate to 1000kb/s,
the PSNR rises to 27.6dB, with significant fluctuations. The
initial PSNR of the research method is 24.5dB, and after
increasing the bit rate to 1000kb/s, the PSNR rises to 34.9dB
with relatively small fluctuations. In the SAR dataset, the
initial PSNR of Pix2pix is 17.1dB. After increasing the bit
rate to 1000kb/s, the PSNR rises to 24.4dB with little fluctu-
ation. The initial PSNR of DR is 21.2dB. After increasing

FIGURE 9. Loss curve.

to a bit rate of 1000kb/s, the PSNR rises to 27.6dB with
little fluctuation. The initial PSNR of the research method is
27.1dB. After increasing the bit rate to 1000kb/s, the PSNR
rises to 33.6dBwith little fluctuation. Given this, the PSNR of
the research method is higher and relatively stable, indicating
that it processes less image distortion. Figure 11 shows the
ROC rectangular curve for drawing the research method.

From Figure 11, the Receiver operating characteristics of
Pix2pix and DR intersect with each other during the rising
process, and the enclosed area is relatively close. It indicates
that some functional performances of the two types of images
are different during image conversion, but the overall perfor-
mance is relatively close. The Receiver working feature of the
research method is closest to the upper left corner of the ROC
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FIGURE 10. Peak signal-to-noise ratio test.

FIGURE 11. ROC rectangular curve.

rectangle during the ascending process, and the area is larger
than Pix2pix andDR. This indicates that the various functions
of the researchmethod performwell in image conversion. The
F1 value of the research method was tested and Figure 12 was
obtained.

In Figure 12, in both datasets, the F1 values of each method
iteratively increase and continue to rise. In the hazy dataset,
the initial F1 values of Pix2pix, DR, and researchmethods are
63.7, 69.4, and 78.6, respectively. After 200 iterations, they
rise to 74.3, 85.7, and 95.2, respectively. In the SAR image
conversion dataset, the initial F1 values of Pix2pix, DR, and
research methods are 63.5, 67.8, and 75.3, which rise to 77.1,
85.2, and 97.4 after 200 iterations. Therefore, the research

FIGURE 12. F1 value test.

FIGURE 13. Run time.

method has a higher F1 value, indicating better accuracy and
recall. The test results of the running time are Figure 13.

In Figure 13, during runtime, the runtime of all three
methods increases with the increase of image clarity, and the
speed of runtime increase continuously with the increase of
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clarity. In the hazy dataset, the running time of Pix2pix, DR,
and research methods is 6.2s, 7.5s, and 2.7s when the image
clarity is 480p. When the clarity increases to 4k, the running
time increases to 32.4s, 25.8s, and 11.1s. In SAR, the running
time of Pix2pix, DR, and research methods is 10.8s, 5.8s, and
4.2s when the image clarity is 480p. When the image clarity
increases to 4k, the running time increases to 29.8s, 32.7s,
and 14.6s. The data indicates that the research method runs
faster in different types and sharpness of images.

B. APPLICATION ANALYSIS OF PIC ALGORITHM IN
MAM-GAN
When analyzing the PIC application of the research method,
60 different scene images were taken with the camera for
application analysis. The input image for example painting
image conversion is shown in Figure 14.

FIGURE 14. Instance input image.

Firstly, the pixel loss of the image during the PIC process is
tested using an indoor and an outdoor scene image, as shown
in Figure 15.

In Figure 15, the pixel loss of the image increases with the
deepening of image conversion. In indoor images, the pixel
loss of DR, Pix2pix, and research algorithms at 100% conver-
sion is 9.67k, 11.34k, and 2.97k. In outdoor images, the pixel
loss amounts corresponding to DR, Pix2pix, and research
algorithms are 10.46k, 13.55k, and 5.38k, respectively. This
indicates that the research method can better maintain pixel
integrity and reduce information loss in image conversion.
The test results of the structural similarity of the processed
oil painting style conversion using the research method are
displayed in Table 3.

From Table 3, when converting oil painting style images,
the optimal structural similarity value for images with a
20% conversion degree is 0.9324. The similarity value of
40% is 0.9148. The value of 60% is 0.9334; 80% is 0.9295;
100% is 0.8975. The optimal structural similarity value of the
research method did not show any deviation, indicating that it

FIGURE 15. Pixel loss.

can accurately call parameters to obtain the optimal converted
image during PIC. Figure 16 shows the PIC generation effect
of the research method in natural and urban images.

From Figure 16, both DR Method and research method
realize the painting conversion of nature image and city
image. These two methods have achieved separate conver-
sions of four painting styles: Van Gogh, Ukiyoe, Monet,
and Cezanne, as well as various style conversions in differ-
ent proportions. From the perspective of human naked eye
observation, the conversion effect of DR Method on natural
images is poor in the brightness balance of the bright parts
of the picture, resulting in insufficient contrast of the whole
picture. But the overall sharpening is higher, translating the
image into more realistic in Van Gogh style. The conversion
effect of DR Method on urban images is poor in terms of
picture saturation, and the overall permeability of the picture
is insufficient. The research method has good brightness bal-
ance and color balance in natural images, but the sharpening
degree is not enough when dealing with complex image areas
such as leaves. This research method has better clarity and
saturation in the conversion results of urban images. And it
performs better defogging on the image, giving it a better
sense of transparency. The results show that the research
method can effectively convert painting images and has good
generalization performance.

V. DISCUSS
In the digital age today, remarkable progress has been made
in the fields of computer graphics and artificial intelligence.
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FIGURE 16. PIC effect.

TABLE 3. Similarity matrix of painting image conversion structure.

Significant breakthroughs have also been made in the fields
of image processing and synthesis. This paper takes paint-
ing image conversion as the goal of the method, and uses
computer technology to construct painting image conversion
algorithm. The experimental results indicated that the con-
vergence speed of the loss curve in the iterative process of
this research method is relatively fast. This indicated that the
loss function composed of L1 regularization loss, generative
adversarial loss, perception loss, and feature matching loss
can play a role in model optimization. The peak signal-to-
noise ratio of the research method was high and stable. This

indicated that the sampling module introduced by the mixed
attention mechanism in the research method has good sam-
pling quality and can effectively retain key information of the
image during the encoding and decoding process. By observ-
ing the effects of continuous image conversion and mixed
multi style conversion, integrating deep network interpola-
tion into the generative adversarial network can effectively
achieve parameter balance and continuous calculation of the
algorithm in different style conversions. It is proved that the
research method is feasible in the conversion of painting
image.

VOLUME 11, 2023 123251



X. Nie, J. Pu: Mixed Attention Mechanism Generative Adversarial Network Painting Image Conversion Algorithm

VI. CONCLUSION
ICT is an important technical component in image process-
ing. This study proposes a MAM-GAN conversion algorithm
for the PIC problem. A three stage generator structure has
been designed and mixed attention modules have been added
to the encoder and decoder. Afterwards, an attention fea-
ture map is generated by multiplying coefficients, and a
multi-scale decision maker is introduced to obtain adver-
sarial loss. DNI is fused into the model to achieve smooth
image conversion. Finally, the effectiveness test results of the
researchmethod indicated that its loss curve rapidly decreases
at the end of the 32nd iteration, reaching 0.012. Its initial
PSNR in the SAR image conversion dataset was 27.1dB. The
area enclosed by the curve in the ROC rectangular curve test
was larger than that of other methods. After 200 iterations,
the F1 value test reached a maximum of 97.4. When the
image clarity in the hazy dataset was 4k, the running time
was 11.1 seconds, which is lower than other methods. The
optimal structural similarity value during the oil painting style
image conversion test was maintained above 0.8975, without
any deviation, effectively completing the mixed conversion
of different painting styles in the image. The above results
indicate that the research method has better model comput-
ing power and can effectively improve the quality of image
conversion. However, the number of image samples used in
the experiment is relatively small. In the future, the number
of experimental samples will be increased, the experimental
results will be enriched, and the plan will be optimized.
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