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ABSTRACT Infrared small target tracking plays an important role in military reconnaissance, early warning,
video surveillance, and civil applications. For tracking small infrared targets in this paper, a one-stream deep
learning model is utilized. In order to integrate the processes of feature extraction and feature fusion, the
model uses transformer as the framework’s major component and creates a bidirectional information flow
between the template and the search picture pairs in the feature extraction stage. Use the head of the model
to get the target position. Finally, post-processing of the target area, including tracking success, saves the
coordinate information of the target frame; tracking failure, near, in the middle, and far from the target
box, searches for the real target. It helps to solve the situation where the target moves fast and encounters
a complex background to achieve better tracking results. It is tested on an infrared small target data set,
and the results show that the method in this paper reaches 80.50% average tracking accuracy. The image
sequences in the data set include sky, sea, and buildings. Tracking video and original images are shown at
https://github.com/AHUT507LAB/Infrared-dim-small-target-tracking.

INDEX TERMS Infrared small target, small target tracking, post-processing, deep learning.

I. INTRODUCTION
As an important target tracking technology, infrared small
target tracking has always been a difficult and hot spot in the
field of target tracking and has been widely used in military
and civilian fields. In military reconnaissance, early warning,
video surveillance, and other aspects, the rapid movement
of drones is a major problem that needs attention. In the
civilian field, it is more difficult to track the UAV in the
complex background. Due to the weak brightness, small size,
and lack of obvious shape, texture, and color information of
infrared small targets, it is inevitable that a variety of complex
backgrounds will appear in the tracking, and some occasions
have high requirements for real-time tracking, making the
tracking of infrared small targets a huge challenge [1]. A large
number of scholars at home and abroad have done a lot of
research on infrared small targets and proposed a variety of
algorithms.
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Huang et al. [2] proposed an efficient small target location
algorithm initialized using a strong detector created from the
shape analysis of foreground spots and a particle filter-based
tracker that can handle the fuzziness of template matching.
The improved template matching algorithm (TMT), proposed
by Liu et al. [3], [4], performs well by calculating correlation
coefficients in high-dimensional feature spaces. However,
when the background clutter is strong, it is difficult to track
the small target accurately for a long time. The improved
particle filter (PF) algorithm [5], [6] uses non-negative matrix
decomposition to integrate the weight of the current and
previous particle distributions, reduces the accuracy error
caused by the degradation divergence of the traditional PF
algorithm, and achieves a good tracking effect. However,
the improved particle filter algorithm only uses the target
position and velocity state for feature filtering to maintain
tracking and does not consider shape feature information,
so it is not suitable for small target tracking. Wei et al. [7],
[8] proposed a tracking algorithm based on mean shift and
particle filter (MS-PF) to describe the target by using the
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statistical characteristics of the image. Under the theoretical
framework of particle filtering, sample weights were updated
in the iterative process of mean shift. To a certain extent,
it overcomes the deficiency of target feature information, but
it cannot distinguish weak targets from the edge of the cloud
background. Zhang et al. [9] package correlation filtering into
probability theory, using intensive sampling to track a surface
target. Li. et al [10] proposed a tracking algorithm based
on particle filters to solve the uncertainty problem in small
target tracking. A differentiated overcomplete dictionary is
used to widen the difference between target and background
particles. In addition, particle discrimination with sparse
representation can improve the accuracy of target motion
estimation by increasing the weight of target particles. How-
ever, this algorithm does not focus on obtaining an adequate
description of the target characteristics. The MS algorithm
[11], [12] uses a kernel-weighted gray histogram to represent
the appearance of the infrared target and uses the mean shift
algorithm to determine themost likely location of the target in
the next frame. He et al. [13] proposed a tracking algorithm
based on low-rank representation and weighted correlation
filtering. In the tracking process, multi-feature weight func-
tions were integrated into correlation filters. However, as the
image size increases, the tracking process takes more time to
obtain tracking results.

Convolutional neural networks are gradually taking the
place of the original infrared small target tracking techniques.
More deep learning techniques are used in the present track-
ing techniques. Although the deep learning approach has
great tracking accuracy, the running pace will be slightly
slower.

Considering these problems, a large number of scholars
have conducted research. Tadej and Leon [14] proposed a
multi-scale convolutional neural network, considering that
the noise of infrared tracking systems and the lack of robust-
ness features make it difficult to detect space objects within
a relatively long observation distance. Deng et al. [15] pro-
posed a thermal infrared target tracking algorithm based
on a convolutional neural network. Considering the lack
of spatial information, only using the features of the fully
connected layer or the features of a single convolutional
layer is not suitable for infrared target tracking. Therefore,
the algorithm proposes multi-layer convolutional features for
thermal infrared tracking (MCFTS) based on correlation fil-
ters. The proposed algorithm provides a new idea for infrared
moving small target tracking based on neural networks; that
is, if the tracking problem is regarded as binary classification,
more accurate tracking results can be obtained through the
integration of multiple weak classifiers. Fan et al. [16] pro-
posed a convolutional neural network enhancement method
that can enhance small targets and suppress background clut-
ter at the same time, aiming at the common problems of the
current infrared imaging system caused by the long shooting
distance. However, it lacks a large number of data sets for
training.

The above shows the feasibility of the deep learningmodel,
but there may be problems in its practical application. Com-
pared with other methods, the method in this paper has a
very good effect. This method sets up a free information flow
between the template and the search area (i.e., the original
image pair) so as to extract the target-oriented features and
avoid the loss of discriminant information. Get the prediction
through your head. The core idea of this paper is to post-
process the selected area of the box after getting the predicted
result, so as to achieve better reasoning results and better
tracking effects.

The following are the main contributions to this paper:
(1) The added part of post-processing greatly improves

the tracking effect of fast-moving objects in complex
environments.

(2) The method in this paper can achieve real-time under
the GPU with less time spent on post-processing.

(3) This method adopts the transformer framework for
tracking.

II. RELATED WORK
In this section, we mainly introduce the small target tracking
method and the post-processing module added in this paper.

Correlation filtering algorithm: The basic idea is to design
a filtering template and use the template to do correlation
operations with the target candidate region. The maximum
output response position is the target position of the cur-
rent frame. MOSSE is the first work on correlation filtering
tracking proposed by Bolme et al. [17], which uses multiple
samples of targets as training samples to generate better
filters. The objective function of MOSSE is to minimize the
sum of squares error, and m samples are used to find the least
squares solution. Henriques et al. [18] put forward the CSK
method, a kernel tracking method based on cyclic matrices,
to mathematically solve the problem of dense sampling. The
Fourier transform is used to quickly realize the tracking
process, but the disadvantage is that it will bring boundary
effects. Henriques et a.l [19] proposed the KCF method.
Compared with the traditional correlation filter algorithm,
the KCF algorithm has higher tracking accuracy and faster
tracking speed. In the field of target tracking, the KCF
algorithm has been widely used and proven to be an efficient
and reliable target tracking algorithm. However, this method
does not work well when the target is blocked. Lukei et al.
[20] proposed the CSRDCF method and introduced a multi-
scale tracking strategy to further improve the robustness and
accuracy of tracking by tracking targets at different scales.
The disadvantage is high computational complexity and sen-
sitivity to target deformation.

Deep learning method: Bertinetto et al. [21] proposed the
siamFC method, which used two convolutional neural net-
works with shared weights to extract the features of template
images and search images, respectively, and then determined
the location of the target by calculating their similarity.
This method has good tracking results when the background
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FIGURE 1. (a)The overall framework of the method in this paper Templates and search areas are segmented, linearly projected, and fed into the
transformer encoder layer with learnable location coding for joint feature extraction and relationship modeling. After reshaping the head, the target
prediction results are obtained, and then the predicted results are post-processed to get the final target frame selection results. The input of the
model is a pair of pictures, and the output is the box selection result of the object.(b) The structure of the transformer encoder, which is insert after
the multi-head attention operation.for subsequent target classification and regression.

information changes a little in a small range. The disadvan-
tage is that when the deformation is large, there will be a
large difference, which will lead to tracking failure. Li et al.
[22] proposed the SiamMask method, which uses a neural
network to learn the appearance and motion features of the
target and track the target in real time in video. However,
when the object is partially occluded, the tracking effect will
be poor. Wang et al. [23] proposed the SiamRPN method,
which utilized the feature extraction capability of deep neural
networks to transform the target tracking problem into a
similarity measurement problem between the target and the
candidate region. However, this method does not do template
updates and is time-consuming. Cao et al. [24] proposed
the TCTrack method to balance speed and performance by
introducing timing information in two dimensions. However,
it is very time-consuming.

Ye et al. [25] model, a post-processing module was added
in this paper to process the predicted results. Trace success,
save the target’s coordinate information, and update the tem-
plate. Tracking failure requires searching and predicting the
image. It is helpful to solve the problem that the target moves
fast and the background is complicated.

III. METHOD
This section describes the specifics of the proposed method-
ology and the features of each step. The input image pairs are
subjected to feature extraction and relational modeling, then

the target positions are obtained from the head of the model,
and finally the target positions are post-processed to generate
the final position. An overview of the model is shown in
Figure 1.

A. JOINT FEATURE EXTRACTION AND RELATIONSHIP
MODELING
This article’s approach uses Vision Transformer as the main
body of the framework, so we can also use a pre-training
model of the Vision Transformer architecture, reducing
the time we spend training. Generally, Vision Transformer
divides the input image into several patches and then projects
each patch as a vector of fixed length into transformer. Sub-
sequent encoder operations are exactly the same as those in
the original transformer. The method in this paper inputs a
pair of images, template image patch z and search area patch
x, and splits the pair of images into multiple patches. Then,
the patch after z and x segmentation is projected into the
D-dimensional potential space using a trained linear projec-
tion layer with parameter E, and the output of the projection
is usually called patch embeddings. After that, the learnable
location encoding will be added to the patch embeddings
to obtain the token embedding, and finally, the two will be
spliced together into the transformer encoder layer. In the
transformer encoder, after Layer Normalization (LN), the
output dimension remains unchanged, and after Multi-Head
Attention, inputs are mapped to q,k, and v. If there is only
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one head, the dimensions of q,k, and v will not change. If you
have n heads, you have n sets of q, k, and v, and finally you
concatenate the output of n sets of q, k, and v, and the output
dimension remains the same, and then you go through a layer
of LN, and the dimension remains the same. Finally, through
MLP, the dimension is enlarged and shrunk back, and the
dimension remains unchanged. After a block, the dimensions
remain the same as the input, so multiple blocks can be
stacked. Input the final output of the transformer encoder into
the head to get the final trace result. When the method in this
paper processes each search, the template image will be input
into the model together to obtain dynamic template features,
but it has little impact on the speed of reasoning. In this
paper, both feature extraction and relationship modeling can
be realized. Self-attention in Transform can be described as
operation A:

A = Soft max(
QKT
√
dk

) × V

= Soft max(

[
Qz;Qx

] [
Kz;Kx

]T
√
dk

) ×
[
Vz;Vx

]
(1)

Attention weight calculation can be described as:

Soft max(

[
Qz;Qx

] [
Kz;Kx

]T
√
dk

)

= Soft max

([
QzKT

z ,QzKT
x ;QxKT

z ,QxKT
x
]

√
dk

)
≜ [wzz,wzx ,wxz,wxx] (2)

The self-attention operation A can be further described as:

A = [WzzVz +WzxVx;WxzVz +WxxVx] (3)

It contains not only the self-attention of the template image
and the search image but also the cross-attention of the two.
Self-attention is the feature of extraction, and cross-attention
represents the relationship model between them.

B. HEAD AND LOSS
The structure of the head section is also relatively simple,
including three branches, which respectively predict classi-
fication score P, offset value O predicted to compensate for
downsampling quantization error, and normalized bounding
box size S. Each branch is stacked with L convolution layers.
The point with the highest predicted score is taken as the
target position (xd , yd ), and the value of the corresponding
position is taken out of O and S to calculate the final target
enclosing box.(

x, y
z,w

)
=

(
xd + O (0, xd , yd ) , yd + O (1, xd , yd )
S (0, xd , yd ) , S (1, xd , yd )

)
(4)

In terms of loss function, for classification branches, the
same weighted focal loss as that in CornerNet was adopted,
and the position farther away from the GT center had a

lower weight. For the iou for the regression branch, use the
commonly used iou loss as well as the combination of the
ℓ1 loss. Overall loss function:

Ltrack = Lcls + λiouLiou + λL1L1 (5)

C. POST-PROCESSING OF THE BOX SELECTION AREA
Before obtaining the post-processing result, we will calculate
the target area image obtained in the previous frame to obtain
the average pixel value of the target area image in the previous
frame. Defines the average length and width of the target,
starting with the length and width of the artificially selected
target box in the first frame. Define the average horizontal
and average vertical velocity of the target, starting with 0.
After obtaining the target frame of the current frame, cal-
culate the horizontal speed, vertical speed, and speed of the
frame before the target and the current frame. These values
are used to judge whether the camera is moving. When the
camera is moving, some calculation processing is carried
out on the image of the target area to calculate the pixel
proportion value of the previous frame in the target area, the
image pixel change proportion value of the current frame
in the target area, and the image pixel proportion value of
the current frame in the target area. Record the number of
camera movements. The camera is not moving. Set the three
values for the camera movement calculation to default values.
Then judge whether there is any abnormal situation. (1) the
camera does not move and the target frame is too large;
(2) when the camera moves, the proportion value of image
pixels in the target area of the current frame is too large,
and the proportion value of image pixels in the target area
of the current frame is too large, and the target speed is
too large.

Nothing unusual happened, which means the object didn’t
blend into the background. Calculate the scale factor K
(related to the number of camera moves). Update the target
box in two cases. (1) The length and width of the target frame
are not greater than the length and width of the previous
frame multiplied by the scale factor K, indicating successful
tracking. The coordinate parameters of the target frame need
to be saved, and the average length and width and average
horizontal and vertical speeds need to be updated. (2) The
length and width of the target frame should be at least one
larger than those of the previous frame multiplied by the
scale coefficient K, and the target position can be obtained
by using the last saved coordinate parameters and average
speed.

When an abnormal situation (1) occurs, the image pixels in
the target area of the current frame are recalculated to change
the proportion value of the image pixels in the target area
of the current frame. Calculate the maximum proportional
value of image pixel change in the target area, which is the
maximum value of the first two values. Then it is necessary
to judge whether the target is integrated into the background.
In two cases, the target is considered to be integrated into the
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background: (1) When the change ratio of image pixels in
the target area of the current frame is too small, the target
is integrated into the background; (2) When the maximum
proportion of image pixel change in the target area is small
and the horizontal speed and vertical speed are small, the
target is integrated into the background. The target is blended
into the background, and the target frame of the previous
frame is used as the target frame of the current frame. In other
cases, the target is not integrated into the background, and it
needs to be searched near, in the middle, or far away from the
target frame of the current frame. When looking for a target
in the nearby area, the step size in the x direction of the image
coordinate system is one-sixth of the average length, the step
size in the y direction of the image coordinate system is one-
sixth of the average width, the number of cycles is 3, the
elements in the list are−1,0, and 1 randomly selected, and the
length is 3. When looking for the target in the middle region,
the step length in the x direction of the image coordinate
system is a quarter of the average length, the step length in
the y direction of the image coordinate system is a quarter of
the average width, the number of cycles is 4, the elements
in the list are −1,0,1 randomly selected, and the length is
4. When looking for the target in the distant area, the step
length in the x direction of the image coordinate system is
1.25 times divided by 9 of the length of the target frame in
the previous frame, the step length in the y direction of the
image coordinate system is 1.25 times divided by 9 of the
width of the target frame in the previous frame, the number
of cycles is 12, the elements in the list are −1,0,1 randomly
selected, and the length is 12. The number of loops is reduced
by one for each loop; the value in the x direction in the
upper left corner of the target box of the current frame is
the value in the x direction of the target box of the previous
frame plus the step length in the x direction, the average
length, and the corresponding element in the current loop
value list. In the same way, the value of the y direction in
the upper left corner of the target box of the current frame
can be obtained. Calculate the image pixel value of each
target box during the loop, add these values to a new list, and
when the loop ends, take the image pixel value of the largest
target box as the tracking result, along with the height and
width of the target box and the previous frame of the same.
When an exception (2) occurs, the processing procedure is the
same as when an exception (1) object does not blend into the
background.

Secondly, judge whether the target is lost. If the target is
integrated into the background and the ratio of image pixel
change in the target area of the current frame is small, it is
considered that the target is lost. If the target does not blend
into the background, the target frame is too large, and the
target is considered missing. When the object is lost and the
camera does not move, the speed of the object and the last
saved coordinate parameters are used to obtain the frame
selection result of the frame. When the object is lost and the
camera moves, the last saved coordinate parameters are used

as the result of the current frame. When the target is not lost
and the target is integrated into the background, the previous
saved coordinate parameters need to be predicted to get the
frame selection result for the current frame.

Finally, the length and width of the target box are judged.
When the gap between the length and width of the target box
is too large, the average value of the length and width is used
to replace the length and width, and the pixel coordinates of
the upper left corner of the target box are processed to obtain
the final result and update the target box. We use multiple
judgment conditions and related data values to process the
situation of fast-moving targets and complex backgrounds,
search for targets near, in the middle, and far from the target
box, and predict the target position of the current frame by
using the target box information of the previous frame and the
target information of the current frame. Whether the selected
area of the box is post-processed or not, the tracking result is
shown in Figure 2.

FIGURE 2. Post-processing is carried out on the selected area of the
frame. (a) The box selection area is not post-processed; (b) Post-process
the box selection area.

IV. EXPERIMENT
A. EXPERIMENTAL PLATFORM AND DATA SET
The experiments were carried out on a computer with 16 GB
of RAM and a 2.60 GHz Intel i7-6700HQCPU. The code was
implemented in Pycharm on Ubuntu 18.04.6 LTS.

The experiment uses the collected infrared UAV data
set Anti_UAV [26], which contains more than 300 videos
and is stored as MP4 files, among which there are many
videos of fast-moving UAVs and complex backgrounds. The
image sequences in the dataset include various backgrounds
(sky, sea, building, forest) and two lighting conditions (day
and night). The image resolution is 640 × 512. The frame
rate of the image is 25 frames per second. Table 1 shows
images of representative data sets for five typical conditions.
These include IN (interference), IB (integration background),
LI (low illumination), CB (complex background), and FM
(fast motion). Use the red rectangle box to select the target.
Target sizes are all about 10 × 10.

B. EVALUATION INDEX
For a comprehensive evaluation, tracking accuracy was cal-
culated to describe the positioning capability of the method.
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TABLE 1. Five typical cases represent detailed data images.

The spatial tracking performance of the IOU evaluation
model was calculated.

1) IOU
The IOU computes the ratio of the intersection (AInter ) and
union area (AAll). It is defined as follows:

IOUt =
AInter
AAll

(6)

where t represents each frame in the video.

2) ACC
The Acc computes tracking accuracy for all frames. The
definition is as follows:

Acc =

T∑
t=1

IOUt + pt
T

− 0.2 ×

(
T∑
t=1

pt
T

)0.3

(7)

where pt equal to 1 when IOU t equal to 0, otherwise equal
to 0. T represents the total number of frames.

3) FPS
The FPS computes the ratio of the F and t. It is defined as
follows:

FPS =
F
t

(8)

where F represents the total frame number of the infrared
small target video, and t represents the total time used by this
method to track the infrared weak target video.

C. OBSTA COMPARISON WITH ALOGRITHM
Several experiments were carried out to test the method in
Section III. In order to show the effectiveness of the proposed
method, we compare it with eight other methods. Includ-
ing CSK, KCF, CSRDCF, SiamFC, SiamMask, SiamRPN,
OSTrack, and TCTrack. The first three are based on corre-
lation filtering, and the last five are based on deep learning.
This paper did not fine-tune the model but used the original
weights given by the original author on GitHub. We use
equations (6) and (7) to calculate the accuracy of five typical
cases to evaluate the effectiveness of the method discussed.
Table 2 shows the validity results and real-time performance
of these methods in five typical cases on the data set. The
higher the average tracking accuracy of the nine methods in
five typical cases, the better the validity. When we use better
equipment, FPS gets a big boost.

TABLE 2. Uses different methods to calculate ACC and average FPS in five
typical cases. The larger the value of ACC, the better the tracking effect,
and the larger the value of average FPS, the better the real-time
performance.

The tracking speed of the method based on correlation
filtering is fast. However, in the case of complex backgrounds
and fast-moving objects, the effect of the algorithm will be
poor. Methods based on deep learning are generally superior
to algorithms based on correlation filtering. This is helped
by the flexibility of deep learning. However, this approach
requires large data sets to train, limiting their performance
and The bottleneck of feature representation and sensitivity
to regression branches [27] are also major issues. It is impor-
tant to ensure good feature expression ability while avoiding
information loss caused by deep networks. The sensitivity of
regression branches affects not only the allocation of positive
and negative samples but also the overall optimization of the
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FIGURE 3. On the public data set, the target object has been marked with
text, and the image is enlarged in the upper left corner. The pictures are
continuous frames, and the target template of the first frame of the video
is correct. The method in this paper is compared with the single target
tracking algorithm based on correlation filtering. The experimental results
show that the algorithm based on correlation filtering has a higher false
alarm rate, and the tracking frame of the method in this paper is the most
consistent with the real frame and has a better tracking effect. The
method in this paper is compared with the single-target tracking
algorithm based on deep learning. The experimental results show that
the method in this paper does not have tracking errors and realizes
continuous tracking.

network. The method in this paper performs optimally under
various attributes and has better tracking performance than
other methods under various attributes. The tracking speed of
OSTrack is almost the same, but the accuracy has improved a
lot. The method proposed in this paper has better robustness
to the fast motion and complex background of infrared small
targets.

FIG. 3 shows the comparison of tracking results between
the proposed method and the previous six tracking methods
under six backgrounds. It can be seen that the proposed
method has a higher tracking rate and better robustness
against various backgrounds.

FIG. 4 shows the comparison between the proposed
method and the newer algorithm TCTrack in five typical
cases.

Figure 3 shows: (1) the tracking results between themethod
in this paper and the method based on correlation filtering.
The real-time performance of the correlation filtering method
is okay. However, with complex background interference and
a fast-moving target, it is difficult for the correlation filtering
algorithm to find the real target, and it is easy to produce false
boxes, resulting in a high false tracking rate. However, our
method achieves excellent tracking results.

FIGURE 4. On the public data set, the target object has been marked with
text, enlarged in the upper right corner of the image; the image is a
continuous frame; the frame number is marked in the upper left corner of
the image; and the target template of the first frame of the video is
correct.The method in this paper and the TCTrack algorithm are used to
track in five typical cases. The tracking results show that the tracking box
of the proposed method is more consistent with the real target, and the
tracking accuracy is higher.

FIGURE 5. Test the effects of n11 and n14 videos using the Ostrack
method and the text method,the target object has been marked with text.
The experiment shows that the OSTrack method has tracking failures in
both kinds of videos, and some target boxes are too large to achieve
continuous tracking. The method in this paper successfully tracks the
small targets in two videos, and the tracking effect is good, and
continuous tracking is realized.

(2) the tracking results between the method in this paper
and the deep learning-based approach. On the whole, good
results were produced. In public data sets, tracking based
on deep learning is effective when the background is not
particularly complex, such as the sky background. However,
when the background becomes more complex and the target
is blocked, the tracking effect will become worse. Different
from the methods based on deep learning, the method pro-
posed in this paper presents a post-processing module that
is conducive to improving the tracking rate of infrared small
targets and helping to solve the problems of fast-moving
infrared small targets with complex backgrounds. Tracing
results show that the method in this paper is useful and can
be used in practice.

Figure 4 shows the tracking results of the proposed method
and the newer algorithm TCTrack in five typical cases.
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The tracking accuracy of the proposed method is better, and
the tracked rectangle box is more consistent with the real
target.

We compared the tracking performance of this article’s
approach to the OSTrack method using videos of complex
backgrounds and fast-moving targets in the collected data set.
The trace effect is shown in Figure 5.
Figure 5 shows the trace effect of this article’s method and

the OSTrack method. In general, the method presented in this
paper has a good tracking effect on complex backgrounds
and fast-moving targets. Therefore, the improvements in this
paper based on the OSTrack method are effective.

V. CONCLUSION
This paper is based on OSTrack modeling to track small
infrared targets. Joint feature extraction and relational mod-
eling are performed on the input image pairs. Then, the head
of the model is used to obtain the position information of
the target. Finally, the target position is post-processed to get
the final result. The addition of a post-processing component
helps solve the problem of complex backgrounds and fast-
moving objects. Experiments show that the method in this
paper is superior to other methods. The method can not only
track small infrared targets in complex backgrounds but also
fast-moving infrared targets.

Finally, the method proposed in this paper achieves effec-
tive tracking and is expected to be applied to remote
monitoring and early warning of anti-UAV. However, the
method used in this paper also has some shortcomings. When
the object is obscured, for example, when it is hidden behind
a tree or building, a lost pursuit may occur. So in the future,
we need to find solutions to the deficiencies.
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