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ABSTRACT Many researchers have introduced Virtual Reality (VR) systems for various medical appli-
cations. One of the typical applications is a medical collaboration system that helps users collaborate in a
virtual reality environment while physically staying in different places. In this research, we explore the effect
of the using 3-second sketch communication cue in a collaborative VR system for two surgeons planning
surgery, when a head-gaze pointer and hand-gesture are available as the baseline communication cues. We
conducted a user study comparing four conditions according to the availability of the auto-erased sketch
cue by two collaborators: the message provider and receiver. The results demonstrated the benefits of the
3-second sketch communication cue that increased the level of usability and message understanding between
two collaborators and decreased the required task load. We additionally found that the sketch cue would be
more beneficial if it was erased after finishing each collaborator’s communication turn rather than after three
seconds. With the lesson learned from the user study, we propose six design principles for the multiuser
planning surgery VR system: 1) 3D reconstructed body model should be supported, 2) the cross-sectional
view at any angle and position should be supported, 3) visual communication cues, such as sketches, pointers,
and hand gestures, are crucial for communication, 4) the erasing sketch should occur when the next sketch
starts being drawn 5) the system should support permanent annotations, 6) the system should control the
transparency of the hand gestures and head-gaze pointers to mitigate the effect of occlusions.

INDEX TERMS Collaboration, surgical planning, virtual reality (VR), visual communication cue.

I. INTRODUCTION
Virtual reality (VR) is one of the tools for representing a
human body in three-dimension (3D). Early researchers [1],
[2], [3], [4], [5], [6] in VR medical systems focused on
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reconstructing 3D bodies from real-world images that were
taken by Computed Tomography (CT) or Magnetic Reso-
nance Imaging (MRI) devices. Zhang et al. [1] and Fiederer
et al. [5] reconstructed complex neural structures. Egger et al.
[2] developed a system that reconstructed organs and skele-
tons. Greuter et al. [6] introduced a system that reconstructed
a 3D body model based on CT and MRI images. In the early
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age, with the 3D reconstructed VR body contents, several
researchers simply used it for medical training and simulation
[7], [8], [9], [10] by mostly showing the VR body contents to
trainers.

Later, researchers started to explore multiuser VR medical
applications for collaboration [8], [11], [12], [13], [14], [15],
and the communication cues for VR collaboration were their
main research topics. Bork et al. [8] explored the use of
a head-gaze pointer and colored pins for multiuser com-
munication in VR medical collaboration systems. Yu et al.
[11], [12] investigated an interface for precisely sketching the
shared 3D body for communication between two surgeons to
collaborate.

Multiuser collaboration in VR has been studied not only
for medical purposes but also for remote collaboration [8],
[11], [12]. In remote collaboration studies, many researchers
explored the effect of using visual communication cues such
as the pointer, sketch, and hand gestures [16], [17], [18]. The
pointer was for pointing information [17], [19], the sketch
was for representing a shape by drawing lines [16], [20],
[21], and the hand gesture was for hand representations [7],
[18], [22]. One of the interesting researches on using the
sketch cue was Fussell’s study [16] that emphasized the
auto-erased functions after three seconds from the time of
drawing sketches. This auto-erased sketch was for mitigating
the issue of accumulated sketches that hindered collabora-
tive activities and was applied to many remote collaboration
studies using sketch cues [22]. Interestingly, this auto-erased
sketch has not been applied to recent medical collaboration
studies [8], [11], [12].

In this paper, we explored the effect of using the
auto-erased sketch cue after 3 seconds for a typical medicine
collaboration task: planning surgery together. Since recent
collaboration studies [22] support multiple communication
cues in addition to the auto-erased sketch cue, our system
supported two additional cues: hand gestures and head-gaze
pointers. Besides, our system supports rendering a 3D vol-
umetric body, reconstructed with real-world Digital Imaging
and Communications in Medicine (DICOM) images taken by
CT and MRI and provides a cross-section view of it at any
angle and position.

For the user study, we explored the effect of the auto-erased
sketch cue by comparing four conditions according to the
availability of the auto-erased sketch cue between two col-
laborators (by turning on and off the 3-second sketch cue
for the message provider and/or receiver). The experimental
task was for planning liver cancer surgery. To the best of our
knowledge, this is the first study exploring the effect of the
3-second sketch cue in combination with hand gestures and
gaze pointer for planning a surgery task in VR.

II. RELATED WORK
In this section, we describe the previous studies in medi-
cal VR applications first, then in remote collaboration and
auto-erased sketch cues.

A. MEDICAL AUGMENTED/VIRTUAL REALITY SYSTEM
The early studies in medical VR applications mostly focused
on designing a single user interface including 3D reconstruc-
tion of the body with inner body organs, how to improve
the user interaction with the dense organs, and how to show
cross-section view of the body.

Researchers have tried to integrate real-world DICOM
images into a VR system for a 3D display and interface.
Reddivari et al. [4] and Ard et al. [23] introduced a function
to convert DICOM images into 3D virtual organs and skele-
tons. Herfarth et al. [24] and Croci et al. [25] investigated
the effect of presenting them in a 3D head-mounted display
(HMD) view to plan an operation. The 3D display is effective
for understanding depth; therefore, the planners can better
understand the current state of the organs compared with the
2D display. Further, Lasso et al. [26] introduced a system
that a user can navigate the inside of the organs by moving
through and viewing inside the 3D organs. Pfeiffer et al. [3]
developed a VR framework that automatically creates 3D
organs, skeletons, and arteries from DICOM images.

Subsequently, researchers have added various advanced
interfaces for visualizing 3D organs and skeletons. The 3D
organs and skeletons are dense in a small area, so He et al.
[27] developed an interface that spreads the dense organs
with the interaction of two hands moving apart. Pfeiffer et al.
[3] developed an interface that allows users to control the
transparency of the organs and skeletons to easily distinguish
them.

Pinter et al. [10] and Luo et al. [28] developed a VR system
that supports a cross-sectional view of a 3D reconstructed
body. The cross-sectional view shows a plane view of the
3D organs based on the CT or MRI data. They used a virtual
panel to determine the position and angle of the cross-section
view by positioning it with controllers [10] or a tablet [28].
They also implemented additional functions, such as organ
manipulation, drawing sketches, measuring a length, and user
navigation to the point indicated by the controller.

Recently, researchers have extended the use of VRmedical
systems to multiuser systems. Schott et al. [15] and Chheang
et al. [14] developed a virtual operating room for educational
purposes where the students and a teacher can have a variety
of educational medical materials, such as DICOM2D images,
3D virtual organs, information boards, and recorded videos in
a virtual room. In the virtual room, students and teachers can
verbally communicate and use the information board (similar
to a whiteboard) to share written words.

One of the important research topics for the multiuser
medical system is improving the quality of communication
for collaboration in VR. Bork et al. [8] also introduced a
medical educational system and added visual communication
cues, such as a head-gaze pointer, and colored pins for better
user communication. Yu et al. [11], [12] used the sketch com-
munication cue for collaboration between surgeons in VR
medical systems. They introduced the Magnoramas system
[11] that enhances the drawing accuracy of a sketch cue by
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bringing the target object (e.g., the skull) close to the user and
allowing the user to manipulate it for better and more precise
drawing sketches. This system was extended to a co-located
collaboration system [12] to augmented reality (AR) that
solved the problem of a too-small operational area for mul-
tiple surgeons by providing a digital copy of a 3D region
of interest and allowing multiple surgeons to have enough
space and share sketches on copies. However, their studies
[11] primarily focused on accurately drawing sketches but
did not explore previously introduced interaction techniques,
such as automatically erasing sketches after three seconds
from the time they were drawn [16], that still needs further
investigation in the VR planning surgery task.

B. AUGMENTED/VIRTUAL REALITY COLLABORATION
SYSTEM
Collaboration is a process of joint and interdependent activi-
ties to achieve a common goal [21]. Collaborators try to align
their activities, and the critical factor for aligning them is a
high level of awareness of what is occurring in the task space
and understanding others’ activities [29].
To provide a better understanding of others’ activities,

researchers focused on communication cues between collab-
orators. The major communication cues that they explored
are virtual hand interactions, sketches, and pointer cues,
to supplement voice communication. Early researchers used
a pointer and drew sketches over a 2D screen view [16].
Later, with advanced computer vision technology, Chen et al.
[30] and Kunz et al. [31] extracted hands from live camera
images and overlaid them onto the 2D shared view, support-
ing hand-gesture communication. Later, as the collaboration
task space was captured and shared in 3D, the visual com-
munication cues were also in 3D [32]. Moreover, the display
system became portable with an HMD; thus, the interface
for visual communication cues also became portable or used
bare-hand interactionwith the hand-tracking technology [22].
Recently, with the advances in eye tracking technology, sev-
eral researchers have started to use a gaze pointer as a visual
communication cue. Piumsomboon et al. [33] and Lee et al.
[34] used eye gaze to represent collaborators’ points of inter-
est (POIs) in the task space and explored how the increased
awareness of collaborators’ POIs influenced the collabora-
tion. Jing et al. extended the use of the eye-gaze pointer by
integrating speech recognition with the gaze pointer [35] and
suggesting a visual representation of linking multiuser gaze
pointers [19].
One interesting recent trend in the study of visual com-

munication cues is combining or integrating multiple visual
cues to better use the collaboration system. Huang et al.
[36] introduced a system supporting sketch and hand-gesture
cues, and Kim et al. [22] discussed using three typical visual
cues, virtual hands, sketches, and pointers. Their studies
reported that each visual communication cue has benefits,
as summarized in Table 1. The hand-gesture cue was more
useful with a task requiring sophisticated hand operation [37],

the sketch cue was better with a task requiring represent-
ing lines [18], and pointer cues with a task requiring quick
participation [17].

TABLE 1. Benefits of visual communication cues.

C. AUTO-ERASED SKETCH CUE FOR COLLABORATION
Most collaboration includes a sequence of communication,
and the information contained at a certain step of com-
munication is meaningful in the combination of the pre-
vious and next steps of the communication. In this sense,
old information that was already used for previous col-
laborative activities is not necessary anymore as collabo-
rators already understood and used it. The hand gesture
and pointer communication cues are only visible when the
collaborators are currently using them, so it is impossible
to retain old information by the hand gesture and pointer
cues. However, the sketch cue remained like an annotation as
drawn, and this causes an issue of retaining old information
in the task space and hinders the clear view of the task
space.

To solve this issue, Fussell et al. [16] introduced the
auto-erased sketch cue after three seconds from the time the
sketch was drawn. The main purpose of the automatically
erased sketches was to mitigate the user’s misunderstanding
of the task space by the accumulated and old sketch cues.
In her user study [16], the results showed that 3-second
sketch cues improved usability and achieved better communi-
cation between collaborators while reducing mental effort for
collaboration.

Manually erasing the sketch function might not be a good
solution according to Kim’s early study [17]. In his study,
he found that the sketch providers (or drawers) did not fre-
quently erase their sketches because the sketch providers
thought the old sketch did not hinder understanding task
space while the sketch receiver did not have the confidence
to erase the provider’s sketch or did not know whether it
was okay to erase provider’s sketch or not. In short, the
manually erasing sketches were not performed as many as the
automatically erasing sketch function as the message receiver
wanted. Therefore, he implemented the auto-erased func-
tion in his later remote collaboration study with the sketch
cue [22].

Fussell et al. [16] implemented automatically erasing the
sketch after three seconds, and Kim et al. [22] erased the
sketch after one second.
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D. SUMMARY AND HYPOTHESES
Recent studies with aVRmedical collaboration system do not
fully adopt recent design recommendations for VR remote
collaboration systems that support the 3-seconds sketch cue
and multiple visual communication cues together. Thus,
we apply this design recommendation, mainly for planning
surgery tasks, and explore whether the recommendation is
still significant or not.

To solve this question, we compared four conditions in this
user studywith two independent variables: whether the sketch
cue was supported or not and which collaborator (the mes-
sage provider and receiver) uses the sketch cue (to observe
how it differently influences based on the collaborators’
role). We refer to this 3-second sketch cue as the 3-s sketch
cue.

Based on the previous studies, we pose the following
hypotheses in planning surgery tasks:

1) The 3-s sketch cue improves system usability.
2) The 3-s sketch cue supports better communication

between collaborators.
3) Collaborators have a higher level of co-presence with

the 3-s sketch cue.
4) Collaborators spend less mental effort with the 3-s

sketch cue.

III. SYSTEM DESIGN
This section describes system requirements and how to
develop a prototype system. Section III-A outlines the
requirements for the system, while Section III-B introduces
our prototype. Finally, in Section III-C, we describe the setup
used for development and user studies.

A. SYSTEM REQUIREMENTS
To develop a practical VR surgery planning system for sur-
geons, we interviewed three surgeons and defined three main
requirements:

1) The system should display the cross section to help
surgeons find the best incision line.

2) The system should provide a method to represent the
incision lines clearly and easily.

3) It should support pointing activities to specify and indi-
cate the POI.

To facilitate the requirements, our prototype provides
several functions. First, the prototype supports the volu-
metric rendering of the DICOM data and generates a 3D
body and a cross-sectional view. Second, we implemented
a 3-s sketch cue to clearly represent incision lines. Third,
we integrated the head-gaze pointer to present the collab-
orators’ POIs. Additionally, it is a multiuser collaboration
system; therefore, we added the functions of synchroniz-
ing user activities with avatars and visual cues. Further-
more, the proposed system supports recording and saving
the content and current scene. Section III-B discusses more
details.

B. PROTOTYPE DEVELOPMENT
We used an open-source library1 that generated a 3D body
model based onDICOM images (Fig. 1(a)).With the 3D body
model, the proposed prototype supports two types of cross-
sectional views. The first is the slice view, presenting the
remaining part of the body after making an unnecessary body
part transparent (Fig. 1(b)), and the second is a cross-sectional
view depicting CT or MRI images at the selected angle and
position (Fig. 1(c)).
For the two views, we designed two 2D panels. The trans-

parent 2D panel with a green boundary was for the slice view,
and the nontransparent 2D panel with a black background
was for the cross-sectional view. Collaborators can select the
appropriate view by placing the 2D panels at the angles and
positions with simple hand holding, translating, and releasing
interactions. Additionally, collaborators can manipulate any
object in the VR environment with hand holding, translating,
and releasing interactions. The collaborators can also scale
any object up or down with two hands moving apart or close
together when both hands hold the object.

The sketch cue draws lines with the line render object of
the Unity Engine and forms a line(s) with the series of the
position of the index fingertip. The sketch starts being drawn
when a collaborator has the finger pose as Figure 1d and 1h:
stretching the thumb and index finger while closing the oth-
ers. Regarding the drawing position, our system followed the
suggestion by Yu et al. [11] rather than Kim’s [22]; drawing a
sketch at the index fingertip (Fig. 1(d)) rather than where the
index finger points at in distance. The position of the index
fingertip is saved and accumulated in the line render object
while the collaborator is moving the index finger, and the
line render object connects multiple positions of the index
fingertip to form a sketch. During the finger drawing sketch,
the collaborator should keep the finger pose, and changing the
finger pose stop drawing the sketch (i.e., closing thumb and
index finger) The sketches are automatically erased 3 seconds
after drawn.

For presenting the collaborator’s POI or specifying a dis-
tance object, we implemented a small, green, sphere-shaped
head-gaze pointer. The position of it is the first collision
point of the ray at the front head direction of an HMD. The
starting position of the ray is the center of the viewpoint
as several previous studies did [33], [34], [35]. For hand-
gesture cues, we adopted direct hand-gesture interaction that
synchronizes real-world hand gestures into virtual hands
and supports hand-object holding, translation, and releasing
interactions.

We implemented a network using the Photon Fusion frame-
work to synchronize the virtual medical environment for
multiple collaborators [38]. This framework synchronizes the
position and orientation of the avatar, hand model, and other
virtual objects. Voice communication was available with the
Photon Voice Network [39].

1https://github.com/mlavik1/UnityVolumeRendering
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FIGURE 1. System overview: (a) a 3D body model from DICOM image reconstruction investigated by two users represented as avatars, (b) slice view
and panel, (c) cross-sectional view and panel, (d) user sketch (red lines) on the liver and a green ball representing head gaze pointer, (e) window
displaying the other user’s first-person view, and (f) Instruction window displaying the surgical step to the provider.

Moreover, we implemented several other functions. One
is sharing the other collaborator’s first-person view with a
window (Fig. 1(e)). To implement it, each collaborator’s
system has additional camera objects for taking other’s view
while sharing the position of each collaborator’s viewpoint
between two systems. When pressing the window with a
hand, the systemmaximizes the window and supports to have
other view rather than his/her own view.

Furthermore, the proposed prototype includes an instruc-
tion window that provides information about the surgical step
(Fig. 1(f)). The arrow button interface is provided to support
moving to the previous and next steps of the instructions.
Additionally, the prototype supports functions for the cap-
turing scene and screen. The scene capture function saves
the position and orientation of every virtual object (including
the reconstructed body, 2D panels, and visual communication
cues) at the moment of saving. A screen capture function
saves the image of the current user view to a desktop folder,
allowing the collaborators to check the images without load-
ing the VR medical prototype with an HMD, but using a
desktop computer instead.

C. DEVICES
We used the Unity Game Engine (∗2021.3.14f), Oculus Inte-
gration 42.0, and OVR Plugin Legacy for implementing the
prototype. The prototype system is built on Oculus Quest 2
VR HMDs with a resolution of 1832 × 1920 pixels per eye
and a 90 Hz refresh rate. Two HMDs (one for each user)
were tethered to two desktops. One desktop is equipped with
an Intel Core i7-9700K CPU at 3.60 GHz, 16 GB of RAM,
an NVIDIA GeForce RTX 2080 Ti, andWindows 10, and the

other one with Intel Core i9-12900K at 3.2 GHz, 80 GB of
RAM, an NVIDIA GeForce RTX 3090, and Windows 10.

IV. USER STUDY
We designed and conducted a user study to investigate using
the 3-s sketch cue for a VR surgery planning system.

A. TASK
For practical use, we applied a real-world scenario for the
experimental task. We chose the liver resection task because
it has a typical sequence of steps with a confirmed scenario
for treating liver cancer, which has the sixth highest incidence
rate globally. The real-world surgery task includes dozens of
detailed operations, so taking every detail in the VR planning
of a surgery task is practically impossible.

Thus, we discussed this with surgeons and applied the five
major steps for such a task, as follows:

1) Check the position of the tumorwith the cross-sectional
and slicing views in the 3D volume rendered body
model (Fig. 2(a));

2) Share and confirm the incision lines of the abdomen
(Fig. 2(b)) between collaborators;

3) Specify two or three skin-pinching points for holding
the opened abdomen with forceps (in this study, the
collaborators simply leave the forceps at the red points
Fig. 2(c));

4) Share and confirm an incision line of the liver to cut off
the tumor (Fig. 2(d));

5) Remove the forceps.
In the real world, there is another step for closing and sutur-

ing the abdomen, but we did not consider this step because
the surgeons told us it is not significant in planning surgery.
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Additionally, to complete the task within an acceptable exper-
imental time, we designed it to be one collaborator providing
an idea of operation using visual communication cues, and
the other collaborator confirming it by duplicating the same
visual cue activities to demonstrate how well the collabo-
rator understands the idea. For example, if one collaborator
explains operation activities with a sketch drawing activity,
the other collaborator confirms his/her understanding of it
by drawing the sketch again at the same position of the
reconstructed body.

FIGURE 2. Task steps: (a) check position, (b) confirm incision line on the
abdomen, (c) skin-pinching point, (d) incision line on the liver, and
(e) remove forceps.

FIGURE 3. Abdomen incision types and liver incision types. (a) minimal
incision, (b) j-section window incision, (c) inverted T incisions,
(d) laparoscopic, (e) wedge resection, (f) segmentectomy,
(g) two-segmentary, (h) tri-segmentectomy, (i) lobectomy.

We employed the generally accepted incision methods for
a liver cancer. Hence, the types of abdomen incisions were the
minimal, J-section window, inverted T, and laparoscopic inci-
sions (Fig. 3(a–d)), and the types of liver incisions included
the wedge resection, segmentectomy, two-segmentary, tri-
segmentectomy, and lobectomy (Fig. 3(e–i)). The minimum
incision type opens the abdomen around the lesion with a
small straight line. The J-section window incision is larger
than the minimum incision and creates a J-shaped opening in
the abdomen, revealing a liver lobe. An inverse T-shaped inci-
sion reveals almost the entire liver. The tumor size determines
the liver incision method.

The liver is divided into eight sections, and if a tumor is
smaller than half of one section and is inside of it, the tumor
can be removed using two incision lines, making a wedge
resection. If a tumor is larger than half of one section and
is still inside of the section, the section is removed through
a segmentectomy incision. When the tumor has invaded one
section from another, removing two or three segments is

called a two-segmentectomy or tri-segmentectomy. When
one side lobe of the liver is removed, it is called a lobectomy.

We designed nine tasks involving various positions and
directions of the incision lines and tumor locations. The
experiment included four conditions with two rounds, with
a pair of participants switching roles: eight tasks were for the
experimental sessions, and one was for a train. During the
experiment, the tasks were randomly assigned to the partici-
pants. The experiment was held in a roomwith a 3.5m×3.5m
empty space.

TABLE 2. Open-ended questions after a round of four sessions with four
conditions.

B. CONDITIONS AND PROCEDURE
We assessed four conditions in this user study: None,
RSketch, PSketch, and Both. In the ‘‘None’’ condition, the 3-s
sketch cue was not provided to either the receiver or provider,
but they still could use baseline visual cues, including hand
gestures and a head-gaze pointer. In the RSketch and PSketch
conditions, the receiver or provider, correspondingly, could
sketch and use other baseline visual cues. The ‘‘Both’’ con-
ditions allowed both collaborators to sketch and use baseline
visual cues. The experiment was in a within-subject design.

After a pair of participants entered a room, we explained
the purpose and procedure of the user study. Once they agreed
to the study, they completed a consent form and demographic
questionnaire asking about gender, age, and prior experience
with VR systems, and we randomly assigned the roles to
them. Then, they wore the Oculus Quest 2 and were asked
to use sketch and two baseline cues (hand gestures and head-
gaze pointers) to communicate each other for manipulating
virtual objects. After they felt comfortable using the visual
cues and manipulating objects, they conducted a training
session to familiarize themselves with the task. The training
session included two steps: becoming acquainted with the
task and performing the collaborative task. In the acquainted
step, an experimenter explained the surgery steps and showed
where the tumor and incision lines were on an instruction
paper to the provider participant. In the performing task step,
the provider explained the surgery steps, and the receiver con-
firmed the surgery activities with visual cues, as described in
Section IV-A. During this performing task step, the provider
can refer to the instructions displayed on a board on the
right side of the 3D body model, but the receiver cannot
see it.

After the training task, participants performed eight exper-
imental sessions with the given conditions and roles. They
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FIGURE 4. Questionnaire results for providers: (a) SUS, (b) NASA TLX, (c) Co-Presence, (d) Message Understanding. (x: mean; R and P: significant effects
of the receiver or provider using 3-s sketches).

FIGURE 5. Questionnaire results for receivers: (a) SUS, (B) NASA TLX, (c) Co-Presence, (d) Message understanding. (x: mean; R and P: significant effects of
the receiver or provider using 3-s sketches).

were acquainted with performing the task steps in every
experimental session, similar to the training session. After
completing the task with a given condition, they answered
the questions in the System Usability Survey (SUS) [40],
NASA Task Load Index (NASA-TLX) [41], Co-Presence
[42], and Message Understanding [42] questionnaires. After
completing four experimental sessions with the four con-
ditions, they answered open-ended questions (Table 2) and
ranked the conditions according to their preference. The par-
ticipants switched their roles and performed another round
of four sessions with the four conditions. During experi-
ments, we recorded the screen view and collected the task
completion time and number of sketch strokes. The exper-
iment took about 1 h and 30 min to 2 h, and partici-
pants received a gift certificate worth about ten dollars as a
reward.

C. PARTICIPANTS
We recruited 20 participants in pairs, and each pair knew
each other as friends because normally the surgeon usually
plans a surgery with the colleagues, they know well. There
were 11 females and nine males ranging from 20 to 28 years
old (M = 23.12; SD = 2.87). Seventeen participants were
moderately familiar with the VR system; the other three had
never played VR. We excluded the data from two pairs of
participants who did not focus on completing the task but
playing together in the VR environment.

V. RESULT
According to the Shapiro–Wilk test, the objective data (task
completion time) were not normally distributed for each
condition, and subjective questionnaire data were in ordinal
scales. Thus, we ran the aligned rank transform as proposed
by Wobbrock et al. [43]. We used a two-way repeated mea-
sures analysis of variance (α =.05). For the number of the
sketch strokes, the availability of the sketch cue was differ-
ent according to the condition; thus, we only compared the
provider’s number of strokes between PSketch and Both con-
ditions and the receiver’s number of strokes between RSketch
and Both conditions using the paired t-tests (α =.05).

A. QUESTIONNAIRE RESULTS
Figure 4 and 5 summarizes the results from the questionnaires
for providers and receivers, correspondingly.

1) CO-PRESENCE
Participants perceived no effect of conditions on the
co-presence. The provider did not feel a significant difference
in co-presence regardless of the provider (F(1,15) = 0.01,
p =.920) or receiver (F(1,15) = 0.359, p =.558) using the
sketch cue or not. There was no significant interaction effect
(F(1,15)= 0.020, p=.890) between the use of sketch cues by
the two collaborators. Additionally, the receiver did not feel a
significant difference in co-presence according to sketch-cue
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availability (provider: F(1,15) = 0.947, p =.346; receiver:
F(1,15) = 3.902, p =.067), and no interaction effect was
found (F(1,15) = 0.190, p =.669).

2) SYSTEM USABILITY SURVEY
The provider did not feel a significant difference in usabil-
ity according to the use of the sketch cue by the provider
(F(1,15) = 3.299, p =.089) and receiver (F(1,15) = 1.279,
p =.276). In addition, there was no interaction effect
(F(1,15) = 4.027, p =.063). The receiver felt a higher
level of usability when the provider used the sketch cue
(F(1,15) = 6.608, p =.021, η =.306) compared to not using
it, but the results did not indicate a significant difference
regarding whether the receiver used the sketch cue or not
(F(1,15) = 2.594, p =.128). Moreover, no interaction effect
was revealed (F(1,15) = 3.951, p =.065).

3) NASA TASK LOAD INDEX
The results for NASA-TLX were similar to those for SUS.
The provider did not feel a significant difference accord-
ing to the availability of the sketch cue (provider usage:
F(1,15) = 1.220, p =.287; receiver usage: F(1,15) = 1.878,
p =.191), and no interaction effect was found (F(1,15) =

1.870, p =.191). However, the receiver felt a lower level
of task load when the provider used the sketch cue
(F(1,15) = 7.259, p =.017, η =.326) compared to not
using it. The receiver did not feel a significantly different
level of task load according to the receiver’s sketch usage
(F(1,15) = 2.167, p =.162), and no interaction effect was
found (F(1,15) = 0.006, p =.940).

4) MESSAGE UNDERSTANDING
In contrast to the previous results, participants reported a
significant effect of the provider and receiver using the 3-s
sketch cue. The provider reported a better understanding of
messages when the provider and receiver used the sketch cue
compared to when they did not (provider: F(1,15) = 21.510,
p <.000, η =.589; receiver: F(1,15) = 5.896, p =.028,
η =.282). In addition, the receiver reported they felt they
better understood the messages when the provider and
receiver used the sketch cue (provider: F(1,15) = 12.522,
p =.003, η =.455; receiver: F(1,15) = 8.100, p =.012,
η =.351). However, no interaction effect was found between
the two factors (provider: F(1,15)= 1.597, p=.226; receiver:
F(1,15) = 1.088, p =.314).

TABLE 3. Participant ranks for the conditions.

5) PREFERENCE
Table 3 summarizes the results of preferences. The sketch
usage by providers had a significant effect on the preference
of both providers (F(1,15) = 43.391, p <.001, η =.743) and
receivers (F(1,15) = 55.477, p <.001, η =.787) preferring
the conditions where the sketch cues are available. The sketch
usage by a receiver also had an effect on the preferences of the
providers (F(1,15) = 63.505, p<.001, η =.809 and receivers
F(1,15)= 27.262, p<.001, η =.645) preferring having sketch
cues. There was no significant interaction effect on the pref-
erence of both providers (F(1,15) = 2.459, p =.138) and
receivers (F(1,15) = 2.288, p =.151).

B. QUANTITATIVE RESULTS
Figure 6 summarizes the quantitative results from objective
measures.

1) NUMBER OF SKETCH STROKES
We compared the number of sketch strokes made by
providers between PSketch and Both conditions, and by
receivers between RSketch and Both conditions. The com-
parison exhibited no significant difference in the number of
provider’s strokes between the PSketch and Both conditions
(t(15)= –0.009, p=.993). Similarly, the number of receiver’s
strokes was not significantly different between RSketch and
Both conditions (t(15) = –0.055, p=.957). Both the receiver
and provider made a similar number of sketch strokes in Both
conditions compared to RSketch (t(15) = 0.00, p = 1) and
PSketch (t(15) = 0.35, p =.972) conditions, respectively.

2) COMPLETION TIME
There was no significant difference in the task completion
time according to the use of the sketch cue by the provider
(F(1,15) = 0.363, p =.567) or receiver (F(1,15) = 0.004,
p=.950). Additionally, the interaction effect was not revealed
(F(1,15) = 1.653, p =.218).

FIGURE 6. Result of Quantitative results. (a) Completion time. (b) Number
of sketch stroke (x: mean).

C. RESULTS OF OPEN-ENDED QEUSTIONS AND
OBSERVATIONS
This section summarizes the participants’ answers to
open-ended questions in Table 2.
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1) SKETCH CUE
Participants commented that the sketch cuewas crucial for the
VR planning surgery task. Nine participants (P1, P2, P4, P7,
P8, P11, P13, P14, and P15) reported that visually displaying
the incision lines was intuitive and easy to understand. For
example, P2 stated, ‘‘The communication was effective with
the sketch because it was possible to visually share the exact
incision lines,’’ and P14 stated, ‘‘The sketch was convenient
to directly indicate the region that I want to express.’’ The
benefits of presenting the incision line were also revealed
when the receiver confirmed it. For example, P7 stated, ‘‘It
was easy to understand whether the receiver understood my
messages or not by the confirming sketches,’’ and P11 stated,
‘‘When the sketch cue was not available to the receiver, the
receiver showed the incision line with hands, and it was
unclear.’’

However, the 3-seconds sketch cue was not best design for
the sketch cue in VR planning surgery task even if it had a
benefit in collaborators’ communication. Some participants
(P3, P5, P12, P13, and P14) reported that holding a sketch
only for 3 seconds was inconvenience. We observed that the
provider drew over the incision lines several times with one
stroke for keeping the sketches until the provider felt the
receiver understood the sketches. P3, P5, and P12 reported
that these continuous drawings were inconvenient and made
a thick line and displayed unclear incision line (according to
the comment from P13). They suggested erasing the sketch
when drawing the next sketch, so the current sketch could
be remained until the next phase of communication with a
new sketch starts. Moreover, this continuous drawing by the
provider also affected the receiver, so the receiver also drew
over the line back and forth continuously by following the
provider.

Additionally, we observed that participants sometimes ver-
bally explained the incision line after drawing the sketches,
which consumed time and might have influenced the task
completion time. Specifically, the task completion time
increased slightly but not significantly when both partic-
ipants’ sketches were available because, regardless of the
reduced message understanding time, participants had to wait
for 3 s each time until the sketches are erased after using them
to explain next surgical steps.

2) 3D BODY AND CROSS-SECTIONAL VIEW
Many participants were interested in the cross-sectional view.
They especially liked that they could observe the CT or
MRI scan images in VR using a simple panel interaction.
For example, P10 stated, ‘‘It is impressive that I can see
both inside and outside of the body just by making simple
interactions,’’ and P16 stated, ‘‘It was visually intuitive to see
the precise location of the scanned images in three dimen-
sions.’’ One of the interesting observations was collaborative
activities to determine the proper angles and positions of
the cross-sectional views. The system supported one cross
panel, and the provider usually held and controlled it to

view certain angles and positions in the cross-sectional view.
Hence, to control the cross-sectional view, some receivers
held the 3D body and moved it to set the proper position
of the cross-sectional view. For instance, P8 stated, ‘‘Since
the provider used the cross-section panel, I simply took the
3D body and positioned it for having proper angle view of
the cross section.’’ The receiver hardly held the cross-section
panel once after the provider started using it.

Additionally, three participants, P3, P6, and P12, com-
plained about not having any annotation attached to the 3D
body. For example, P6 stated, ‘‘I wanted to place an anno-
tation on the body, but there was no way to do that.’’ The
system’s three visual cues did not remain or last so could not
be used like an annotation or note.

3) HEAD-GAZE POINTERS AND HAND GESTURES
Most participants used hand gestures to represent the inci-
sion lines when the sketch cue was unavailable in the None
condition. However, it was insufficient to represent the length
of the incision line. For example, P4 stated, ‘‘I positioned
and shaped a hand to represent an incision line, but it
was not good enough to show [the] exact line position and
length.’’ With the head-gaze pointer, participants could know
where the other participant looked at and confirm whether
the other participant focused on the collaborative activities.
For instance, P9 stated, ‘‘It was nice to know where the
other person was looking and whether he/she focused on my
explanation or not.’’ However, two participants (P2 and P5)
complained about the hand and gaze pointer obscuring the
view and suggestedmaking the gaze pointer transparent when
both participants looked at the same objects or area.

VI. DISCUSSION
This section discusses whether the results of the user exper-
iment align with the hypotheses and what implications they
hold. The effect of the sketch cue was evident on the level of
understanding of the message in communication between the
provider and receiver, and the second hypothesis (3-s sketch
cues support better communication between collaborators) is
validated.

For the level of co-presence, no significant effect of using
the sketch cue was found within the conditions. There-
fore, the third hypothesis (collaborators have a higher level
of co-presence with the sketch cue) is not supported. For
this result, we contemplated the base visual communication
cues, including hand gestures, gaze pointer, and avatar, were
always available in all four conditions. They already visually
represented participants’ activities to themselves and their
counterparts (regardless of effectiveness of communication);
thus, the availability of the sketch cue might not have signif-
icantly influenced the participant’s feeling of co-presence.

Moreover, the results revealed that the receiver felt a higher
level of usability and a lower level of required mental effort
when the provider used the sketch cue, but the provider did
not feel a significant effect of receiver’s sketches on the level
of usability and required mental effort. Thus, Hypotheses
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1 and 4 (H1: 3-s sketch cues improve system usability, and
H4: collaborators spend less mental effort with sketch cues)
are partially supported. The different results between the
providers and receivers on the usability and mental effort
might come from the different levels of information they
had. In this user study, the provider had information before
starting the task, whereas the receiver did not. Thus, the
receiver might need clear and precise representation of the
transferred information from the provider to fully understand
it from none, and the sketch was suitable for it. In contrast,
receiver’s sketchmight be less important to the provider as the
provider was able to understand receiver’s hand expression
when already knowing the correct answer.

One interesting finding was that the 3-seconds sketch was
not the best design of the sketch cue for the VR planning
surgery task (even if the sketch cue still played important
communication cue). Some participants in our study com-
plained the erasing function after three seconds but it was not
reported in the studies of Fussell et al. [16] and Kim et al.
[22]. This difference may be because of the task type in the
user study. Fussell et al. [16] and Kim et al. [22] prepared
object assembly tasks, such as Lego blocks and Tangrams,
and simple position and orientation information was required.
For the position and orientation information of Lego blocks,
3 seconds visibility of the sketch cue might be sufficient to
understand and perform assembly. However, we prepared a
complex surgery-planning task, including explanation of the
surgery steps and the receiver’s remembering incision lines
(to make sure both collaborators correctly understand the
surgery plan), hence the participants preferred the sketches
to be displayed until the time they ensured whether the
counterpart well understand and remember the sketch com-
munication.

This study has a few limitations. First, the proposed pro-
totype does not cover all tasks for planning surgery; thus,
it may differ from real-world one. However, we designed the
five steps in our experimental task according to surgeons’
opinions in the field. Additionally, this system is limited to
a two-user collaboration, but it could easily be extended to a
system with more than two users. Moreover, the participants
in this study were not surgeons who could be target users. The
effects, however, may be marginal because the sketch cue is
a common visual communication cue in daily life; therefore,
participants may have similar attitudes toward the sketch cue
regardless of their profession. In addition, the interface design
was proposed by surgeons.

We make the following design recommendations for plan-
ning surgery VR application from the surgeons’ comments,
literature reviews, and our study results. First, a 3D recon-
structed body model should be supported based on real-world
data, such as CT andMRI images. Second, the cross-sectional
view at any angle and position of the body should be sup-
ported for examining inside the body and organs. Third,
visual communication cues, such as sketches, pointers, and
hand gestures, are crucial for communication. Fourth, the
erasing sketch should occur after ensuring that the counterpart

well understand and remember the sketch communication.
Since collaborators might continue next communication after
ensuring it, we recommend erasing a sketch when the next
sketch starts being drawn. Fifth, the system should support
permanent annotations (like a colored pins by Bork et al.
[8]), especially attached to the 3D body, together with the
volatile visual communication cues, such as hand gestures,
erased sketches, and head-gaze pointers. Sixth, when both
collaborators focus on the same object or area, the system
should control the transparency of the hand gestures and
head-gaze pointers to mitigate the effect of occlusions.

VII. CONCLUSION
In this paper, we explored the effect of the 3-second sketch
cue for multiuser surgery planning tasks in VR, where
head-gaze pointers and hand-gesture visual communication
cueswere available as baseline cues. In the user studywith the
scenario where one collaborator provided a surgical planning
idea to another, we found that the 3-s sketch cue supports
better communication for collaboration. For better design
of the sketch cue, erasing sketch after drawing next was
suggested. Additionally, we proposed five more suggestions
to design the planning surgery VR application.

In the future, we aim to extend this study to an approach
with more than two collaborators and explore medical train-
ing tasks.
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